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Abstract
To improve the performance of named entity recognition in the lack of well-annotated entity data, a transfer learning-based 
Chinese named entity recognition model is proposed in this paper. The specific tasks are as follows: (1) first/, a data transfer 
method based on entity features is proposed. By calculating the similarity of feature distribution between low resource data 
and high resource data, the most representative entity features are selected for feature transfer mapping, and the distance 
of entity distribution between the two domains is calculated to make up the gap between the data of the two domains then 
model is trained by high resource data. (2) Then, an entity boundary detection method is proposed. This method utilizes the 
BiLSTM+CRF as the main structure and integrates character boundary information to assist the attention network to improve 
the model’s ability to recognize entity boundaries. (3) Finally, multiple named entity recognition methods are selected as 
baseline methods for comparison, and experiments are conducted on several datasets. The results show that the model pro-
posed in this paper improves the accuracy of named entity recognition by 1%, the recall rate by 2%, and the F1 value by 2% 
on average in the field with low-resource.

Keywords Named entity recognition · Transfer learning · LSTM · CRF

1 Introduction

Named Entity Recognition (NER), as one of the tasks of 
natural language processing, is designed to detect Named 
entities from a given text and classify them into predefined 
categories [1].

At present, many scholars have made relevant researches 
on Chinese named entity recognition. Lin Guanghe et al. 
[2] proposed a joint entity recognition method based on the 
attention mechanism of character level word representa-
tion model and bi-LSTM-CRF model, which significantly 
improved the recall rate of the system. Song Ye-xuan et al. 
[3] used data with a small number of labels for modeling, 

and combined with the empirical distribution of labels to 
deal with the noise in the data set. The source domain data 
set used in this model was from the common data set in the 
public domain, and the target domain included entities such 
as the names of diseases, pests and plants. Some scholars 
took the characteristics of Chinese characters as auxiliary 
information and combined with the neural network model 
for research. Liu Yuhan et al. [4] designed an end-to-end 
model of BiLSTM+CRF structure combined with the char-
acters of Chinese characters and trained the model on the 
independently constructed large-scale data set, which veri-
fied the good recognition effect of the model in the financial 
field. However, the disadvantages of this model are slow 
convergence and difficult to identify entities with other 
meanings. Dong et al. [5], taking the radicals of Chinese 
characters as auxiliary information, proposed a named entity 
recognition model based on neural network to improve the 
model recognition effect by enhancing the representation 
information of Chinese characters.

However, the existing Chinese named entity recogni-
tion still has the following two problems to be studied: (1) 
Limitations of domain named entity recognition: In different 
cultures, fields and backgrounds, the extension of named 
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entities is different, which is the fundamental problem to be 
solved by named entity recognition technology [6]. As data 
in different fields usually have domain-specific characteris-
tics, and data between domains cannot be directly applied 
to model training across domains, the current research on 
named entity recognition has only achieved good results in 
some fields and limited entity types [7]. The lack of data 
resources in some special fields leads to the absence of anno-
tated data sets, which makes it difficult to directly carry out 
the training of models. It is necessary to collect and annotate 
data sets manually, or to turn to unsupervised learning. (2) 
Named entity boundary problem: At present, the number 
and types of named entities in different fields are very large, 
and it is difficult to achieve a comprehensive and different 
named entities constitution law is not the same, the nesting 
situation of named entities is complex, one entity nested in 
another entity is quite common, especially the organization 
name, for example, “吉林大学白求恩第一医院” is nested 
in the name of the organization, which is also the name of 
the organization, “吉林大学” and the name of “白求”. Most 
of the existing named entity recognition models take charac-
ter level vector representation as input, and it is difficult to 
accurately judge the boundary of named entities with uncer-
tain length, which leads to the difficulty to improve the recall 
rate of the model.

This paper proposes a named entity recognition model 
based on transfer learning, aiming at the shortcomings 
of current named entity recognition technology in cross-
domain recognition and entity boundary recognition. The 
specific work is as follows: First, a data migration method 
based on entity characteristics is proposed. The BERT model 
based on pre-training is applied to carry out text vector quan-
tization. By calculating the feature distribution similarity 
between low resource data and high resource data, the entity 
feature with the most category representative is selected for 
feature transfer mapping, and the distance of entity distribu-
tion between the two domains is calculated, so as to make up 
the gap between the two domains data. The neural network 
model is trained with high resource data with perfect annota-
tion. Then, an entity boundary detection method based on 
lexical information is proposed. BiLSTM+CRF is used as 
the main framework of the model, and character boundary 
information is used to assist attention network to improve 
the ability of the model to recognize entity boundaries, so 
as to further improve the entity recognition performance of 
the whole model. According to the comparative test results, 
compared with the ordinary model, the addition of the 
boundary detection method can improve the F1 value by 2%, 
and the accuracy and recall rate by 1% and 3%, respectively. 
Finally, a variety of named entity recognition methods based 
on transfer learning are selected as the baseline method for 
comparison, and experiments are carried out on data sets of 
different fields. The results show that the proposed model 

improves the accuracy of entity recognition by 1%, the recall 
rate by 2%, and the F1 value by 2% on average in the less 
labeled domain.

The main contributions of this paper are as follows: 

1. A data transfer method based on named entity features is 
proposed. The data in source domain is adjusted by the 
features between source domain data and target domain 
data, and the highly complete data is used as the training 
set to train the deep neural network model to identify the 
entities in target domain.

2. Based on the lexical information of the text, a named 
entity boundary detection and recognition method was 
constructed, and CRF was built on the BiLSTM neural 
network model to classify labels, so as to improve the 
overall recognition performance of the model;

3. A Chinese named entity recognition model based on 
transfer learning—Neftl-BOUD model is proposed. 
Firstly, the named entities in the source domain data set 
are used to build a 300-dimensional word vector for the 
text to be processed by using pre-trained BERT model, 
and the similar features between the source domain and 
the target domain are screened and eliminated. The 
feature gap of the remaining part of the word vector is 
reduced by the vector distance formula to generate the 
data set conforming to the feature of the target domain. 
The deep neural network model combined with the 
boundary recognition method is used as the training set, 
and the parameters are continuously iterated to generate 
the final model to recognize the named entity.

4. Design comparative experiments on real data sets in 
multiple fields, and analyze the advantages, defects 
and deficiencies of the model through the experimental 
results.

In this article, Sect. 2 introduces the related research work; 
Sect. 3 introduces the model, including data migration layer 
and named entity recognition network layer; Sect. 4 intro-
duces the data set processing, comparison model and experi-
mental design; Sect. 5 concludes.

2  Related Work

Since the 18th century, professionals have been trying vari-
ous methods to predict stocks, including the EMH hypoth-
esis, statistics, economics, and artificial intelligence. The 
most common methods are: basic analysis and machine 
learning. Models, deep learning analysis methods, etc. 
These analysis methods will be briefly introduced below. 
Understanding the professional knowledge and related con-
cepts of these stock markets plays a vital role in analyz-
ing stock market, predicting stock prices, and formulating 
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corresponding trading strategies, and briefly introduces the 
attention mechanism and LSTM.

2.1  Named Entity Recognition Problem

2.1.1  Rule‑Based and Statistics‑Based Methods

The rule-based method relies on the manual formulation of 
basic semantic correlation rules, and weights are assigned 
to the rules respectively. Finally, named entities are rec-
ognized by the matching degree between the entities and 
the rules. Collins et al. [8] proposed a method combining 
unsupervised learning and artificial rules. In this method, 
a few sub-rule decision lists were added to obtain more 
rules, and the pre-established rules were finally applied for 
entity recognition. Huang Degen et al. [9] obtained statis-
tical information from large-scale toponymy and real text 
corpus, summarized rules according to the features of place 
names, and carried out entity recognition by calculating the 
constitutive credibility of place names. The advantage of 
statistics-based method is that knowledge can be labeled by 
training large scale corpus, so that the labeling results have 
better coverage. Li Huilin et al. [10] combined the CONDI-
TIONAL random field model with the neural network model 
and proposed the named entity deep layer model based on 
block representation.

2.1.2  Machine Learning‑Based Methods

The machine learning-based method converts the named 
entity recognition task into sequence annotation task, and 
represents each training sample according to the annotated 
data in the form of feature engineering. Then the machine 
learning algorithm is used to train the model from the anno-
tated data to improve the performance. In 1998, Bikel et al. 
[11] proposed a method based on Hidden Markov Models 
(HMMs). They used HMMs variants to recognize English 
place names and institution names, and discussed the influ-
ence of training data set size on the model in the experiment. 
Lafferty et al. [12] proposed the application of Conditional 
Random Field (CRF) to build the model and perform the 
segmentation and annotation of named entities. Conditional 
random fields can relax the strong independence assumption 
in the HIDDEN Markov model and avoid the limitations of 
the model.

2.1.3  Application of Deep Learning Algorithm

In recent years, with the rapid development of deep neural 
network technology, the named entity recognition method 
based on neural network has become the most important 
research direction because it can train the high-performance 
model almost without the application of complex feature 

engineering. Collobert et al. [13] proposed a named entity 
recognition model based on neural network for the first time. 
In this model, a large amount of unlabeled text data is used 
to train the model updating parameters, and the knowledge 
from named entity recognition and pos tagging is transferred 
to the blocks by joint training, but the association informa-
tion between distant words is not taken into account. Lample 
et al. [14] proposed two new neural architectures for Chinese 
named entity recognition. One was composed of bidirec-
tional Long short-term Memory (LSTM) and conditional 
random fields, and the other was marked segmentation based 
on transfer. Ma et al. [15] proposed an end-to-end model to 
automatically obtain information from the character-level 
representation by using the combination of bidirectional 
LSTM, CNN and CRF for named entity recognition. Chiu 
et al. [16] proposed a hybrid neural network architecture 
by combining BiLSTM with convolutional neural network 
(CNN). This model does not require feature engineering to 
automatically detect features at word and character levels, 
and the performance of F1 values exceeds that of systems 
using heavy feature engineering. Zhang et al. [17] proposed 
a lSTM-CRF model of lattice structure, which is an exten-
sion of the character-level model and can be completely 
independent of the word segmentation method. However, 
due to the characteristics of RNN, the model is prone to 
generate information loss. The purely data-driven neural 
network model has achieved good results in named entity 
recognition, and some scholars have introduced more infor-
mation assisted model recognition on this basis to achieve 
better results. Liu et al. [18] proposed a character sensing 
NLL model, which used the word level knowledge contained 
in word embedding and the character level knowledge auto-
matically extracted by the model to complete the task of 
named entity recognition. Liu et al. [19] combined semi-
Markov and CONDITIONAL random fields and introduced 
external toponymy module to build neural named entity 
recognition model. Zhang Han et al. [20] trained the neural 
network model by using data related to the generative adver-
sary-network generation domain, and created new feature 
representations of words to solve the problem of diversified 
names of named entities.

2.2  Transfer Learning

Transfer learning aims to improve the task learning per-
formance in the target domain by using a large amount of 
labeled data and pre-training model in the source domain. 
With its advantages such as little dependence on data and 
labeling and relaxation of independent homogeneous dis-
tribution constraints [21], transfer learning has become a 
powerful tool to solve NER with scarce resources. Wang 
Hongbin et al. [22] proposed a case-based transfer learn-
ing algorithm, and the experiment proved that the algorithm 
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improved the experimental performance of Chinese named 
entity recognition task. The model-based transfer learning 
method does not require additional high resource language 
alignment information. It mainly utilizes the similarity and 
correlation between the source domain and the target domain 
to transfer some parameters or feature representations of the 
source model to the target model, and adaptively adjusts 
the target model. Ando et al. [23] proposed a transfer learn-
ing framework, which shared structural parameters among 
multiple tasks and improved the performance of multiple 
tasks including NER. Although model-based transfer learn-
ing has achieved good performance, the following prob-
lems still need to be solved: without considering the differ-
ences among resources, the model parameters and feature 
representation are forcibly shared between languages or 
domains; Resource data imbalance, high resource language 
or domain training set size is usually much larger than low 
resource training set size, ignoring these differences between 
domains, resulting in poor generalization ability. Cao et al. 
[24] applied adversarial transfer learning to NER task for the 
first time, and proposed a Chinese NER adversarial transfer 
learning model with self-attention mechanism by combining 
the information of NER task and Chinese word segmentation 
task. Zhou et al. [6] proposed a dual adversative migration 
network model, which well solved the problems of presenta-
tion differences and data resource imbalance, and achieved 
significant improvements in cross-language and cross-
domain NER migration.

3  Chinese Named Entity Recognition Model 
Based on Transfer Learning

This chapter combines the data migration model with the 
entity boundary detection and recognition model, and pro-
poses a named entity recognition model based on transfer 
learning, which is mainly divided into two parts: data migra-
tion layer and named entity recognition network layer. The 
model framework is shown in Fig. 1. Mesh the model first 
BERT model was applied to the written judgment of the 
real data word vector training, to get word to scale, and 
then, using the method of data migration based on named 
entity feature building has perfect annotation data as the 
training set, finally the text word vectors as the input of neu-
ral network combining vocabulary information for physi-
cal boundary detection enhance the performance of named 
entity recognition.

3.1  Data Migration Layer Based on Named Entity 
Features

This section proposes a migration learning method based 
on named entity features, which can filter named entities 

with similar features in the source domain and the tar-
get domain, and fill the gap between the data of the two 
domains according to the similar features, so as to achieve 
the effect of cross domain migration. It ensures that the 
target domain can have perfect and sufficient annotation 
data and provides sufficient data guarantee for subsequent 
experiments.

3.1.1  Entity Feature Selection

1. Vectorization of text based on Bert model
  Google proposes a word vector generation model 

[25] based on pre training. Literature [25] provides two 
sets of models with different parameters. This chapter 
uses the first model to generate word vectors with fixed 
dimensions. In the input layer of Bert model, the input 
text content is regarded as a sequence of words and rep-
resented by, where it represents the ith entity in the text 
sequence, and the generated word vector is expressed as. 
Because different texts have different length segments, 
the length of the input word sequence is different. How-
ever, the order of characters in the text sequence needs to 
be completely retained and cannot be changed, let alone 
recorded and stored in disorder. The subsequent neural 
network needs to carry out semantic coding according 
to the order of characters.

  As can be seen from Fig. 2, taking F1 value as the 
index, the recognition performance of the model gradu-
ally increases with the continuous increase of word vec-
tor dimension. However, when the word vector dimen-
sion exceeds 300, the performance of the model begins 
to decline slightly. At the same time, the training time 
of the computer also increases exponentially. Therefore, 
in the subsequent experiments, a 300-dimensional fixed 
length word vector was selected as the input of the neu-
ral network.

2. Entity feature similarity calculation
  First, it is assumed that there are few labels in the 

target domain data set, and highly similar labels are 
selected by statistical method. Because the two data 
fields have labels that can be mapped to each other 
or completely different label sets, in order to migrate 
effective information before feature transfer, this paper 
combines the data of the source domain and the target 
domain, and then clusters the combined data set accord-
ing to the features, Thus, the features with high correla-
tion are gathered. Then calculate the similarity of each 
feature distribution between the source domain data and 
the target domain data as the sorting basis, and sort the 
features in each cluster in descending order. Finally, the 
highest-ranking feature from each cluster is selected as 
the feature that needs to be migrated eventually.
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In order to represent the semantic features of text, this 
paper introduces text classification features as an important 
basis for feature selection of named entities. This chapter 
proposes the following three definitions to quantify the rela-
tionship between text features and entity features in text data:

Definition 1 (Text classification features) given a text data, 
there will always be one or more text classification features 
corresponding to it, i.e:

Definition 2 (Entity similar features) for the target domain T, 
K features with the highest similarity in the source domain s 
are called entity similar features, i.e

(1)C( text ) =
{
c1, c2,… , cn

}

Definition 3 (Entity feature text category similarity) for each 
entity similarity feature fi ( i = 1, 2,… , k ) and text classifica-
tion feature, there is a certain similarity, and the similarity 
between them can be recorded as:

Sort the entity similar features according to the text clas-
sification features, arrange the obtained set in descending 
order, and take the highest n features as the basis for subse-
quent data migration. The input sequence in this section is 
marked as Cont(n) =

{
a1, a2,… , an

}
 , where ai represents the 

i-th eigenvalue in the word vector sequence. t(i, k) is used to 

(2)Fe(S) =
{
f1, f2,… , fk

}

(3)si = simi
(
fi,C( text )

)

Fig. 1  Framework of Chinese named entity recognition model based on Transfer Learning
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represent the k-th chalracter of the i-th word in the sentence 
sequence, which can be regarded as an extension of charac-
ter-based features. The input of the model is the character 
sequence S =

{
c1, c2,… , cn

}
 and all character subsequences 

matching the words in the dictionary, and the correspond-
ing special weight wd

b,e
 represents the starting character and 

index of this sequence. For the character vector input by the 
model, its basic representation in the character level model 
is shown in formula 4:

The basic recursive structure of the model is composed of 
the character unit vector c and the hidden vector of each 
cj , where cj is used to record the information flow from the 
beginning of the sentence to the sequence mark.

The named entity NES in the source domain is vectorized 
as 

{
a1, a2,… , an

}
 , and the named entity NET in the target 

domain is vectorized as 
{
�1, �2,… , �n

}
 . According to the 

feature selection method, m classification basis features are 
selected as the main category features. In order to narrow the 
feature gap between the named entities in the source domain 
and the target domain, it is necessary to shorten the distance 
by minimizing the distribution difference.

3.1.2  Entity Distribution Difference Minimization

To find the distribution similarity between the source 
domain and the target domain, the next step is how to 
measure and narrow the distance between the two domain 

(4)xc
j
= ec

(
cj
)

e n t i t i e s .  T h e  s o u r c e  d o m a i n  d a t a s e t 
Ds =

{(
xs1, ys2

)
,… ,

(
xsn, ysn

)}
 , where xsi ∈ Rm and ysi are 

the labels corresponding to xsi , the target domain is repre-
sented as XA due to lack of labels, and the centers of the 
source domain and the target domain are defined as 
�s =

1

ns

∑ns
i=1

xsi and �t =
1

nt

∑nt
i=1

xnti . First, the distance 
between the clustering centers of the source domain and 
the target domain should be as close as possible, that is, 
(ws�S− �T)2 should be as small as possible. The core of 
measurement is to measure the difference between the data 
of two entities, and calculating the distance and similarity 
between two vectors is the basis of much machine learn-
ing. Calculating the distance and similarity between two 
vectors is the basis of many machine learning. The MMD 
square distance of two random variables is shown in for-
mula 5.

where �(⋅) is the mapping, which is used to map the original 
variable to the reproducing kernel Hilbert space.

It is assumed to migrate from the source domain s to 
the target domain T , where the training examples are 
XS and XT, respectively. WS and WT are used to rep-
resent the model parameter sets of source task and tar-
get task, respectively. Model parameters are divided into 
two groups, namely task specific parameters and shared 
parameters, as shown in formulas 6 and 7.

The shared parameter W shared is optimized by two tasks, 
and the task specific parameters W s, spec and Wt, spec train 
each task, respectively. During each iteration, a task (source 
domain or target domain) is sampled from 

{
W s ,Wt

}
 accord-

ing to the distribution law. Then from a given task in the 
sampling of a batch of entity instance for subsequent model 
training, according to the given task of loss function gradi-
ent update back propagation, at the same time, the specific 
parameter updating Shared tasks, then repeat the iterative 
process, until all the batch data training completion or the 
change of the loss function is less than a certain threshold 
iteration to stop. In the iterative process, AdaGrad is used 
to dynamically calculate the learning rate of each iteration. 
Because the tasks in the source domain and the tasks in 
the target domain may have different convergence rates, the 
early stop method is used in the training process of the tar-
get task to prevent the problems of over fitting and negative 
migration.

(5)M M D2(X,Y) =

‖‖
‖‖‖
‖

n1∑

i=1

�
(
xi
)
−

n2∑

j=1

�
(
yj
)
‖‖
‖‖‖
‖

2

H

(6)Ws = Ws, spec ∪W shared

(7)Wt = Wt, spec ∪W shared

Fig. 2  Effect of word vector dimension on model performance
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3.1.3  Data Migration Algorithm Workflow

The steps of data migration algorithm based on entity fea-
tures are as follows: 

1. Input the source domain data and target domain data set, 
and preprocess the data set such as removing stop words.

2. According to the distribution characteristics of a given 
data set, K sample points are selected as the central 
points for clustering, and the entities subject to the same 
distribution and the central points of their corresponding 
distribution are found.

3. According to the Bert model, the entity text is vector-
ized, and the word vector dimension is set to 300 dimen-
sions.

4. All principal axis features in the entity vector are filtered 
according to the feature selection method.

5. According to the Maximum Mean Discrepancy algo-
rithm, the minimum value of the data distance between 
the source domain and the target domain and the dis-
tance from the center of the data domain are calculated.

6. The data migration weight matrix is calculated by mini-
mizing the center distance and maximizing the data 
domain distribution.

7. The weight matrix is applied to the neural network layer 
to generate a new target domain data set.

The algorithm flow is shown in Fig. 3.

3.2  Entity Boundary Detection Method Based 
on Vocabulary Information

This section proposes an entity boundary detection method 
based on lexical information. This method guides the atten-
tion network by calculating the character boundary informa-
tion in the text sequence, pre judges the entity boundary, 
improves the accuracy of named entity boundary recogni-
tion, and improves the recall rate of entity recognition.

3.2.1  Entity Boundary Detection Method

In order to alleviate the problem of unclear entity boundary 
recognition, this paper proposes a boundary enhanced neural 

Fig. 3  Data migration flow 
chart based on entity features
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network model, as shown in Fig. 4. The accuracy and recall 
of named entity recognition are increased by introducing 
lexical adjacency information and adding boundary detec-
tion task.

Because the task of named entity recognition based on 
conditional random field is to find the optimal path in a 
tag space, the final recognition effect can be improved by 
interpreting the left and right boundaries of entity names in 
advance. The introduction of lexical information can often 
strengthen the entity boundary, especially for a large range 
of entity boundaries.

1. Character boundary information statistics
The number of these easily classified negative sample 

labels is very large, but it plays a far less important role in 
the training effect of the model than the positive sample. 
While avoiding the difficult to classify negative samples, it is 
also very necessary to make effective use of the easy to clas-
sify negative samples. Boundary detection is an important 
step in this paper. In order to effectively enhance the detec-
tion of entity boundary, this paper takes the word boundary 

information and branch entropy in text sequence as auxiliary 
information to guide boundary recognition.

Hypothesis there is a big difference between the forward 
information and the backward information of a character, 
and the character at this position may be a boundary. Defini-
tion of word boundary information of character w:

where LB I(w) and RB I(w) represent the number of characters 
in different categories to the left and right of character w, 
respectively.

Taking the term “故意伤害罪” as an example, the fol-
lowing are examples from the real data set provided by the 
website: China judgments Online [20]: 

1. Accused the defendant of intentional injury in the origi-
nal trial.

2. His behavior has constituted the crime of intentional 
injury.

(8)B I(w) = min
{
LBI(w),RBI(w)

}

Fig. 4  Schematic diagram of boundary enhanced neural network model
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3. The defendant commits the crime of intentional injury 
and is sentenced to fixed-term imprisonment of two 
years.

4. He was criminally detained on mm/DD/yyyy for the 
crime of intentional injury involving the suspect.

5. The defendant shall be investigated for criminal respon-
sibility for the crime of intentional injury according to 
law.

Ac c o r d i n g  t o  t h e  a b ove  c o r p u s ,  we  c a n 
getBI(w) = 3,RBI(w) = 5 , then BI (w) = 3 . Branch entropy 
definition of string s:

where x is the set of all characters adjacent to character W.
The above information has a wide range of significance 

for a large number of words in the real corpus, but many of 
the actually detected entities do not appear in the corpus, 
so it is impossible to correctly calculate the effective word 
boundary information. To solve this problem. This chapter 
introduces the method of word segmentation to supple-
ment the information, which aims to pre-judge the entity 
boundary through the method of word segmentation. Spe-
cifically, given a text sequence C = 

{
x1, x2,… , xn

}
 , per-

form word segmentation with two granularities (maximum 
granularity and minimum granularity) on it:

For a character xi only one of the following three situations 
will occur: (1) both times are determined as boundaries; (2) 
once judged as boundary; (3) not determined as a boundary. 
The number of times characters are judged as boundaries 
is used as auxiliary information to further make up for the 
problem that the entity to be recognized does not appear in 
the corpus.

Combine the auxiliary information related to the above 
three character boundaries to obtain the reliability of word 
boundary information, as shown in formula 11,

Among them, a, � and � , respectively, represent the weight 
values corresponding to word boundary information, cross 
entropy and word segmentation information. According to 
fuzzy theory, the three are randomly assigned in the process 
of model training. The same value means that the propor-
tion of statistical information is the same and has the same 
impact on the boundary.

2. Sequence semantic coding based on BiLSTM
In this section, the LSTM + CRF structure is 

used as the main network structure of the model. The 

(9)BE(w) = −
∑

x∈X

P(x ∣ w) logP(x ∣ w)

(10)C I(w) ∈ {0, 1, 2}

(11)Po = � × BI(w) + � × BE(w) + �CI(w)

input sequence of the LSTM network is marked as 
S =

{
c1, c2,… , cn

}
 , where ci represents the ith character 

in the sequence. Similarly, S =
{
w1,w2,… ,wm

}
 can be 

further regarded as a word sequence, that is, where wj 
represents the j-th word in the word. Use t(i, k) to rep-
resent the k-th character of the i-th word in the sentence 
sequence.Reference [26] proposed a Bert pre training lan-
guage model. The model uses a bidirectional transformer 
encoder to integrate the context semantic information on 
both sides of the word vector.

3.2.2  Boundary Detection Method Framework 
and Structure

1. Algorithm flow
  This paper proposes an entity boundary enhancement 

network model, which assists and guides the neural net-
work to recognize the character boundary through three 
statistical information: character boundary information, 
branch entropy and word segmentation information. The 
pseudo code of the algorithm is shown in Table 1.

  The algorithm flow is as follows: 

1. Create the BiLSTM neural network and initialize the 
corresponding parameters WT;

Table 1  Entity boundary detection algorithm
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2. Based on the real corpus, the boundary information 
BI(w)i , branch entropy BE(w)i and word segmenta-
tion information CI(w)i of each character in the text 
sequence to be recognized are calculated;

3. Embedding the word vector into the input text 
sequence;

4. The word vector is used as the input of neural net-
work and encoded by BiLSTM network;

5. The boundary information BI(w)i , branch entropy 
BE(w)i and word segmentation information CI(w)i 
are used to guide the attention neural network to 
pool the corresponding character coding;

6. Input the pooled character code into CRF model for 
sequence annotation;

7. Boundary discrimination is performed on the labe-
ling results of the sequence. If it is a boundary, the 
boundary confidence is improved, otherwise, the 
boundary confidence is reduced.

2. Code implementation
  The weights and super parameters in LSTM module 

are adjusted by random gradient descent method in each 
iteration, and the two stages are carried out synchro-
nously. The first stage is the input text based on word 
segmentation, and the second stage is the input text 
based on NER. Since the corpus of word segmentation is 
much larger than that of NER, the corpus of the former 
is randomly sampled in each training stage. Each sample 
contains 13,500 sentences for training stage 1 and 1350 
sentences for training stage 2. The model is trained until 
the F1 value of NER model converges on the validation 
data set, or up to 30 epochs are trained.

3.3  BiLSTM+ CRF Module

The goal of BiLSTM model is to train the model with named 
entity recognition ability according to the well labeled data 
set. It is generated by initializing model parameters and itera-
tive training. Therefore, when training BiLSTM network, the 
experiment aims to minimize the mean square deviation of 
real entity annotation and hidden state sequence, uses Adam 
algorithm for small batch gradient descent training, and con-
stantly updates the model parameters until the algorithm con-
verges. Compared with HMM, CRF can calculate the state 
sequence distribution according to the whole sequence rather 
than the sequence distribution of the state at the next time. 
Therefore, CRF layer is stacked on the BiLSTM network layer 
to judge the final output sequence. Adding a layer of CRF 
after LSTM can learn the characteristics of state sequence and 
save complex feature engineering when solving the sequence 
annotation task.

4  Experimental Analysis

4.1  Verification Experiment of Boundary Detection 
Method

4.1.1  Data Set

The data set used in this section is the open source data of 
Microsoft Research Asia (MSRA). The data set contains a 
total of 46,365 texts. The data set is divided according to 
the ratio of 3:1:1 to obtain 27,819 texts in the training set, 
9273 texts in the verification set and 9237 texts in the test 
set. There are three entity types in the data set, namely per-
son name, place names and organization names (labeled 
per, LOC and org, respectively). The source domain data 
selected in the subsequent experimental stage of this paper 
is also based on this data set.

4.1.2  Evaluation Index

At present, the most commonly used evaluation criteria 
for NER are precision, recall and F1 score. Their cal-
culation methods are shown in formulas 12, 13 and 14, 
respectively:

where TP (true positive) represents the number of correct 
entities recognized; FP (false positive) indicates the number 
of wrong entities identified; FN represents the number of 
unrecognized entities.

(12)Precision =
TP

TP + FP

(13)Recall =
TP

TP + FN

(14)F1 = 2 ×
Precision × Recall

Precision + Recall

Table 2  Experimental results of solid boundary detection method

Model Prec. (%) Rec. (%) F1 (%)

NEFTL 94.21 93.56 93.88 Name
NEFTL-Boud 95.03 96.11 95.57
NEFTL 93.24 91.39 92.31 Place name
NEFTL-Boud 94.13 94.2 94.16
NEFTL 89.82 88.35 89.08 Organization
NEFTL-Boud 91.73 91.86 91.79 Name
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4.1.3  Experimental Results and Analysis

The performance of the model NEFTL-Boud proposed in 
this paper and its accuracy, recall and F1 score on named 
entities are shown in Table 2. The performance of the model 
is achieved at a dropout ratio of 0.3 and a learning rate of 
0.001. As a comparative experiment, the NEFTL model in 
the table does not include the method of boundary recog-
nition. In order to compare the performance of boundary 
detection methods, this section selects MsrA Microsoft 
Research Asia open source data set for experimental com-
parison. The main objects identified are three common enti-
ties in the text, namely person name, place name and organi-
zation name. It can be seen from the experimental results 
that the overall accuracy, recall and F1 value of the model 
are improved. Among them, F1 value is improved by 2% 
and recall is improved by 3% on average. In conclusion, the 
entity boundary detection method proposed in this paper can 
significantly improve the recall rate of entity recognition.

4.2  Named Entity Recognition Model Verification 
Experiment

In this paper, the discriminant named entity annotation 
method of word sequence annotation is used. The data set is 
annotated with BIOES annotation mode (beginning, inside, 
outside, end, single), and the annotation set is BIOES, as 
shown in Table 3.

4.2.1  Dataset

This paper uses the following three data sets: ACL paper 
data set, China referee network desensitization data set and 
ccks2018 data set: 

1. ACL paper data set: this data set is the resume data col-
lected in the paper ACL 2018 Chinese NER using Lat-
tice LSTM [27], and the format of the data is shown in 
Table 4. Each line is composed of a word and its cor-
responding labels, with tabs as separators, and sentences 
are separated by a blank line. The number of labels is 
320,000. The statistical information of the data set is 

shown in Table 5. The target domain data set uses the 
real judgment document data provided by China judg-
ment document network, including civil, criminal, 
administrative and enforcement. 

2. Desensitization data set of China referee network: Legal 
referee documents usually contain a large number of per-
son names, place names and organization names, which 
are very similar to general data sets, and referee docu-
ments have strong structure. According to these charac-
teristics, In the experimental stage, only some data need 
to be manually labeled as test set and verification set to 
complete the whole training and testing of the model.

3. Ccks2018 dataset: structured storage of electronic medi-
cal record information is an important step in building 
the knowledge map in the medical field. Ccks2018 data 
set provides 600 well-marked electronic medical record 
texts, including body parts, symptoms, drug and disease 
names, surgery and other entity categories.

4.2.2  Model Comparison Method

In order to evaluate the overall performance of NEFTL-Boud 
model and the effectiveness of other network structures, four 
control models are established, respectively, according to the 
main model in machine learning method and neural network 
method, as follows: 

Table 3  Comparison of entity labels and their meanings

Entity tagging Meaning

B Named entity prefix
I Named entity word
E Named entity suffix
O Unnamed entity
S Named entity of a word

Table 4  Example table of dimension set

Character Remark Character Remark

李 B-NAME 现 O
某 I-NAME 任 O
某 E-NAME 甘 B-ORG
, O 肃 I-ORG
中 B-COUN 友 I-ORG
国 E-COUN 谊 I-ORG
国 O 公 I-ORG
籍 O 司 E-ORG
, O 主 B-TITLE
汉 B-RACE 管 I-TITLE
族 E-RACE 会 I-TITLE
, O 计 E-TITLE

Table 5  Statistics of data set information

Category Number of sentences Number of entities

Training set 62,000 108,822
Test set 23,300 32,450
Validation set 23,100 32,010
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1. NEFTL+HMM: This method uses HMM model as the 
main framework. Other parts are exactly the same as the 
NEFTL-Boud model.

2. NEFTL+CRF: This method uses CRF as the main 
framework to distinguish the sequence annotation in the 
final output layer. other parts are exactly the same as the 
NEFTL-Boud model.

3. NEFTL+BiLSTM: This method uses BiLSTM model as 
the main framework. Other parts are exactly the same as 
the NEFTL-Boud model.

4. NEFTL+BiLSTM+CRF: This method uses BiLSTM-
CRF model as the main framework. Other parts are 
exactly the same as the NEFTL-Boud model.

4.2.3  Baseline Comparison Method

In order to evaluate the performance of NEFTL-Boud model 
in migrating data to complete the task of named entity rec-
ognition, experiments will be compared with the following 
four Chinese NER methods or models based on migration 
learning: (1) POISE [27]. (2) NER-CWS [24]. (3) TL-NER 
[28]. (4) Trans-NER [29].

4.2.4  Experimental Environment

The named entity recognition model based on transfer learn-
ing proposed in this paper is trained and tested in the experi-
mental environment shown in Table 6.

4.2.5  Result Analysis

The hyperparameters of BiLSTM network model are shown 
in Table 7. The fitting effect during model training is shown 
in Fig. 5. In order to prevent over fitting caused by too many 
iterations of model training and reduce model performance, 
the experiment adopts early stop method for training. The 
comparative experimental results are shown in Fig. 6.

The following conclusions can be drawn by comparing 
the experimental results: For reasons of privacy protec-
tion, people’s names usually end with “*” or “some” in the 
judgment documents, resulting in low recall rate and poor 
performance of HMM, CRF and BiLSTM named entity 
recognition classification models in people’s name recogni-
tion; NEFTL-Boud introduces lexical information for entity 
boundary detection, which significantly improves the recall 
rate of entity recognition.

Through the comparative experimental results of different 
named entity recognition methods based on transfer learn-
ing, the following conclusions can be drawn: 

1. Compared with trans NER model, the entity recogni-
tion performance of NEFTL-Boud is greatly improved, 

Table 6  Experimental environment and parameters

Experimental environment Parameter

Operating system Windows 10
CPU Intel Core 

i7-8700 
3.19GHz

Memory 8GB
Programing language Python 3.6
IDE Pycharm
Deep learning framework PyTorch

Table 7  BiLSTM-based 
network model hyperparameters

Super parameter name Super parameter meaning Optimal value

w Dimension of word vector 300
H Hidden layer 3
Dropout rate Abandonment percentage 0.5
epoch Number of iterations 30
Batch size Batch size 64
learning rate Learning rate 0.025, decreasing to 0.001
BiLSTM L2 L2 regularization 0.0001

Fig. 5  Model training fitting effect
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which shows that BERT model has great representation 
ability and can accurately construct text word vector for 
data migration; Boundary detection methods have a sig-
nificant impact on the recall rate of entity recognition.

2. NER + CWS model also uses the word boundary infor-
mation of the text to assist named entity recognition. The 
difference is that this method uses anti transfer learning 
to train the multi structure model. Although it maintains 
a good recognition effect, it also increases the burden of 
calculation.

3. NEFTL-Boud introduces lexical information for entity 
boundary detection, which significantly improves the 
recall rate of entity recognition. At the same time, the 
boundary information and branch entropy in the bound-
ary detection method take the non-entity data around 
the entities in the data set as the statistical information, 
which alleviates the problem of data imbalance to a cer-
tain extent.

Fig. 6  Histogram of control experiment results
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5  Summary

In order to improve the ability of named entity recognition in 
professional segmentation field, this paper proposes a named 
entity recognition method based on transfer learning. The 
work completed includes the following: 

1. Analyze the basic principles, advantages and existing 
key problems of traditional and deep neural network-
based named entity recognition methods, and investigate 
the application of transfer learning technology in the 
field of named entity recognition.

2. In order to improve the cross-domain recognition per-
formance of named entity recognition, a data migration 
method based on named entity characteristics is pro-
posed. This method minimizes the difference between 
the source domain and the target domain by matching 
the similar features between the high resource data and 
the low resource data, so that the source domain data 
with high quality tags can be used to train the model, 
and the task of identifying named entities in the target 
domain can be solved.

3. In order to improve the recall rate of model identifica-
tion entities, a method of entity boundary detection was 
proposed to solve the problem of fuzzy entity boundary. 
BiLSTM network is used to overlay CRF as the main 
framework of the model, and the statistical informa-
tion such as character boundary information is used to 
guide attention network analysis to distinguish the pos-
sibility that characters are boundaries, so as to improve 
the accuracy of entity boundary detection, and finally 
improve the overall performance of the model.

4. The identification method proposed in this paper is eval-
uated using real data sets, and several experiments are 
conducted on the latest named entity recognition method 
in different fields and data sets of different sizes. The 
experimental results show that the proposed method 
improves the accuracy, recall rate and F1 value of named 
entity recognition.

5. Named entity recognition based on transfer learning can 
rapidly develop model building and training in the field 
of less annotation by relying on the general data set with 
perfect annotation. Extracting effective information from 
unstructured text and storing it in a structured way is 
also a very important part of natural language processing 
tasks. The method proposed in this paper can be effec-
tively applied to the late review of legal documents and 
the retrieval of medical information and other special 
scenarios.
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