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Preface

Conceptual modeling and metamodeling are disciplines with a long history. The aim
of conceptual modeling is to formally describe certain elements of the tangible and
social environment to enhance comprehension and facilitate communication. It is a
crucial part of documenting and understanding knowledge in industry and one big
area in the business informatics discipline. The generic aim of metamodeling is to
create a shared collection of items and connections that can be reused in multiple
modeling methods.

The technology of extended reality, which encompasses augmented reality,
virtual reality, and mixed reality, has gained significant traction in recent years in
both research and industry. These technologies digitally enhance reality with virtual
content to varying degrees, with the aim of integrating digital content into the real
or virtual world, enabling interaction with virtual information and the real world.
Technological advances have made extended reality devices more powerful and
affordable. This opens up the possibility of using extended reality technology in
various areas, including conceptual modeling and metamodeling.

The combination of extended reality and metamodeling could make model
creation and application more intuitive and integrated into everyday work practices,
making modeling accessible and feasible for non-experts and seamlessly integrating
it into everyday tasks. By using extended reality, complex concepts and processes
can be visualized and interacted with in a real-world context, enhancing understand-
ing and application. For instance, it can aid in visualizing business processes in the
real world based on conceptual models.

However, metamodeling and conceptual modeling have traditionally been limited
to two-dimensional representations, mostly on computer screens. This limitation
restricts their practical application in real-world extended reality scenarios, since
the real world has three dimensions.

This book contains the core parts of my dissertation that has been completed
in 2024. It explores the challenges of metamodeling in the context of extended
reality and emphasizes the need for new concepts in metamodeling to effectively
combine it with extended reality technologies. The central question of this work is
how metamodeling can be used “in” and “for” extended reality.
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Chapter 1 ®
Introduction Check for

Globalization has been a significant development in human history. It is character-
ized by the increasing interdependence of different parts of the world, leading to
unprecedented changes in areas such as economics, culture, politics, technology,
environment, society, or health (Ritzer 2016).

Economically, globalization has facilitated market growth and capital spread,
which has often reduced inequality within nations; for example, the emergence of
China to a global manufacturing hub has lifted millions of people out of poverty.
However, it also has the potential to paradoxically widen the gap between nations.
For example, in parts of Africa where some local industries struggle to compete
with cheaper imported goods, leading to job losses.! Culturally, globalization has
led to both cultural homogenization and cultural exchange and appreciation. The
global expansion of American fast food chains, exemplified by McDonald’s, has
led to cultural homogenization in countries around the world, overshadowing local
culinary traditions with global brands (Watson 2006). In contrast, the worldwide
dissemination of yoga, which originated in India, promotes an appreciation for
Indian culture through physical exercise and spiritual practice (Singleton 2010).
Politically, globalization is uniting regions through initiatives like, for example,
the European Union’s General Data Protection Regulation, but it is also widening
geopolitical divides, particularly in technology and data governance conflicts, e.g.,
between the U.S. and China. The impact on the environment is similarly complex,
as globalization contributes to both the spread and mitigation of environmental
problems. An example of this can be seen in the spread of invasive species, as well as
in the global collaboration seen in the Paris Agreement to combat climate change.
In social and health terms, the rapid spread of movements such as #MeToo and
diseases such as COVID-19 illustrate the role of globalization in spreading norms
and challenges that require global cooperation for effective responses.

Uhttps://unctad.org/publication/trade-and- development-report-2019 last visited on: 04.03.2024.
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2 1 Introduction

Views on globalization vary widely, from those who see it as a source of all
problems to those who view it as a potential solution to many of the world’s
challenges (Jain 2023). In this era of change, digitalization is proving to be both
a product and a facilitator of globalization, solving some problems while creating
new ones (Weymouth 2023). Digitalization refers to the use of digital technologies
to change a business model and create new opportunities for revenue and value
creation. It involves converting to a digital company. The objectives of commercial
enterprises include increasing market share, sustainability, efficiency, quality, and
profitability.

Manually managing the amount of information and its dependencies in compa-
nies is often no longer feasible. This necessitates high-quality and high-quantity
business processes. Furthermore, there are documentation obligations and regula-
tory requirements both within and outside the company.

Technical solutions in the field of IT can support, replace, or revolutionize many
of the business processes aimed at achieving these economic goals. The utilization
of IT for innovative solutions is necessary, particularly in the areas of automation
(Industry 4.0), data analysis, robotics, virtual reality (VR) augmented reality (AR)
and mixed reality (MR), i.e., extended reality (XR), as well as correlation and
pattern recognition with or without artificial intelligence.

Unlike in the past, IT is no longer solely used for supporting and optimizing
businesses, but has become an integral part of them. To facilitate the implementation
and optimization of such IT systems, business informatics has emerged as an inter-
disciplinary subject that combines business administration and computer science.
Mertens et al. (2023) describe how this field offers more than just the intersection
of corporate strategy and information processing. They highlight the use of special
methods for coordinating these two disciplines.

A distinction is made between behavior-oriented and design-oriented business
informatics. The former aims to discover cause-and-effect relationships, while the
latter deals with instructions for the construction and operation of information
systems, innovations in the information systems themselves, and the construction
of information systems. Design-oriented business informatics serves as a bridge
between the economic objectives of business administration and the technical pos-
sibilities of computer science, thereby supporting the realization of economic goals,
such as increasing market share and profit, or advancing sustainability, efficiency,
and quality—see Fig. 1.1. It includes activities such as enterprise modeling, process
simulation and optimization, information system design and development, and IT
management and governance (Oesterle et al. 2011).

Various frameworks and methods exist for analyzing problems and developing
solutions. The goal is to create artifacts using recognized methods. Due to the
ongoing emergence of new problems and the fact that many existing problems
have not yet been solved by digitalization and/or globalization, it is not possible
to address the entire problem space. However, we can focus on the detailed solution
and optimization of specific aspects.

As previously mentioned, enterprise modeling, and conceptual modeling in
general, are crucial for analyzing, planning, and documenting business aspects such
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Fig. 1.1 Alignment of this work within the context of globalization, digitalization, and business
informatics

as business processes or IT architectures. In addition, emerging technologies such
as extended reality, and artificial intelligence offer novel solutions to both, existing
and new challenges.

This book, therefore, deals with a specific aspect of business informatics and tries
to generate fundamental insights into combining extended reality with conceptual
modeling, and particularly the overarching discipline of metamodeling, thereby
examining how virtual and augmented reality technologies can affect this sub-area.
This introduction provides a first overview of the background, the aim, and the scope
of this book. In addition, the chapter summarizes the research methods used and the
author’s publications in regard to this book.

The chapter is structured as follows: Sect. 1.1 describes the background and
motivation for this work, followed by the research objectives and research questions
associated with this dissertation (Sect. 1.2). Section 1.3 explains the details of the
research methodology that was used during the course of the research. Finally,
Sects. 1.4 and 1.5 describe the structure of the book and the intermediary published
works related to it.



4 1 Introduction
1.1 Background and Motivation

Augmented reality, virtual reality, and mixed reality, commonly referred to as
extended reality (Doerner et al. 2022, p. 21), are technologies that have gained
importance in research and industry in recent years (de Souza Cardoso et al.
2020). However, they are not new concepts. As early as the mid-1960s, Sutherland
(1965) attempted to define virtual reality as a window through which a user can
perceive an artificial, virtual world as if it were a real environment that looks, feels,
and sounds like the real world. At that time, three-dimensional (3D) applications
required substantial computing power. Thus, high-end supercomputers were needed.
In addition, the development of these applications was complicated due to the low-
level software platforms available at the time.

Technological progress in recent years has led to the widespread availability of
affordable and mobile XR devices that allowed for the broad application of the
technology (Yin et al. 2021), e.g., for gaming, navigation, military use, maintenance
tasks, or training (Cipresso et al. 2018; Grambow et al. 2021). Different studies
highlight the potential of the use of virtual and augmented reality in industry.
According to a Gartner study of 2021, the potential of augmented reality is very
high, as it will change the way people interact with the real world (Nguyen
2021). A study from PricewaterhouseCoopers (PwC) estimates that VR and AR
will deliver an enormous boost to the global economy until 2030 (Dalton and
Gillham 2019). Furthermore, a study from 2022 indicates that a majority of US
executives are highly interested in exploring VR and AR as a foundation for the
metaverse (PricewaterhouseCoopers 2022).

Such immersive and interactive 3D XR applications allow users to participate in
experiences that are either very difficult or impossible in real life, or to enhance
the real world in ways that would not be possible in reality. For example, the
application could provide access to a microscopic world, a fantasy realm, a distant
planet, or an expedition into an erupting volcano. Alternatively, it could display
the inner workings of the car engine that the user is repairing. Through such
applications, users can enter a virtual environment or augment the real world, which
can be manipulated to varying degrees and explored in real-time. For enabling
such experiences, VR and AR applications use special devices that address the
basic senses, i.e., seeing, hearing, and touching. Due to their potential to enhance
and complement the learning process, they are increasingly being used in many
areas (Miitterlein 2018).

Conceptual modeling, and more generally metamodeling, are well-established
approaches for abstracting knowledge from the real world into various forms of
models, such as formal representations or visual drawings. These models inherently
capture knowledge from the real world, either from existing things or things that
might exist in the future. A vision that has recently emerged regarding conceptual
modeling, respectively, enterprise modeling, states that modeling will be integrated
into daily work practices in the coming years (Sandkuhl et al. 2018). This means
that people engage in modeling without noticing it and it becomes a common
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practice, just like the use of office applications today. To achieve this vision, multiple
challenges must be addressed in research, including adequate model formats, the
context of stakeholders, or the scope of models. This encompasses the stakeholder
viewpoint, the presentation and representation of models, the models’ scope, the
models’ concerns, the models’ processing and quality, and the models’ lifecycle.

In perspective to stakeholders, more research is needed on how to improve
the social legitimacy of models, i.e., how to make light-weight model creation
acceptable and common in a community rather than just among lead users.
According to model representation, it has to be investigated how everyday work
happens and which situations are adequate for model creation and use. To ensure
that the right content is represented in the correct way for each actor, the scope
of models must be controlled. Further research in the model concern dimension
has to ensure that the concerns supported by modeling methods are exhaustive and
sufficient. In the dimension of processing of models there are hardly any possibilities
to combine modeling with the daily used information systems. Thus, more research
is needed to embed modeling-like functionalities in tools which are originally not
related to modeling. Regarding the quality of models there must be research to find
out which quality criteria are too constrictive to enable modeling for non-experts in
everyday work and which are so important that they cannot be discarded. Lastly, in
the lifecycle dimension there must probably be a change of view, since the lifecycle
of a model could change with the participation of multiple stakeholders on the same
model.

In addition, conceptual modeling detaches the knowledge about the real world
from the real world, making it difficult to transfer this knowledge back to reality
when needed. For example, processes for assembling guidance in industry are
mostly reduced to textual description and two-dimensional (2D) drawings, thus
making it difficult to imagine the next step in the real-world environment.

One potential solution to many of the described problems could be the use of
extended reality in combination with conceptual modeling. This could reduce or
even eliminate some of the barriers that prevent people from using conceptual
modeling in their daily work. For example, work instructions, such as assembly pro-
cesses or machine maintenance instructions, which are typically two-dimensional
and disconnected from the actual process, could be connected back to the real world.
Virtual information, such as 3D objects, about the next step in the process could
be visualized directly for the user in the right place in the real world, at the right
time, thus making traditional 2D paper manuals unnecessary. In addition, entire
workforce learning processes could be reduced to a minimum by guiding users step
by step through work procedures in virtual or augmented reality based on conceptual
knowledge from models. This could reduce the problem of skills shortages and
allow non-experts to do work that would normally require expert knowledge.

But it is not only the execution of work that could be facilitated by combining
conceptual modeling with virtual and augmented reality. It could also revolutionize
the way expert knowledge is elicited. Traditionally, domain experts are not modeling
experts. This makes it difficult to elicit their knowledge as conceptual knowledge,
e.g., in the form of process models. As a result, workshops with modeling experts
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are often required, which can lead to misunderstandings and high costs. By using
augmented reality, the elicitation of conceptual knowledge could be automated, and
knowledge could be documented without the need for the domain expert to know
conceptual modeling.

Whether the visual representation of conceptual knowledge in the form of
explicit visual models as we know it today would still be necessary, or whether there
would be an entirely different approach, remains a topic for further investigation.

An examination of possible use cases indicates two primary directions for the
application of virtual and augmented reality in relation to conceptual modeling.
First, the use of functionalities of VR and AR for modeling itself, and second, the
incorporation of information from the model space into VR or AR applications. This
second direction includes both design-time and run-time aspects, i.e., the modeling
and model-driven generation of VR/AR applications and the fueling of model
contents into existing VR/AR applications. For some of these aspects, approaches
have been proposed in academic research, e.g., Campos-Lopez et al. (2021) or Wild
et al. (2020). However, almost all of these approaches are very specific for one
use case. Therefore, it would be interesting to synthesize the common concepts of
these proposed approaches to provide a general approach to solving the problems
addressed.

A well-known method for generalizing concepts in the discipline of conceptual
modeling is metamodeling (Karagiannis and Kiihn 2002). With metamodeling,
one can create computer models in predefined conceptual modeling languages
such as BPMN,?> UML? or approaches for design thinking, simulation and many
more. By providing a platform that defines the concepts and mechanisms for all
underlying metamodels, i.e., models of modeling languages, the synergies and
common concepts can be defined once and used in common. Furthermore, by using
metamodeling and the underlying concepts, different modeling languages can be
interconnected and used together, which would not be possible in specific modeling
environments. Thus, data between models can be exchanged, and models can be
processed. In addition, by providing a general approach, the adaptation and creation
of modeling languages is much faster and more productive than without such an
approach. Examples of such platforms are ADOxx (Fill and Karagiannis 2013), or
MetaEdit+ (Kelly et al. 1996).

Metamodeling platforms define many concepts to solve various problems in
conceptual modeling. All of these platforms consider modeling in traditional 2D
space. To the best of the author’s knowledge, no one has addressed the new concepts
needed on metamodeling, i.e., on the meta2-level, to enable conceptual modeling
combined with extended reality as envisioned above. Thus, this dissertation explores
and conceptualizes the combination of metamodeling and extended reality. The
research carried out is considered ground research.

2 https://www.omg.org/spec/BPMN/2.0/ last visited on: 01.03.2024.
3 https://www.omg.org/spec/UML/2.5/About-UML/ last visited on: 01.03.2024.
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1.2 Research Objectives and Questions

This book will address the question of how metamodeling can be utilized “in”
and “for” augmented and virtual reality, i.e., in extended reality. As outlined in
Sect. 1.1, such a combination can be helpful in several areas, such as education,
enterprise modeling, process visualization, simulation, and many more. It can aid
in comprehension, decision-making, and potentially impact the use of conceptual
models in daily work, as envisioned by Sandkuhl et al. (2018). To answer the central
question of how metamodeling can be utilized “in” and “for” extended reality,
multiple steps are necessary. In the following, the research questions for this work
are developed.

To gain an understanding of the conceptual and technological concepts of
extended reality, in general and in the context of metamodeling, it is necessary
to analyze the domain and related approaches. Therefore, the following research
question (RQ1) is formulated:

¢ RQI1: “What are the necessary components and concepts in extended reality
in general and in the context of metamodeling?”

Since metamodeling involves common concepts beyond specific modeling lan-
guages, the findings from RQ1 must be considered at the meta-level. The question
arises where the derived concepts resulting from RQ1 have an influence on a meta>-
model. Therefore, the second research question is formulated as follows:

+ RQ2: “What components of a meta>-model must be considered to allow the
integration of metamodeling for 3D environments in extended reality”

After deriving the necessary concepts and requirements on the meta’-level based
on RQ2, the question arises whether these concepts can be integrated into an
existing meta’-model or whether it is necessary to specify a new meta’-model.
Therefore, the third research question is formulated as follows:

« RQ3: “How can an existing meta2-model be adapted or extended to incor-
porate 3D and XR features to meet emerging requirements, or what charac-
teristics would define a newly developed meta®-model enriched with 3D and
XR capabilities?”

On the basis of an extended or new meta’-model resulting from RQ3 and
other necessary concepts relevant for 3D enhanced metamodeling from RQ1 and
RQ2, a conceptual proposal for a 3D enhanced metamodeling platform considering
extended reality can be developed. The fourth research question is thus formulated
as follows:

¢ RQ4: “What are the architectural components of a 3D enhanced metamod-
eling platform that considers extended reality?”

After the first conceptualization resulting from RQ4, the technical feasibility
can be shown in a prototypical implementation. Furthermore, this prototypical
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implementation should be evaluated. Thus, the last research question is formulated
as follows:

* RQS5: “How can a 3D enhanced metamodeling platform considering
extended reality be technically realized and evaluated?”

After developing the research questions in this section, the next section intro-
duces the scientific methodologies used to answer these research questions.

1.3 Methodology

The “Memorandum on Design-Oriented Information Systems Research” (Oesterle
et al. 2011) provides an overview of the discipline relevant to this book, laying
out a design- or construction-oriented research approach. The approach is also
discussed in “Enzyklopidie der Wirtschaftsinformatik” (Frank 2019). Business
informatics begins with designing an information system to meet specific objectives
within certain constraints. This design-oriented approach results in constructs,
models, methods, and instances, including prototypes and productive information
systems (Oesterle et al. 2011). Technical terminologies, languages, and concepts
are integral products of this research.

To achieve this objective, a process has been developed that can be divided into
four phases (Oesterle et al. 2011). These include the Analysis Phase, Design Phase,
Evaluation Phase, and Diffusion Phase.

In the Analysis Phase, problem descriptions are presented and research questions
are defined. This phase examines the current state of problem-solving approaches in
both practice and science, and develops a research plan to improve the necessary
artifacts. This can be accomplished using various research methods outlined in
a research plan. During the analysis phase of this book, the selected methods
will include the Review method (Fettke 2006) and conceptual-deductive and
argumentative-deductive analysis (Wilde and Hess 2007). In the Design Phase,
the goal is to derive artifacts using accepted methods. This book will encompass
the creation of various concepts and prototypes (Wilde and Hess 2007). In the
Evaluation Phase, prototypes are evaluated in part by the methods chosen for the
specific approach and by publishing different aspects and concepts of the work
in intermediate publications. In the final stage, the Diffusion Phase, the objective
is to achieve the maximum dissemination of the research findings. This will be
accomplished through intermediate publications and the publication of this book.
An overview of the research inquiries and scientific approaches concerning the
various stages of the “Memorandum on Design-Oriented Information Systems
Research” (Oesterle et al. 2011) can be found in Table 1.1.

Regarding Information System research and business informatics, the “Mem-
orandum on Design-Oriented Information Systems Research” aligns well with
the design science research (DSR) methodology for information systems research
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Table 1.1 Research questions and scientific methodologies assigned to the phases of Oesterle
etal. (2011)
Phase Research question Method
Phase 1: Analysis RQ1; RQ2; RQ3 Structured literature review;
Conceptual-deductive analysis;
Argumentative-deductive analysis
Phase 2: Design RQ4; RQ5 Prototyping
Phase 3: Evaluation RQ5 Intermediate publications;
Empirical user study
Phase 4: Diffusion RQI: RQ2; RQ3; RQ4; RQS Intermediate publications;
Final publication

introduced by Peffers et al. (2008). This approach is often applied in construction-
oriented research.

In DSR, knowledge and understanding of a design problem is gained through
the creation and application of an artifact. Hevner et al. (2004) derived seven
guidelines for design science in information systems research, which state that
the created artifact must address an important, relevant, and previously unsolved
organizational problem. However, the specifications for creating the artifacts are not
defined, allowing for versatility.

The results of the DSR should offer objective and verifiable contributions to the
relevant area. Typically, in DSR projects, the contribution is the artifact itself, but the
contribution can also be an extension and enhancement of the existing knowledge
base or the creative development and use of evaluation methods (Hevner et al.
2004). The artifact’s design involves a search process to find a solution to a defined
business problem, utilizing existing knowledge and methods to achieve the desired
outcome. Finally, research results and contributions must be effectively presented to
appropriate audiences (Hevner et al. 2004; Peffers et al. 2008).

Both methodologies described above aim to address real-world problems through
the creation and evaluation of IT artifacts, but differ in their structural composition
and emphasis. The memorandum is structured into four phases: Analysis, Design,
Evaluation, and Diffusion. In contrast, the DSR methodology is composed of six
distinct phases: Problem identification and motivation, definition of the objectives of
a solution, design and development, demonstration, evaluation, and communication.
A comparison of these methodologies shows that most of the phases of the
memorandum correspond to the phases of the DSR methodology, providing insights
into the complementary nature of these frameworks in guiding information systems
and business informatics research—see Table 1.2.

This monograph presents nearly four years of research in a particular area.
The research was not deterministic from the beginning, and many small research
projects were conducted during this time period, all of which are related to the
research question described in Sect. 1.2. This book follows the DSR methodology
as a guide framework, consisting of multiple smaller parts that sometimes employ
the DSR methodology or other research methodologies. The overall idea of the
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Table 1.2 Relation of the phases of the memorandum on design-oriented information systems
research (Oesterle et al. 2011) and the phases of the design science research methodology Peffers
et al. (2008)

Phases of memorandum Phases of the DSR methodology

Analysis Problem identification and motivation
(Partial) Define of the objectives for a solution

Design Design and development

Evaluation Evaluation

(Partial) Demonstration

Diffusion Communication

memorandum on design-oriented information systems research is always adhered

to.

In the following, the outline of the book will be shown.

1.4 Outline

This book is composed of different chapters. In the following, the different chapters
are briefly described:

Chapter 1—Introduction: This chapter introduces the topic by providing back-
ground information and outlining the research objectives, questions, methodol-
ogy and structure.

Chapter 2—State-of-the-Art and Related Work: This chapter delves into the
existing literature and developments in the field. It covers various aspects of
modeling, such as conceptual, enterprise, and metamodeling, as well as extended
reality, virtual reality, augmented reality, and the metaverse, with a discussion
of both technical and non-technical viewpoints. In addition, the chapter contains
an extensive literature study on pairing conceptual modeling with virtual and
augmented reality.

Chapter 3—Derivation of Generic Requirements for Metamodeling for
Extended Reality: The third chapter presents the generic requirements for
metamodeling for augmented and virtual reality by systematically deriving use
cases for joining AR and metamodeling, discussing the morphological schemes
for the derivation, and providing examples from different perspectives such as
strategic, business, and IT.

Chapter 4—Specific Requirements for Metamodeling for Extended Reality:
This part identifies specific requirements for integrating metamodeling with XR,
such as coordinate mappings, visualization of model components, detection and
tracking, context, or interaction.

Chapter 5—ARWFMM: A Modeling Method as an Example for
Knowledge-Based Virtual and Augmented Reality: Chapter 5 introduces a
new domain-specific visual modeling language for creating augmented reality
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scenarios, particularly within the context of metamodeling. This includes the
analysis of related approaches, an introduction of existing AR platforms and
metamodeling platforms, as well as the specification and evaluation of the new
modeling method.

¢ Chapter 6—M2AR: An Architecture for a 3D Enhanced Metamodeling
Platform for Extended Reality: This chapter outlines the conceptualization and
design of a 3D enhanced metamodeling platform considering extended reality,
detailing its structure, components, and the interconnection of its elements. The
chapter proposes a conceptual architecture for the platform, integrating various
modules for a cohesive 3D enhanced metamodeling environment. Finally, it
addresses the practical implications and considerations for implementing the new
proposal.

¢ Chapter 7—Prototypical Realization of the M2AR Metamodeling Platform:
This chapter presents the initial implementation of the various components of the
modeling platform that were conceptualized in Chap. 6.

¢ Chapter 8—Evaluation of the M2AR Platform Prototype: This chapter evalu-
ates three different aspects of the newly introduced metamodeling platform. First,
it includes a comparative evaluation of the global generic- and specific require-
ments, against the first implementation of the metamodeling platform M2AR,
and against the first implementations of the ARWFMM language implemented
on M2AR. This is followed by a demonstration of M2AR and its ARWFMM
implementation, and third, an empirical evaluation of the comprehensibility of
the ARWFMM and its language concepts.

¢ Chapter 9—Summary and Outlook: This chapter concludes this book by an
alignment with the initial research questions, discussing limitations, providing
an outlook for further research, and a final summary.

1.5 Research Contributions

This section presents a list of publications authored or co-authored by the author of
this book during and after his Ph.D. research, including authors, title, and abstract.
The publications were either presented at international conferences or workshops,
or submitted as journal papers.

e Muff, Fabian; Fill, Hans-Georg (2024): M2AR: A Web-based Mod-
eling Environment for the Augmented Reality Workflow Modeling
Language (Muff and Fill 2024b): This paper introduces M2AR, a new web-
based, two- and three-dimensional modeling environment that enables the
modeling and execution of augmented reality applications without requiring
programming knowledge. The platform is based on a 3D JavaScript library and
the mixed reality immersive web standard WebXR. For a first demonstration
of its feasibility, the previously introduced Augmented Reality Workflow
Modeling Language (ARWFML) has been successfully implemented using this
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environment. The usefulness of the new modeling environment is demonstrated
by showing use cases of the ARWFML on M2AR.

Muff, Fabian; Fill, Hans-Georg (2024): Multi-Faceted Evaluation of
Modeling Languages for Augmented Reality Applications—The Case of
ARWFML (Muff and Fill 2024c¢): The evaluation of modeling languages for
augmented reality applications poses particular challenges due to the three-
dimensional environment they target. The previously introduced Augmented
Reality Workflow Modeling Language (ARWFML) enables the model-based
creation of augmented reality scenarios without programming knowledge.
Building upon the first design cycle of the language’s specification, this
paper presents two further design iterations for refining the language based
on multi-faceted evaluations. These include a comparative evaluation of
implementation options and workflow capabilities, the introduction of a 3D
notation, and the development of a new 3D modeling environment. On this
basis, a comprehensibility study of the language was conducted. Thereby, we
show how modeling languages for augmented reality can be evolved towards a
maturity level suitable for empirical evaluations.

Muff, Fabian; Fill, Hans-Georg (2023): A Domain-Specific Visual Modeling
Language for Augmented Reality Applications Using WebXR (Muff and
Fill 2023c): Augmented reality (AR) is a technology that overlays digital
information onto real-world objects using devices like smartphones, tablets, or
head-mounted displays to enrich human comprehension and interaction with
the physical environment. The creation of AR software applications requires
today advanced coding skills, particularly when aiming to realize complex,
multifaceted scenarios. As an alternative, we propose a domain-specific visual
modeling language for designing AR scenarios, enabling users to define aug-
mentations and AR workflows graphically. The language has been implemented
on the ADOxx metamodeling platform, together with a software engine for
running the AR applications using the W3C WebXR Device API for web-
based augmented reality. The language and the AR application are demonstrated
through a furniture assembly use case. In an initial evaluation, we show, via
a comprehensive feature comparison, that the proposed language exhibits a
more extensive coverage of AR concepts compared to preceding model-based
approaches.

Muff, Fabian; Fill, Hans-Georg (2023): Past Achievements and Future
Opportunities in Combining Conceptual Modeling with VR/AR: A System-
atic Derivation (Muff and Fill 2023d): Despite the increased interest in virtual
and augmented reality in recent years, they are not yet mainstream technologies
for everyday use in industry. We argue that a promising approach to facilitate
the application of virtual and augmented reality is to combine it with conceptual
modeling. In this paper, we thus conducted a systematic literature review on the
combination of conceptual modeling with virtual and augmented reality within
the last two decades. For this purpose, we reverted to a manual literature search,
computational topic modeling, and an expert-driven classification process. This
analysis highlights the areas in which such a combination of virtual and
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augmented reality and conceptual modeling already exists, as well as the aspects
that are not yet covered or that would offer opportunities for further research.

e Muff, Fabian; Fill, Hans-Georg (2022): Use Cases for Augmented Reality
Applications in Enterprise Modeling: A Morphological Analysis (Muff and
Fill 2022b): With the more-widespread availability and cost effectiveness of
advanced computer vision technologies, first attempts have recently been made
for applying augmented reality in enterprise modeling. Despite these first steps, a
systematic analysis of the potential opportunities of this technology for enterprise
modeling has so far not been conducted. Therefore, we describe in this paper
the results of a morphological analysis that has been performed in a series of
expert workshops for deriving according use cases. Based on the technological
dimensions of augmented reality and the traditional dimensions of enterprise
modeling, we show the potential of this combination by means of three selected
use cases.

e Muff, Fabian; Fill, Hans-Georg (2022): A Framework for Context-
dependent Augmented Reality Applications Using Machine Learning and
Ontological Reasoning (Muff and Fill 2022a): The concept of augmented
reality permits to embed virtual objects and information within the real context
of a user. This is achieved using various sensors to assess the current state of the
environment and thus derive the artificially generated information for the user
through visual means. For determining the current situation of a user based on
sensor data and deriving according actions for information display, we describe
a framework that combines machine learning services for object recognition
with ontological reasoning. For demonstrating its feasibility, the framework has
been prototypically implemented using the Microsoft HoloLens2 AR device
and applied to a use case in the domain of work safety measures. Thereby we
revert to business process models that have been annotated with concepts from
an ontology for letting users specify the situations and actions in work safety
scenarios, which can subsequently be processed using objects identified in the
real environment of the user and classified based on the concepts in the ontology.

¢ Mulff, Fabian; Fill, Hans-Georg; Kahlig Eleonora; Kahlig, Wolfgang (2022):
Towards Context Dependent Legal Visualizations (Muff et al. 2022a): In
order to understand and assess legal situations in daily life, in-depth knowledge
of the law or the availability of legal experts is required. The field of legal
visualization has a long tradition in the graphic representation of legal situations.
This allows for explanations of legal norms and concrete facts in a form that can
be understood by laypersons. This paper explores the use of Augmented Reality
(AR) technology in legal visualization. With the help of this technology, users can
be presented with legal visualizations for an automatically determined context,
helping them to better understand the legal situation. To assess the technical
feasibility, a prototype AR application has been developed that can superimpose
context-dependent model-based legal visualizations on the real environment. A
case study from the field of tenancy law is used to describe the application in
practice.
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e Muff, Fabian; Fill, Hans-Georg (2021): Initial Concepts for Virtual and
Augmented Reality-based Enterprise Modeling (Muff and Fill 2021a): One
current challenge in enterprise modeling is to establish it as a common practice
in everyday work instead of its traditional role as an expert discipline. In this
paper we present first steps in this direction through virtual and augmented
reality-based conceptual modeling. For this purpose we developed a novel meta-
metamodeling framework for virtual and augmented reality-based conceptual
modeling and implemented it in a prototypical tool. This permits us to derive
further requirements for the representation and processing of enterprise models
in such environments.

e Muff, Fabian; Fill, Hans-Georg (2021): Towards Embedding Legal Visu-
alizations in Work Practices by Using Augmented Reality (Muff and Fill
2021b): In this paper we outline how legal visualizations can be embedded into
every day work practices by using the technology of augmented reality. In brief,
augmented reality permits to merge virtual visual representations with the real-
world and thereby augment visual perception by additional information and new
forms of interaction. For a first conception, we regard the aspects of context,
content and interaction to describe which aspects need to be considered for
legal visualizations if they are transitioned to augmented reality environments.
For illustrating these aspects, we describe a first sample application. The paper
concludes with an outlook on the next steps for research on this topic.

In addition, a list of articles authored or co-authored by the author of this book,
which were not directly related to the project, but have played a crucial role in
shaping the author’s perspective, is included.

e Muff Fabian; Fill, Hans-Georg (2024): Limitations of ChatGPT in Con-
ceptual Modeling: Insights from Experiments in Metamodeling (Muff and
Fill 2024a): Recent years have seen significant progress in machine learning
technology, leading to the development of large language models (LLMs) like
ChatGPT and Bard, which are currently being investigated in various fields.
LLMs already play a role in conceptual modeling research. In this context,
we describe insights we gained from experiments for analyzing metamodels
using large-language models. The goal of the experiments was to assess to what
extent large language models such as used by ChatGPT-4 are able to aid in the
processing of state-of-the-art metamodels. In this context, we were particularly
interested in whether an LLM could sufficiently understand a complex language
definition as used in conceptual modeling tools, and what limitations it would
face.

 Fill, Hans-Georg; Muff Fabian (2024): Bridging the Mental and the Physical
World: Conceptual Modeling and Augmented Reality (Fill and Muff 2024):
Whereas conceptual modeling is today widely used for representing knowledge
for the purpose of communication and understanding, the combination with aug-
mented reality technologies permits for the first time to anchor this knowledge
formally to objects in the physical world using electronic means. In addition,
conceptual modeling may help to support the design of complex augmented
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reality applications and thus enable non-technical users to better engage with
this technology. In this chapter, we thus explore the combination of conceptual
modeling and augmented reality by focusing on the role of the subject and how
its perception is augmented using augmented reality technologies. From this, we
derive two directions in the form of a. Augmented Reality-based Metamodeling
and Modeling, and b. Knowledge-based Augmented Reality and illustrate them
with recent examples.

* Crevoiserat, Sophie; Muff Fabian, Fill; Hans-Georg (2023): Towards Aug-
mented Reality Applications for IT Maintenance Tasks based on ArchiMate
Models (Crevoiserat et al. 2023): Augmented reality permits to embed virtual
objects in the real environment to enhance the perception of users. In this paper,
we describe an approach for embedding conceptual models using augmented
reality in IT maintenance scenarios. It is based on the ArchiMate modeling
language that has been extended with the goal of bridging the gap to models
for physical environments. This allows, for example, to guide users in IT
maintenance tasks by displaying necessary information originating from the
models in the real world. The approach has been implemented on a novel
metamodeling platform, which natively supports augmented reality scenarios.

* Fill, Hans-Georg; Muff, Fabian (2023): Visualization in the Era of Arti-
ficial Intelligence: Experiments for Creating Structural Visualizations by
Prompting Large Language Models (Fill and Muff 2023): Large Language
Models (LLMs) have revolutionized natural language processing by generating
human-like text and images from textual input and can become a powerful tool
for many industries and applications, generating complex visualizations with
minimal training. However, their potential to generate complex 2D/3D visual-
izations has been largely unexplored. We report initial experiments showing that
LLMs can generate 2D/3D visualizations that may be used for legal visualization.
Further research is needed for complex 3D visualizations and 3D scenes.

¢ Mulff, Fabian; Spicher, Nathalie; Fill, Hans-Georg (2023): Integrating Phys-
ical, Digital, and Virtual Modeling Environments in a Collaborative Design
Thinking Tool (Muff et al. 2023): Design thinking is a creative process that
requires brainstorming techniques that take place in a physical environment.
However, such physical interactions are not possible in remote environments.
In this paper, we propose a software tool for design thinking that bridges the
gap between physical, digital, and virtual modeling environments. We describe
and evaluate a virtual storyboarding application that enables remote collaborative
design thinking in 3D and the conversion of these 3D models into 3D digital
models. To evaluate the approach, we conducted an experiment with students
and were able to derive directions for further research in this area.

e Muff, Fabian; Harer, Felix; Fill, Hans-Georg (2022): Trends in Academic
and Industrial Research on Business Process Management—A Compu-
tational Literature Analysis (Muff et al. 2022b): An important aspect of
enterprise information systems is the management and execution of business
processes. For exploring the evolution of topics in business process management
in academia and industry, we present the findings from a computational literature
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analysis. For this purpose, we revert to the full texts and metadata of the
proceedings of the International Conference on Business Process Management
and its workshops as a sample. In addition, the data has been enriched with data
on the academic or industrial provenance of the authors. For identifying the most
important topics in business process management, we performed a content-based
analysis of over 1200 papers using Latent Dirichlet Allocation. This analysis
gives insights into the development of topics over time and identifies recently
emerging topics.

 Fill, Hans-Georg; Hirer, Felix; Muff, Fabian; Curty, Simon (2021): Towards
Augmented Enterprise Models as Low-Code Interfaces to Digital Systems
(Fill et al. 2021): Traditionally, enterprise models have been used for repre-
senting knowledge on all aspects of an organization. This aided not only in
composing a holistic picture of the different layers of an enterprise in terms of its
business model, products and services, business processes and IT architecture,
but also for describing the interdependencies between the layers. Depending on
the degree of formalization, algorithms may be applied to the models, e.g. for
simulations. With the upcoming of low-code approaches in software engineering,
we regard in this position paper how similar concepts may be integrated in
enterprise engineering. In particular we regard augmented enterprise models as
interfaces to digital systems and illustrate this view with approaches for semantic
technologies, data analytics and blockchain platforms. It is envisaged that such
approaches will aid domain experts in integrating digital technologies in their
daily work practices.
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Chapter 2 ®
State-of-the-Art and Related Work Creck o

This chapter introduces the state-of-the-art in research and industry in the areas rel-
evant to this book. In addition, related work is introduced. The chapter is structured
as follows. Section 2.1 introduces the foundations of the modeling area, including
conceptual modeling, enterprise modeling, and metamodeling. Section 2.2 presents
the foundations for extended reality. This includes introductions to virtual reality,
augmented reality, and the metaverse, as well as some distinctions of the different
technologies in the context of this work. Section 2.3 discusses related work by
showing the finding of a comprehensive literature analysis.

2.1 Modeling

In a generally accepted definition of Stachowiak (1973, pp. 131-133), the term
model has multiple meanings. On the one hand, the term model may be interpreted
as an image or an example of something. Additionally, it can also be interpreted
as a representation of a specific original. This “something” or “original” can be
a real thing or an intended system the model will represent (Kiihne 2006). In the
context of this work, a model is understood in the following as the replication
of a section of reality (an archetype)—its image, or as an image of an intended
future system. For the sake of clarity, we denote the term “original” as “subject”.
Furthermore, Stachowiak (1973) defines three main features of the general model
concept. Representation, abstraction, and pragmatics:

Representation Feature Models are always models of something, namely images,
representations of natural or artificial subjects, which themselves can be models.
Such subjects can be created in a natural way, produced technically, or given in
any other way. They can belong to the realm of symbols, to the world of ideas and
concepts, or to physical reality.

© The Author(s) 2025 17
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Abstraction Feature Models typically do not encompass all features of the subject
they represent, but rather only those that appear pertinent to the creators and/or users
of the model in question. Gaining an understanding of which attributes of the subject
are captured by the model, as well as recognizing that not all subject attributes are
captured by the associated model, necessitates comprehension of all attributes of
both the subject and the model.

Pragmatic Feature Models are not clearly assigned to their subjects per se. They
fulfill their substitution function for certain subjects within certain time intervals and
under restriction to certain mental or factual operations. Thus, models are not just
models of something. They are also models for someone, which can be a human
individual or an artificial model interpreter like a computer. Furthermore, models
perform their function in time, e.g., only in a certain interval. Finally, a model has
a purpose. In other words, a pragmatically complete definition of the concept of
model must take into account not only the question of what subject a model is of,
but also for whom, when, and how.

According to Stachowiak (1973, pp. 138-139), models have multiple purposes
in science and practice. They serve as demonstration models, illustrating unclear
interrelationships. They function as experimental models for the determination or
verification of hypotheses. They convey behavior knowledge in a concise form,
as theoretical models. Ultimately, they offer decision-making and planning aids.
Models are constructed from subjects if these subjects require enlargement or
reduction for better understanding. This is especially so when the subject is too
distant or not readily accessible, too dangerous to approach, or is too costly to
access. Models are also created to help clarify, simplify, or represent complex
events. In addition, models help trace multifaceted conditions back to essential basic
relationships, enabling their explanation or prediction.

The process of abstraction involves isolating specific characteristics using the
mind. During this process, significant properties are emphasized, while unimportant
properties are disregarded. The determination of the importance of a property
depends on pragmatic considerations and varies according to awareness and inter-
est (Prechtl and Burkard 1999).

In addition to the representation and the abstraction feature introduced above,
Kiihne (2006) divides the representation into projection and translation. Thus,
projection is a structure-preserving operation that creates a relationship between a
model and the original subject. The information that remains after model projection
is dependent on the ultimate purpose of the model and its pragmatic usability,
i.e., the intended audience and purpose of the model—see pragmatic feature
above. Translation, on the other hand, changes the syntactical representation of
the original subject to another representation, i.e., the formalization by a modeling
language (Kern 2016).

Besides the representation concepts projection and translation, there exist also
important forms of abstraction, such as generalization and classification. Classi-
fication is a process of grouping elements that are similar in terms of certain
characteristics into one category. It involves assigning elements to a particular
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type based on their shared properties (Kiithne 2006). This involves grouping a
large number of individual items into a new entity, usually referred to as a
class, which shares the same set of properties, but may have different values for
those properties (Kern 2016). The generalization function takes elements that are
equivalent according to some relation and maps them to the same model element.
This should not be confused with classification, which is aimed at finding a universal
for equivalent elements, while generalization is intended to broaden the scope of
existing universals (Kiihne 2006).

Having introduced the foundations of modeling, we can further dive into the area
of conceptual modeling in the next section.

2.1.1 Conceptual Modeling

Models, as described at the beginning of the section, and the activity of creating such
models (modeling), is a fundamental part of computer science, providing a basis for
understanding between developers and users and allowing them to focus on the task
at hand without worrying about implementation (Roussopoulos and Karagiannis
2009). Conceptual modeling involves the creation of models that are independent of
the technology and strategy used to address a problem. These models are designed
to describe the problem without being influenced by the methods used to solve
it (Kaschek 2008). The most widely used definition of conceptual modeling is the
one by Mylopoulos stating that conceptual modeling is: “the activity of formally
describing some aspects of the physical and social world around us for purposes
of understanding and communication”, which requires the adoption of a formal
notation (Mylopoulos 1992, p. 52). Conceptual models capture relevant aspects
of a subject, e.g., a manufacturing workplace and the activities that take place at
that workplace. It can serve as a common point of understanding about a subject
by means of graphic and linguistic concepts, taking into account the pragmatics
introduced in Sect. 2.1. In addition, conceptual models can be valuable to introduce
a novice to a given subject.

Since the notation of a conceptual model is formally defined, it is possible to
capture the semantic meaning of the model. In general, conceptual models are meant
to be used by humans in the first place, not by machines (Mylopoulos 1992). Thus,
conceptual modeling must be distinguished from ‘“knowledge representation” and
“semantic data modeling”. Even though knowledge representation and semantic
data modeling also involve capturing of knowledge about a given subject, they are
not synonyms. According to Sowa (2000), the study of knowledge representation
involves the utilization of theories and methods from logic, ontologies, and com-
puting to enable machines to carry out “intelligent” activities. Furthermore, it is
assumed that the created knowledge bases will be used by another system (Borgida
1990). Semantic data modeling introduces ideas about how conceptual schemata
will be implemented on a physical machine. This type of modeling is more
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restrictive than conceptual modeling, resulting in a simpler notation that is more
suitable for implementation (Mylopoulos 1992).

Conceptual models are essential in many areas of computer science. In recent
years, they have been used in different fields, such as designing information
systems, representing knowledge for artificial intelligence, modeling organizational
structures, business processes, software development processes, software require-
ments, and simply modeling aspects of the world to facilitate communication and
comprehension (Roussopoulos and Karagiannis 2009).

Conceptual modeling can be viewed from different perspectives. One perspective
is the modeling process itself, where conceptual models are created to abstract
something from the real world, i.e., during design-time. Another advantage of
creating such models using a well-defined modeling language (cf. Sect. 2.1.3) is
that they can be interpreted by computer algorithms during run-time, such as for
simulating process time. These two aspects are referred to as interaction aspects,
since they involve interaction with conceptual models.

Furthermore, there are two aspects to consider for model-based applications:
design-time applications for modeling itself and run-time applications that take
models as input. These aspects are referred to as flexibility aspects, as they improve
flexibility and reusability (see Sect. 2.1.3). Figure 2.1 visualizes these different
aspects of conceptual modeling. This distinction will become more important in
Sect. 2.3.

A specific area of conceptual modeling is the area of enterprise modeling (EM)
which will be introduced in the following.

Conceptual
Modeling
Interaction Flexibility
Aspect Aspect
. Model-based
Modeling .
Applications
Design-time Run-time Design-time Run-time
. A Applications for Applications taking
Creating Models e.g., Simulating Modeling Models as Input

Fig. 2.1 Aspects of conceptual modeling distinguishing between interaction aspects and flexibility
aspects
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2.1.2 Enterprise Modeling

EM involves the creation of models, which are abstract representations, to help
people or machines understand, analyze, (re)design, reason, control, and even learn
about different aspects of an enterprise (Sandkuhl et al. 2014; Vernadat 1996, 2020).

No consensus has been reached on a precise definition of EM, however, it is
commonly referenced as “a set of activities dealing with representing and describing
the structure, behavior, and organization of the whole or part of a business entity” to
redesign its structure, processes, and the way it handles its internal and external
activities. EM aims to optimize this structure and processes and evaluate their
performance to improve the efficiency and effectiveness of the company (Vernadat
1996).

The origins of enterprise modeling can be traced back to the fields of organization
sciences, systems theory, and systems engineering. It has been particularly influ-
enced by software engineering, information technology, computer simulation, and
industrial engineering. This wide range of requirements has led to the development
of a variety of modeling techniques and languages (Vernadat 2020). Thus, EM is
closely related to conceptual modeling. Enterprise models are a key component
for understanding, analysis, engineering, improvement, optimization, maintenance,
and even management and control of enterprise systems. Consequently, EM is
fundamental for enterprise engineering, integration and management, helping orga-
nizations understand their current state, plan future improvements, and make
informed decisions about their operations (Vernadat 2020).

A big area of EM is business process management, including business process
modeling. However, EM should not be confused with only that. Other aspects,
such as functional, information, resource, organization, or economic aspects, are
equally important. They are modeled and analyzed from different angles, e.g.,
in goal/objective models, functional models, process models, conceptual data
models or object class diagrams, resource models, organizational models, factory
layout diagrams, structural diagrams, as well as control or sequence diagrams. An
enterprise model is therefore the sum of the models obtained in each view (Vernadat
2020).

Since such models are usually created conforming to a formal- or semi-formal
modeling language, they can be processed by computers, thus they can be used
not only to store information, but also for processing this information, e.g., for
simulation.

Research in the field of EM has identified a few key components, such as
the modeling procedure or method, the model that results from the modeling
activity, the tool support for modeling, and the organizational structures that frame
modeling (Sandkuhl et al. 2018).

One possibility to support the discipline of enterprise modeling is the use of
metamodeling and language development (Sandkuhl et al. 2018). In the next section,
these terms are introduced.
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2.1.3 Metamodeling

Examination of the term “metamodel” reveals that the prefix “meta” is used when
an action is repeated. For example, a conversation about how to have a conversation
is a “meta-conversation”, or learning general learning techniques while studying
a particular subject is “meta-learning”. In the nineteenth century, mathematicians
were concerned with establishing a solid foundation for mathematics, so they
used mathematical methods to ensure that ordinary mathematics could be done
accurately. This new field was called “metamathematics”, as mathematical methods
were applied to mathematics itself. In summary, the prefix “meta” is used before
an operation to indicate that it has been applied twice (Kiihne 2006). Different
definitions of the term “metamodel” exist, e.g., “A metamodel is a model of
models.” (Miller and Mukerji 2003), suggesting that a metamodel is a representation
of another model (Kiihne 2006).

To limit the definition of the term, we will draw upon the perspectives of
metamodeling presented in the field of enterprise modeling—see Sect. 2.1.2—and
more specifically as discussed in Strahringer (1998) and Karagiannis and Kiihn
(2002). As will be seen in the following definitions, metamodels in this context
are closely related to the domain of conceptual models—see Sect. 2.1.1—and are
usually described in a semi-formal manner (Fill 2009).

It is necessary to consider metamodeling from two practical perspectives: The
concept of metamodeling and the technical application of it. The objective of the first
perspective is to create a high level of abstraction of real-world connections for a
particular user, based on semi-formal definitions. This abstraction leads to a simpler
comprehension and more efficient control by domain experts. An example of this
perspective is the unified modeling language (UML) (OMG 2012). The models
created through this high level of abstraction can still be used as a foundation for
direct code generation and other deployments, e.g., for model-driven generation of
object-oriented class definitions (Fill 2009).

The technical side of metamodeling is explored as well in the literature and by
the Object Management Group (OMG), an international standard organization, to
create definitions of modeling languages through metamodels and hierarchies of
metamodels. The aim of these undertakings is to create a shared collection of items
and connections that can be reused in multiple modeling languages (Karagiannis and
Kiihn 2002; Strahringer 1998). Strahringer (1998) describes these two perspectives
as the process of modeling and the concepts of a language.

A metamodel is not only a model of a model, as defined in Miller and Mukerji
(2003). A metamodel consists of types or metamodel elements that define a possible
set of elements in a model. As described in Sect. 2.1, concept of “classification”
increases the abstraction level of a metamodel compared to a model. Metamodeling
leads to the creation of a metamodel that outlines the abstract syntax of a language.
Thus, in metamodeling, a model “conforms to” a metamodel and is expressed
through a modeling language. The definition of a metamodel further requires
a language denoted as metamodeling language. As for modeling languages, the
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abstract syntax of a metamodel is defined through abstraction, and thus expressed by
a modeling language. Since modeling concepts are applied to a metamodel, this new
metamodel is denoted as a meta-metamodel or meta’-model. Analogously to the
relation of models and metamodels, a metamodel “conforms to” a meta2-model and
is expressed by a metamodeling language. Theoretically, this abstraction process
could be repeated infinitely, but after some iterations, further abstraction does not
make practical sense. The relationship between model, metamodel, meta?-model,
modeling language, and metamodeling language is illustrated in Fig. 2.2.

Subject, Model, metamodel, and meta2-model build a four-level model hierarchy.
The bottom level contains the subject that should be abstracted by a model (MO).
The first level contains models (M1), the level above includes metamodels (M2) and
at the top level is a meta®-model (M3). A model hierarchy possesses exactly one
meta”-model that potentially defines many metamodels. Each of these metamodels
can further define multiple models that themselves conform to a subject. An example
of the model hierarchy of the levels M3—-M1 is visible in Fig. 2.3.

The Petri Net model itself is an abstraction of a subject, e.g., a simple process.
This model (M1) conforms to a metamodel (M2), i.e., the Petri Net metamodel,
and is expressed by the Petri Net modeling language. The Petri Net metamodel
comprises the concepts Transition, Place, and Arc. The Petri Net metamodel (M2)
conforms to a meta-model (M3), in this case the ADOxx meta®-model (Fill and
Karagiannis 2013), and is expressed by the metamodeling language of ADOxx. The
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Fig. 2.3 Example of the model hierarchy of the levels. M3: The ADOxx meta2-model model (Fill

and Karagiannis 2013). M2: Petri Net metamodel (Petri and Reisig 2008). M1: Example of a Petri

Net model

ADOxx meta?-model is depicted here in a very reduced form with the concepts

ModelType, Class, Relationclass, and Attribute.

There are exceptions of this model hierarchy, where metamodels describe
themselves, e.g., the ECore metamodel (Steinberg et al. 2009). In the context of
this work, we consider the model hierarchy as described above. The discipline of
metamodeling contains not only the definition of metamodels according to a meta’-
model but also entire modeling methods, which will be the subject of the next
section.
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2.1.3.1 Modeling Method

According to Karagiannis and Kiihn (2002), modeling methods consist of two
components: (1) A modeling technique and (2) mechanisms and algorithms. A
modeling technique can be broken down into two components: a modeling language
and a modeling procedure; see Fig. 2.4.

2.1.3.1.1 Modeling Language

The modeling language is composed of the elements used to create models and
is characterized by its syntax, semantics, and textual or graphical notation. The
syntax is described by a grammar that describes the elements and rules for creating
models. The semantics of a modeling language is determined by how its syntax is
mapped to a semantic schema. The notation describes how to display a modeling
language. Static techniques define symbols to represent syntactical components,
such as pixel-based graphics, vector graphics, or three-dimensional (3D) models,
without taking into account the state of the modeling components while modeling.
Dynamic approaches divide the notation into two components. A representation
part and a control part. The representation part maps to the static approach, while
the control part outlines regulations for querying the model state and altering the
representation based on the model state (Karagiannis and Kiihn 2002).

2.1.3.1.2 Modeling Procedure

The modeling procedure describes how the modeling language is used to create
instances of models, i.e., what steps have to be done to achieve a certain result (Kara-
giannis and Kiihn 2002).

2.1.3.1.3 Mechanisms and Algorithms

Mechanisms and algorithms offer the capability to utilize and assess the models
created using the modeling language. Mechanisms can be divided into generic,
specific, and hybrid. Generic mechanisms are incorporated in the meta®-model,
so they can be employed for all metamodels based on the meta®-model. Specific
mechanisms are designed for a particular metamodel. Hybrid mechanisms are
implemented on the meta2-model, but are modified to particular metamodels, for
example, to improve usability (Karagiannis and Kiihn 2002).
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2.2 Extended Reality

In this section, a basic introduction to extended reality technologies is provided. The
three terms virtual reality, augmented reality, and mixed reality can be summarized
under the generic term extended reality (XR) (Doerner et al. 2022, p. 21). These
technologies digitally enhance reality with virtual content to varying degrees,
with the aim of integrating digital content into the real or virtual world, enabling
interaction with virtual information and, in augmented reality (AR) and mixed
reality (MR), the real world.

There are no hard lines for the distinctions between the different categories. It is
much more appropriate to think of the various technologies in terms of a continuum
between the real environment and the virtual environment. Figure 2.5 shows this
continuum according to Milgram et al. (1995) who already tried to classify AR,
augmented virtuality (AV), referred to as VR in this work, and MR on a continuum
between the fully real environment and the fully virtual environment.

VR is characterized by the complete isolation of the user from reality and a high
level of immersion. It is thus at the right end of the continuum. On the other hand,
in augmented reality the user sees the real environment at any time. Thus, AR is on
the left side of the continuum. Mixed reality is a combination of augmented reality
and virtual reality, allowing for both immersive and non-immersive scenarios. To
simplify things, we can think of MR as an extended and more interactive version
of AR that also involves VR. In the rest of this book, we will talk about virtual
and augmented reality, which also includes mixed reality. To clarify the different
technologies, the terms VR and AR will be explained in more detail in the following
sections.

2.2.1 Virtual Reality

Doerner et al. (2022) summarizes VR as a computer system that consists of the
appropriate hardware and software to create the idea of virtual reality. The content
represented by the VR system is called virtual world.

[ Mixed Reality (MR) |
1 1
1 —p «— 1
Real Augmented Augmented Virtual
Environment Reality (AR) Virtuality (AV) Environment

Reality-Virtuality Continuum (RV)

Fig. 2.5 Simplified representation of the Reality-Virtuality Continuum. Adapted from Milgram
et al. (1995)
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2.2.1.1 Non-technical View on Virtual Reality

The virtual world includes models of objects, their behavioral description for
the simulation model, and their arrangement in space. When a virtual world is
represented with a VR system, we speak of a virtual environment for one or more
users. The generation of stimuli is only one task on the way to virtual reality. People
in virtual reality not only want to see and feel the world, they also want to interact
with the world.

For instance, in a virtual world, a user may encounter a virtual punching bag
and have the option to either punch it or avoid it as it rebounds. This requires
the simulation of a virtual world with virtual, computer-generated 3D objects. The
human actions must be recognized by the simulation so that they can be incorporated
into the simulation. This simulation, in turn, influences the stimuli perceived by the
user in the virtual world. If one moves in the real world, this change of position must
also be considered in the generation of stimuli in the virtual world. The calculations
for this stimulus generation are done by a computer. It is possible not only to
simulate a human action, but also to simulate changes in the virtual world that are
independent of human actions; e.g., light can be changed by simulating daylight or
weather, or simulated wind can move virtual objects.

Although the first approaches to virtual reality head-mounted display (HMD)
were developed in the 1960s (Sutherland 1968), VR has been increasingly
researched in recent years, as recent technological advances have made virtual
reality affordable through its availability on standard smartphones, tablets and
head-mounted displays (Yin et al. 2021).

The purpose of VR from a non-technical point of view is to create a virtual
immersive world. Most of the time, this virtual world simulates the real world as
closely as possible, including simulation of realistic lights and physics. In virtual
reality, one is not bound to physical laws. This makes it possible to create fantastic
virtual worlds, which are either completely unreal or simply show a past or future
world. Scenarios for this would be, for example, the representation of the populated
planet Mars or the reproduction of a battle scene in World War II.

2.2.1.2 Technical View on Virtual Reality

There exists no clear and generally accepted definition of virtual reality, but there
are some characteristics of VR that are widely accepted. The specific type of content
input or output is probably a clear feature that all VR systems have in common.
For example, a helmet with integrated screens on the user’s head, special stereo
glasses, data gloves, or even an entire room with displays that completely surround
the user (Doerner et al. 2022). This creates the possibility of defining VR from a
technological point of view. The definition does not focus on individual input and
output devices, as they can become technically obsolete very quickly. Future proof
VR definitions should also be compatible with visionary ideas such as Sutherland’s
ultimate display (Sutherland 1965).
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The ultimate display would, of course, be a room within which the computer can control
the existence of matter. A chair displayed in such a room would be good enough to sit in.
Handcuffs displayed in such a room would be confining, and a bullet displayed in such a
room would be fatal. With appropriate programming such a display could literally be the
Wonderland into which Alice walked. (Sutherland 1965, p. 2)

VR can be characterized as a differentiation from traditional computer graphics.
Thus, VR is an extension of the 3D content of computer graphics, particularly
in real-time computer graphics. In combination with these 3D graphics, three-
dimensional displays are used. For example, with classic HMDs, this is achieved by
stereoscopic displays. Often it is not only about the visual sense, but the presentation
of the content is multisensory, by also addressing the sense of hearing or touch.
In many cases, 3D interaction devices that can be tracked in 3D space are used.
All these aspects have the goal of surrounding the user with the virtual world, as
summarized in a statement by Steve Bryson in 1993.

Virtual reality (VR) refers to the use of three-dimensional displays and interaction devices to
explore real-time computer-generated environments. (Steve Bryson, Call for Participation
1993 IEEE Symposium on Research Frontiers in virtual reality)

Based on this enclosure of the user in the virtual world, immersion is often
referred to in the literature as a central feature to distinguish VR from other human-
computer interfaces. The goal is to allow the user’s sensory impressions to be
addressed as comprehensively as possible by one or more output devices. According
to Slater and Wilbur (1997) immersion is based on four technical characteristics of
the output devices:

(1) Human sensations should be generated by the computer as exclusively as
possible, i.e., the user should be isolated from the real environment as much as
possible. (2) As many senses as possible should be addressed. (3) The output devices
should surround the user rather than provide a narrow field of view. (4) In addition,
the output devices should provide a vibrant display, e.g., with high resolution and
quality color.

Thus, immersion is not simply present or absent, but may be present in different
degrees. For example, a conventional HMD can have a larger or smaller screen,
with better or worse resolution. Therefore, it is more or less immersive. Complete
immersion is currently a vision that cannot be realized with current technology,
but a high degree of immersion can already be achieved through HMDs or rooms
equipped with displays (Doerner et al. 2022).

2.2.2 Augmented Reality

Some parts of this section have been published in a similar form as a research paper in
the journal Jusletter-IT with the title: Towards Embedding Legal Visualizations in Work
Practices by Using Augmented Reality (Muff and Fill 2021b).
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Augmented reality is a technology that allows virtual images generated by a
computer to be overlaid with physical objects in real time (Zhou et al. 2008). Unlike
virtual reality, the user is not immersed in an artificial world but sees the real world
around him. A generally accepted definition of AR comes from Azuma (1997). He
describes AR as a technology that combines the real world and virtual imagery, is
interactive in real time, and registers virtual imagery with the real world.

2.2.2.1 General Augmented Reality Concepts

Augmented reality is based on three core concepts from the field of computer
vision (Schmalstieg and Hollerer 2016): (1) Detectables/Trackables, (2) Coordinate
Mappings, and (3) Augmentations. First, to determine the location and orientation
of the real-world environment, computer vision algorithms are used to estimate the
position and orientation based on two-dimensional (2D) or 3D sensor information,
e.g., from a camera stream or a LiDAR scanner (Doerner et al. 2022; Saxena
and Verma 2022). This detection can revert to detectables in the form of natural
features or markers such as QR codes as surrogates to simplify detection and
tracking (Schmalstieg and Hollerer 2016). Coordinate mappings are then needed
to align objects in the real and virtual worlds to each other. Thus, a real world
origin reference position, e.g., stemming from global positioning system (GPS)
coordinates, must be mapped to the global coordinate system of the virtual
environment. Furthermore, the local coordinate systems are used for any real-world
or virtual object. These allow us to define reference points for placing virtual
objects relative to other objects, independent of the current global coordinates.
Finally, virtual information is superimposed on the real world through so-called
augmentations. These can be animations, 2D images, videos, audio, text labels, 3D
objects, hyperlinks, checklists, or forms. By defining anchors, which are a sort of
reference points, augmentations can be fixed at a particular position in real space.

For more complex AR scenarios, further concepts are necessary. This includes,
in particular, the integration and processing of additional data that are acquired
throughout the life-cycle of an AR scenario via sensors or user interactions. To
enable dynamic changes in the AR environment, at least basic workflow concepts
such as triggers, conditions, and actions need to be foreseen (Wild et al. 2014).
Thereby, triggers include: click, detection, sensor, or timer events, voice commands,
entry/exit of defined spatial areas, or gestures. Conditions specify the branching of
different process flows, while actions refer to any changes applied to virtual objects,
such as their appearance, disappearance, or transformations, e.g., rotation, scaling,
and positioning.

2.2.2.2 Applications

The application of augmented reality has been explored in various areas such
as personal information systems, industrial and military applications, medical
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applications, AR for entertainment or AR for the office (van Krevelen and Poelman
2010). If we look at AR environments on a functional level, they can be divided
into two broad categories (Hugues et al. 2011): The augmented perception and the
artificial environment. The first category emphasizes that AR provides a decision
support tool. It can provide information that enables a better understanding of reality
and ultimately optimizes our actions in relation to reality. This functionality can be
divided into further sub-functionalities, ranging from information enhancement to
the replacement of reality by virtual objects. This allows visualization of objects
and relationships that are only recognizable through AR. The second category is
artificial environments. This means that environments do not represent reality as it
is perceived, but augment it with information that is not perceptible but could exist
in a future or past reality. An example would be the 3D visualization of a historic
building that collapsed a long time ago.

2.2.2.3 Technical Components

If we look at the components of AR at a technological level, we can divide the
technology into different electronic sensors for the input and output of information
and components for processing this information. The output information can be
visual, acoustic, or haptic, with visual output being certainly the main part of AR.
For information input, different sensors are needed to make the overlap of real
and virtual objects in AR as natural as possible and to sense and monitor the
environment. These sensors must be able to detect motion, orientation, and objects
in the environment. For motion sensors, we can distinguish between acceleration,
i.e., linear motion on the x, y, or z axes, and rotational motion on all 3D-axes.
Orientation can be calculated from a fixed magnetic point, i.e., typically magnetic
north. In combination, such sensors help to track the motion and orientation of the
AR device, and thus the user, and adjust the representation of the virtual objects.
The environment is composed of objects in real space, their depth mapping, as well
as the light conditions or color mapping. This is typically detected through one
or more camera sensors, whose information is processed accordingly. If all these
components are present, a realistic combination of the real world and virtual objects
can be achieved (Muff and Fill 2021b).

2.2.2.4 Output Devices

To enable AR functionality, there are several types of output devices. Different
sensors (§2) can be used to capture the reality («) and the user’s environment.
Then an output device is used to display an image of the real environment («’)
and the additional virtual objects (8) on a display (). In addition to virtual objects,
information () can be projected onto real or virtual objects (see Fig. 2.6).

More specifically, there exist devices with a screen, for example, a smartphone
or a MR headset. These have integrated cameras and other sensors to capture the
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Fig. 2.6 Conceptual components of an AR environment. According to concepts from Muff and
Fill (2021b)

Fig. 2.7 Exemplary illustration of the conceptual components of an AR environment. Adapted
from Muff et al. (2022a)

environment. The second technology is see-through holographic lenses. These allow
the user to see the real world nearly without any restrictions and embed the virtual
objects into reality by means of holographic projection, based on the measurement
of different sensors. In this case, o’ is equivalent to @ since the user is not seeing a
simulacrum of the real world on a display, but the real world itself. An illustration
of how this concept refers to a real-world example is visible in Fig. 2.7.

2.2.2.5 Development

For creating AR applications, several development platforms and software develop-
ment kits (SDKs) are provided. Most of them require significant programming skills
and are either commercial or closed-source. Examples include the Unity run-time
and development environment, Apples ARKit, Google ARCore, Wikitude, Vuforia,


https://docs.unity.com/
https://developer.apple.com/augmented-reality/arkit/
https://developers.google.com/ar
https://www.wikitude.com/
https://developer.vuforia.com/
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Kudan, Unreal Engine, or Adobe Aero. In addition, open source platforms and
SDKs are available, such as ARToolKit+, OpenXR, or Holokit.

An alternative to the above platforms and SDKs is the WebXR device application
programming interface (API) (Jones et al. 2023), which is currently a candidate
recommendation for a W3C web standard. It specifies a web API that provides
browser-based access to handheld or head-mounted augmented reality and virtual
reality devices, including sensors. This allows AR content to be rendered by any
compatible WebXR-enabled browser without the need to install additional software
or use SDKs. As of today, WebXR is supported, for example, by Chrome and
Edge browsers on the Android operating system,! including handheld smartphones
and tablets, as well as head-mounted displays, e.g., the Microsoft HoloLens 2.2
Furthermore, WebXR is already included in the WebKit engine used by iOS Safari’
and the recently released visionOS* for the Apple Vision Pro,> but it is not yet
activated. A more detailed discussion about the different development platforms for
augmented reality applications can be found in Sect. 5.2.1.

2.2.2.6 Conceptual View on Augmented Reality

Looking at augmented reality on a more abstract level, there are different aspects
to consider. In the following, we introduce a framework that describes the aspects
that need to be considered based on the properties of augmented reality applications,
introduced by Muff and Fill (2021b). For all parts of the framework, we distinguish
between the form that is required to convey information and the substance of
information transmitted through the form. We further consider three aspects that we
deem relevant for augmented reality: context, content, and interaction. Figure 2.8
shows the components of the framework and its interconnections.

Context From a context point of view, augmented reality applications integrate
virtual representations into the context of the real world. This requires the form of
the context and its substance to be recognized. To consider the context, augmented
reality applications can monitor the environment through cameras and other sensors
and analyze where the user is located, which objects are currently in the user’s
visible space, and which properties these objects have, i.e., the form of the context.
The augmented reality application can then infer not only the existence of objects
but may also classify them further based on additionally perceived attributes, e.g.,
the current state of a machine or the actions of a person. To this end, it is necessary to

U https://caniuse.com/webxr last visited on: 01.03.2024.
2 https://microsoft.com/en-us/hololens last visited on: 01.03.2024.

3 https://github.com/WebKit/WebKit/tree/main/Source/WebCore/Modules/webxr last visited on:
01.03.2024.

4 https://developer.apple.com/visionos/ last visited on: 01.03.2024.
3 https://www.apple.com/apple-vision-pro/ last visited on: 01.03.2024.


https://www.kudan.eu/
https://www.unrealengine.com/
https://www.adobe.com/products/aero.html
https://github.com/artoolkitx/artoolkitx
https://github.com/KhronosGroup/OpenXR-SDK
https://holokit.io/
https://caniuse.com/webxr
https://microsoft.com/en-us/hololens
https://github.com/WebKit/WebKit/tree/main/Source/WebCore/Modules/webxr
https://developer.apple.com/visionos/
https://www.apple.com/apple-vision-pro/

34 2 State-of-the-Art and Related Work

Context Context
Form Substance

Content l] Content
Form 7] Substance

Interaction Interaction
Form Substance

Fig. 2.8 Concept of form, and interaction. Adapted from Muff and Fill (2021b)

interpret perceived attributes and incorporate them into previously stored knowledge
to obtain the context substance (Muff and Fill 2021b).

Content The content aspect focuses on the information that is presented to the user
through the augmented reality application. Again, we distinguish between the form
of the content, i.e., the kind of visual representation that is used to transport the
information, e.g., an image, a diagram, or a 3D representation—and the substance
of the content, i.e., the nature of the information, e.g., numeric data, procedures,
textual information, etc. The content may thereby be dynamically created or static.
To create the form of the content, it needs to be reverted to the field of computer
graphics where the technical specification of graphical objects and their display
on the augmented reality hardware is investigated. Due to recent developments in
this area, it can today be chosen from a wide range of APIs that greatly ease the
specification of such graphical objects. Regarding the substance of the content, it
must be decided what is required in the current context and how it can be tailored to
the needs of a user (Muff and Fill 2021b).

Interaction As showed in the previous section, the interaction in augmented reality
environments can be done in various ways. Again, we distinguish between the form
of interaction—e.g., via deviceless interaction through gesture recognition or by
using devices such as bats for pointing at and selecting objects in 3D environments,
and the substance of inferaction—e.g., the intention of the user and the goal of
the interaction such as moving an object, selecting an object, entering information,
etc. (Muff and Fill 2021b).

Ilustration Example By returning to the different dimensions of context, content
and interaction, as well as form and substance, we can analyze the concrete
manifestations of these dimensions in a fictional use case (Muff and Fill 2021b).
Consider a scenario where a landlord wants to rent out an apartment. She activates
her AR equipment because she is uncertain about the legal requirements. The device
scans the environment and embeds a legal visualization in the room. The legal
visualization shows the process of calculating rent for different types of buildings
or facilities, taking into account the legal system. For the context, the form of
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the context is the rental of an apartment and a room in this apartment is used to
visualize the legal regulations. The substance of the context is here a room, not only
the room itself, but also all the objects and properties of this room. This can be
information such as the object’s wall or ceiling. Additionally, it may be inferred by
the AR application that this room belongs to an apartment and that this apartment
is available for rent. The form of the content is, in this case, a 3D-model of a legal
visualization. Therefore, a model of the legal visualization is projected onto a 3D
plane. The nature of the information, i.e., the substance of the confent, is a mixture of
textual and procedural information since the visualization is a kind of process. This
should enable the viewer to correctly classify and interpret the given information.
The form of interaction in the AR environment solely uses the hands of the user, i.e.,
it is device-less. Therefore, the virtual object can be placed in the environment by
grabbing and dragging the object. The substance of the interaction, i.e., the goal of
the interaction is to place the virtual object in the room in such a way that it is in a
useful position for the user to observe it without obstructing or disturbing him (Muff
and Fill 2021b).

2.2.3 Metaverse

The term metaverse is used in a variety of areas, and at the time of writing this work
there is no universally accepted definition of the term. In the understanding of the
author of this book, the term metaverse includes all aspects of the reality-virtuality
continuum introduced at the beginning of Sect. 2.2.

The metaverse is about changing the way humans experience the digital world
and the shift from 2D digital experiences to 3D experiences. In this process, our
digital lives will increasingly include immersive media that appear all around us
and are experienced in the first person. Either on traditional 2D screens as we know
them today from smartphones and tablets, or in the future more on HMDs, digital
enhanced contact lenses, or through direct projection into the eye.

It will affect everything from how we work, shop and learn online, to how we
socialize and organize ourselves. The metaverse is the transition of the digital world
from flat content to immersive experiences. Thereby, fully immersive experiences
like VR, or virtual extension of the real world, i.e., AR are equally involved.

Since VR and AR technology is still quite expensive and not affordable for
everyone today, this process will be strongly directed by technological advances
in future years. It was a similar story with smartphone technology. Smartphones
are now firmly anchored in society, but were not that popular at first. It took a few
years for the technology and the use cases and the possibilities of this technology to
evolve to the point where it was convenient for everyone to use a smartphone.

This is expected to be similar for XR technologies. They will need to evolve over
several years and be driven by early adopters before the technology reaches a point
where everyone wants an XR device to experience the metaverse.
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2.2.4 Positioning of Extended Reality, Virtual Reality
and Augmented Reality

In the context of this work, extended reality technologies, i.e. VR and AR
technologies, are examined in relation to metamodeling. In the following chapters,
some aspects are examined in their entirety for VR and AR, and some aspects are
looked at more closely from the perspective of augmented reality only. This can be
justified as follows.

As stated before, virtual reality centers on providing users with fully immersive
environments. On the other hand, in augmented reality, the real world is still visible
to the user. All relevant aspects, such as 3D visualizations, user positioning, and
orientation in VR, are also important for AR. However, not all aspects of AR are
also necessary for VR. For example, the mapping between objects in the real world
and the virtual environment, or object recognition.

From an objective perspective, VR can be considered a subset of AR. Therefore,
at some points in this work, we will refer only to AR, although the fundamental prin-
ciples are generally applicable to VR as well, thus for XR in general. Furthermore,
there is a movement to shift the naming of XR to “spatial computing”, especially
in relation to the recently released Apple Vision Pro device. In this context, spatial
computing can be seen to be similar to extended reality. Spatial computing explicitly
includes the interaction with the extended and the real environment, while in XR this
is implicitly included. Thus, in the remainder of this work, we will not distinguish
further between extended reality and spatial computing.

2.3 Literature Study of Pairing Conceptual Modeling
with VR/AR

Some parts of the content of this section have been published in a similar form as a research
paper at the /3th International Symposium, BMSD 2023 with the title: Past Achievements
and Future Opportunities in Combining Conceptual Modeling with VR/AR: A Systematic
Derivation (Muff and Fill 2023d). The study was conducted as a separate, self-contained
project. Therefore, the methodology is discussed separately again in this section for clarity.

Throughout the last years, the application of extended reality technologies
to business scenarios has been increasingly studied by the research commu-
nity (de Souza Cardoso et al. 2020). As explained in Sect. 2.2, in VR, the user’s
perception is entirely based on virtual information in a virtual world, resulting in a
high level of immersion. In augmented reality, computer-generated information is
provided to the user in addition to data collected from real life through sensors of the
AR device, enhancing the user’s perception of reality. Due to recent technological
progress (Yin et al. 2021), mobile VR and AR devices became widely available
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and affordable and allowed the broad application of these technologies in industrial
scenarios such as maintenance tasks or training (Grambow et al. 2021).

The development of such applications requires considerable technical know-
how. As described by Wild et al. (2020), the provision of systematic and at
the same time flexible approaches for designing VR and AR applications is
considered a prerequisite for a more widespread adoption. Conceptual modeling,
for example, as used in enterprise modeling, may serve as a solution for both
aspects, since, according to a vision by Sandkuhl et al. (2018), modeling should
be part of the everyday work in our future lives—see Chap. 1. On the one hand,
conceptual modeling aims to reduce complexity by structuring a particular domain
to improve human understanding (Mylopoulos 1992; Cabot and Vallecillo 2022)—
cf. Sect. 2.1.1. This may involve the use of novel technologies, for example, in 3D
space (Betz et al. 2008). On the other hand, the knowledge made explicit in such
models may be processed algorithmically, for example, as found in model-driven
engineering to ease the creation of software applications (Brambilla et al. 2017) or
to fuel knowledge in existing applications (Fill et al. 2021).

This leads us to propose two main directions for virtual and augmented reality
in relation to conceptual modeling. First, the use of the functionalities of VR and
AR for modeling itself. We will denote this as VR/AR-assisted modeling. Second,
incorporation of information from the model space into VR or AR applications,
which we will denote as knowledge-based VR/AR. This second direction includes
both design-time and run-time aspects, that is, the modeling and model-driven
generation of VR/AR applications as well as the fueling of the model content into
existing VR/AR applications—see Fig. 2.9.

This section aims to explore the multitude of approaches proposed in academic
research for combining conceptual modeling with virtual and augmented reality.
Despite numerous contributions, to the best of our knowledge, no structured analysis
of them has been done so far. Therefore, in this section, we discuss a systematic
review of the literature on the combination of conceptual modeling with VR and
AR within the last two decades. Furthermore, we show the process of conducting a

Fig. 2.9 Main directions for
virtual and augmented reality
in relation to conceptual
modeling

Knowledge-
based VR/AR VR/AR
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2
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modeling
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computational content analysis to identify distinct research streams that have been
explored in this field, and we analyze and refine the results of our analysis with the
help of expert classification. The purpose of this study is to provide a comprehensive
understanding of the main contributions to combining conceptual modeling with
virtual and augmented reality, identify the main topics that have been studied in the
past, and highlight areas that require further research.

Since this analysis considers contributions over a time span of two decades, the
terms augmented reality and virtual reality changed during this period. This is the
reason why the analysis also contains work about early 3D environments which
are not regarded as typical VR or AR environments today. Nevertheless, they are
important to get an overview of the research area and to find relevant research
streams in later periods.

The remainder of the section is structured as follows. In Sect. 2.3.1, we will
describe the research methodology used for the review. Section 2.3.2 will describe
the literature search results, which were used as input for latent dirichlet allocation
(LDA) to computationally derive a first set of topics. Furthermore, it will be shown
how these topics have been refined using expert classification and the allocation of
papers to the final set of topics. Finally, we will discuss the results of the analysis in
Sect. 2.3.4, including related studies in Sect. 2.3.5 and its limitations in Sect. 2.3.6.

2.3.1 Methodology of the Analysis

The methodology we followed in this study is mainly based on the high-level rec-
ommendations by Kitchenham (2004) for conducting systematic literature reviews.
This includes the three phases Planning, Conducting, and Reporting. The planning
phase includes the identification of the need of the review as described above and
the definition of a research protocol; see Fig. 2.10. The research protocol describes
each step of the review process according to Booth et al. (2016). For the conduction
phase, we further reverted to Webster and Watson (2002), who describe in particular
the screening of dedicated outlets and the application of forward- and backward
searches. In addition, we performed a computational literature analysis followed by
an expert classification to derive the topics of the different research streams.

2.3.1.1 Aims and Scope of the Analysis

The aim of this section is to identify the main research topics that combine con-
ceptual modeling with virtual and augmented reality. Furthermore, the study should
provide detailed information on the proposed concepts of VR/AR-assisted modeling
and knowledge-based VR/AR, as described above. The time frame investigated
includes academic papers published between 2000 and the first half of 2022, with
the aim of showing the most recent research developments in these areas.
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Fig. 2.10 Description of the research protocol. The protocol is divided into the three main areas
as proposed by Kitchenham (2004). The process shows the undertaken steps together with the
resulting artifacts. Adapted from Muff and Fill (2023d)

2.3.1.2 Methodology of Literature Collection

To identify the main research contributions on the combination of conceptual
modeling with VR/AR, we reverted primarily to the method proposed by Webster
and Watson (2002) to determine an initial set of relevant scientific publications. In
the following, the steps as shown in the Literature Search section of the research
protocol in Fig. 2.10, are described. We first identified the top nine outlets in
conceptual modeling based on a similar study focused on a different community, by
Hirer and Fill (2020). According to this source, many topics in conceptual modeling
are strongly related to enterprise modeling. For example, business/business process
models, or data models and schemas. Furthermore, we added six outlets in the area
of Business Informatics and Information Systems in which we assumed potentially
relevant contributions in the area of interest (Outlet definition)—see step 1 in
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Fig. 2.11 Data collection process according to Webster and Watson (2002): (1) Identification of
relevant outlets in the area of interest. (2) Table of contents screening of the relevant outlets and
journals from (1). (3 and 4) Iterative forward and backward search based on newly added relevant
papers from (2) or previous iterations of (3 and 4), resulting in 258 contributions. (5) Selection
refinement by a deeper inspection of the selected papers, resulting in 201 relevant papers. Retrieval
of the raw texts of the resulting 201 relevant papers (6). Adapted from Muff and Fill (2023d)

Fig. 2.11. The six additionally chosen outlets are BISE, CAiSE, Computers in
Industry, ECIS, Information Systems, and WI.

We analyze the table of contents of the outlets to identify relevant contributions
(Tables of contents search). For each of the contributions found, we applied a
forward- and backward search. This means searching for each paper relevant
papers that were cited by this contribution and contributions that cite the respective
paper. For this task we used semanticscholar.org and google.scholar.com (For-
ward/backward search). We repeated this step until we did not find any more new
papers; see the loop in Literature Search area in Fig. 2.10 after the third activity. We
then reviewed the set of papers for excluding wrongly selected papers (Refinement
of publications). Finally, we retrieved the raw texts of the articles for further analysis
(Raw text retrieval). Furthermore, we calculated quantitative indicators of the set of
relevant papers (Statistical analysis).

2.3.1.3 Methodology for Content-Based Data Analysis

To derive the contribution of this research in terms of topics previously studied,
we performed a computational analysis and complemented it with an expert-driven
classification of relevant papers in distinct topical domains. The following steps
refer to the Literature Analysis section defined in the research protocol in Fig. 2.10.
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2.3.1.3.1 Computational Data Analysis

For the compilation of an initial set of topics that describe the main directions in the
articles in the literature analysis, we resorted to the fopic modeling technique. To
conduct topic modeling, the raw text of each document had to be tokenized (Raw text
tokenization). In addition, preliminary tasks such as minimal stemming, stopword
filtering, case transformation, synonym replacement, and single character filtering
were conducted (Token optimization).

On this basis, topic modeling was conducted, which is an established method that
has been successfully applied in previous literature reviews (Hérer and Fill 2020;
Muff et al. 2022b). LDA (Blei et al. 2003) and non-negative matrix factorization
(NMF) (Shahnaz et al. 2006) are two basic methods that have been used for a long
time. They are still used regularly today. NMF is increasingly used for document
collections with greater noise, i.e., text that cannot be properly categorized using
text mining approaches. LDA (especially the MALLET implementation (McCallum
2002)) can struggle with noise, but can be used in an iterative and semi-supervised
way to produce a good ground truth of topics (Churchill and Singh 2022). When
the ground assumption of non-correlating topics does not hold, alternatives such
as correlated topic model (CTM) and structural topic model (STM) can be used.
CTM is an extension of LDA that relaxes the assumption of independent topics (Blei
and Lafferty 2005). STM is a mixture model in which each document can belong
to a mixture of the specified k topics (Roberts et al. 2014). This method is often
used for documents that contain questionnaire data with open-ended questions. For
datasets consisting mainly of short texts, such as posts on social networks, specific
methods have been developed, among others, self-aggregation-based topic model
(SATM) (Quan et al. 2015), or embedding-based topic model (ETM) (Qiang et al.
2017).

In order to choose the right topic modeling method, it is not only the data set that
matters, but also the goal one is pursuing with the analysis. The dataset considered
for this work consists exclusively of scientific papers, so we could exclude recent
methods for short texts. Since we assumed that the topics in our analysis should be
unique and independent and we wanted to achieve the clearest possible assignment
of a paper to a topic, we could also exclude CTM and STM as possible models.
For the named reasons and since several empirical studies have validated LDA’s
capability of extracting semantically meaningful topics from texts and categorize
texts according to these topics (Boyd-Graber et al. 2014; Chang et al. 2009; Lau
etal. 2014; Mimno et al. 2011), we chose traditional LDA as our basic methodology.
We used MALLET (MAchine Learning for LanguagE Toolkit), as well as the LDA
implementation that is part of RapidMiner Studio 9.5.°

LDA works at the level of documents to classify their topics. Compared to
simpler approaches such as word frequency, n-gram analysis, and term frequency
inverse document frequency (TF-IDF), LDA constructs a probabilistic model, in

6 https://rapidminer.com/ last visited on: 17.07.2023.
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which several topics are considered per document. Over a set of documents,
each document d is represented by a statistical distribution 6; over its different
topics. That means that each topic has a certain probability or weight for d, and
for each topic k a distribution of words 6, (Blei 2012). The hidden variables
of the distributions are computed with the Gibbs sampling scheme by using
parallel processing, where the weights per word are determined to maximize their
probability of occurring in a given topic (Newman et al. 2009).

For the LDA, we used an iterative approach that tries to optimize the hyper-
parameters for the topic generation, i.e., the number of topics, alpha and beta
heuristics, as well as some evaluation measures like the topic coherence and the
topic perplexity (McCallum 2002). Such an iterative approach tries to optimize these
parameters in multiple iterations to produce a good result. Evaluating the results
of an LDA is difficult, since topic discovery is an unsupervised process. There is
no gold standard for evaluating topics. Thus, to evaluate the latent space of topic
models, we need to collect exogenous data. Chang et al. (2009) and Mimno et al.
(2011) showed that the quality of topics can be measured and compared by the
coherence value of the topics. Coherence measures the degree of semantic similarity
between high-scoring words in a topic. These measures help to distinguish between
topics that are semantically interpretable and topics that are artifacts of statistical
inference (Mimno et al. 2011). The goal of our analysis was to obtain distinguishable
topics that are semantically coherent and, therefore, human-interpretable.

Another often-used metric for the quality of topic models is the perplexity of
models. Perplexity is a statistical measure of how well a probability model predicts a
given sample. Chang et al. (2009) showed that human judgment and perplexity often
do not correlate, or even anticorrelate. Regarding the optimal topic size, according
to Mimno et al. (2011), there is no definitive optimal topic size. However, smaller
topics seem to be of better quality.

Taking this information into account, we performed different iterations of LDA
and compared the corresponding average coherence values Cypqs5 to decide on the
optimal topic size for our analysis. The details and results of this process will be
described in Sect. 2.3.2.

2.3.1.3.2 Expert Analysis and Refinement

The topics proposed by the LDA were then manually labeled and refined by the
authors of Muff and Fill (2023d) and an external expert in an iterative procedure. By
looking at the different words allocated by the LDA to the topics and considering the
list of the most probable assigned topic for each paper, we allocated labels to each
topic (Topic labeling/exclusion). After this first manual topic labeling, the papers
were assigned manually to one of the topics. As proposed by Vessey et al. (2002),
by screening the titles of the papers, two experts assigned the papers independently
of each other to exactly one topic. Each disagreement between the reviewers was
then discussed in multiple iterations to find a consensus based on the abstracts of
the contributions (7itle and abstract screening).
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To verify the agreement of the reviewers, we calculated the inter-rater reliability
(IRR) by using Cohen’s Kappa (k) (Cohen 1960) (Comparison of allocation). These
steps were repeated until reviewers one and two reached an agreement on their
allocation. Thereby, the topics could also be refined by renaming them or merging
similar topics, if found necessary, during the manual evaluation (Refine topics). This
resulted in the final list of topics.

As an extension of the labeling process for two reviewers proposed by Vessey
et al. (2002), a third reviewer manually assigned the articles to the final topics
derived by reviewers one and two through a title and abstract screening (Reviewer
3 Title and abstract screening). The goal was to validate the reliability of the final
assignment of the first two reviewers. Again, the IRR between the decision of the
third reviewer and the joint assignment of reviewers one and two was calculated
(Comparison of allocation). First, the third reviewer only had the titles of the articles
available. In a second iteration, reviewer three looked at the abstracts of the papers to
which he did not assign the same topics as reviewers one and two. He then decided
whether to assign a different topic.

2.3.2 Results of the Literature Study

In this section we, describe the results obtained from the literature search process
(Sect. 2.3.2.1), as well as of the content-based data analysis process described in
Sect. 2.3.1.

2.3.2.1 Results of Literature Search

As described in the methodology section above, initially 15 outlets or journals
were examined. We manually looked through the content tables of the outlets and
searched for the terms augmented reality, virtual reality, AR, VR, and 3D. The
abstracts of the resulting set of articles were used to decide whether they are relevant
for the analysis. A paper was considered relevant if it addressed at least one of
the above areas, as well as conceptual modeling. In the context of Muff and Fill
(2023d), conceptual modeling was regarded in a broad sense, that is, relating to
the formal description of some aspect of the world around us based on a schema
for the purpose of human understanding and communication (Mylopoulos 1992;
Hirer and Fill 2020). Initial screening of the 15 outlets and journals resulted in
a list of 30 relevant initial articles. The forward- and backward searches based on
these articles resulted in a list of 248 articles. Subsequently, a more detailed analysis
of whether each article indeed involved conceptual modeling, as delimited above,
was performed. By manually reviewing the abstracts or full texts as appropriate, the
set of papers was reduced to a final list of 201 relevant articles. The lists used for
the entire process of this study are available in the online appendix (Muff and Fill
2023a).
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Fig. 2.12 Number of articles published per year with a linear trend line. The year 2022 was not
considered since not all publications were yet available at the cut-off date of the analysis. Adapted
from Muff and Fill (2023d)

Looking at the number of publications over time, there is a clear upward trend in
the number of published papers with a slope of m = 0.4675—see Fig. 2.12. Papers
from 2022 were excluded here, since at the time of the analysis not all papers from
2022 were published.

Furthermore, the publications are spread over many different outlets. Only 30 of
the 201 relevant papers were published in one of the 15 outlets initially defined. In
total, the 201 papers were published in 143 different outlets. 30 of them had more
than two, and only 12 of these outlets had three or more publications in the observed
time span—see Fig. 2.13. From the initial 15 outlets only CAiSE, BMSD, ECIS and
Computers in Industry have three or more relevant publications.

2.3.2.2 Results of Computational Topics Analysis

Based on the methodological information for the computational data analysis
above, we performed multiple LDAs on our raw data set with seven to 13 topics.
Average coherence values Cypzqss varied between —3.369 and —4.257, where
lower values are considered as better (Mimno et al. 2011)—see Fig. 2.14. Since
Cumass decreases rapidly at first and remains relatively stable between the LDAs
with ten and 13 topics, we decided to analyze the model with ten topics that have
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an average coherence value of Cypqss = —4.203. We assume that the coherence
would be much better with a very high number of topics. Since subjective labeling
of topics would become very difficult with a high number of topics, we limited
the number of topics to ten. Furthermore, we chose five tokens per topic as topic
size. The results of the LDA with ten topics are visible in Table 2.1. Therefore, for
each topic, the five most weighted tokens and their respective weight are listed. For
example, Topic 0 has the most weighted terms system, maintenance, context, user,
and information. The order of the topics does not have a specific meaning. We did
not look at the summed weights of the topics since this was not of interest in this
analysis.

In addition, the LDA provides a list of all papers with the probability assigned
according to the different topics. Over a set of documents, each document d is
represented by a statistical distribution 6; over its different topics. This means
that each topic has a certain probability or weight for d, and for each topic k a
distribution of words 6, ; (Blei 2012). The hidden variables of the distributions
were computed with the Gibbs sampling scheme using parallel processing, where
the weights per word are determined to maximize their probability of occurring in a
given topic (Newman et al. 2009).

Only 27 (13%) papers had a most probable assignment of <0.5 to one of the ten
topics. The rest of the 174 papers had the most probable assignments of >0.5 and
101 papers (50%) had the most probable assignments of >0.7. This means that the
majority of contributions were assigned to one of the ten topics with a much higher
probability than to the remaining topics, which can be regarded as a clear allocation
to one topic.

Since there is almost no human interference, LDA is a relatively objective
process. The LDA process is only influenced by the subjective selection of the
analysis parameter, e.g., the topic size. The computational analysis itself is entirely
objective and is therefore well suited as an objective ground truth for further analy-
sis. Nevertheless, these first results require some interpretation and contextualization
to increase their value.

2.3.3 Result of Topic Refinement

In this section, we show the results of the labeling and revision of the ten initial
topics through expert assessment, as well as the allocation of the different papers to
these topics.

2.3.3.1 Refined Topics

To label the ten topics, the two authors of Muff and Fill (2023d) considered the
words assigned to the topics by the LDA together with the list of the most probable
topic for each article, as visible in the research protocol in the Literature Analysis
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Fig. 2.15 Visualization of the topic evolution in the first refinement steps. LDA Topics: Initial
topics delivered by the LDA analysis with the five most weighted words each. The order of the
topics has no systematic ranking. Refined Topics: Topics according to the expert topic labeling

section in Fig. 2.10. As described above, the most probable topic for each article is
the one to which the LDA assigned the article with the highest probability.

Then, a label was commonly decided for each LDA topic—see Fig. 2.15. Some
topics required specific treatment: Topic 8 consists of the terms system, service,
glass, smart, and information. This indicates a focus on smart glasses, which have
been explicitly researched in several of the selected articles. Since this seems to be
hardware-specific, it was decided to exclude this topic from the subsequent analysis.

In the next step, further topic refinements were made. Topic 7 and Topic 9
were considered similar in terms of their research area. The terms sysml, uml,
diagram, and visualization were interpreted as related to software or system
visualization. Thus, they were merged into one topic with the label Software and
System Visualization. As shown in Fig. 2.15 (Refined Topics), of the 10 LDA topics,
eight topics were kept for further analysis.
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Table 2.2 Agreement

Kappa statistic | Strength of the agreement
measures for Cohen’s Kappa

according to Landis and Koch <0.00 Poor

(1977) 0.00-0.20 Slight
0.21-0.20 Fair
0.41-0.60 Moderate
0.61-0.80 Substantial
0.81-1.00 Almost perfect

2.3.3.2 Paper Allocation and Final Topics

After the initial labeling of the topics, each article was manually assigned to one of
the topics by the two authors of Muff and Fill (2023d) to express the main focus of
each paper through a single assignment. The resulting IRR in the form of Cohen’s
Kappa (Cohen 1960) after the first allocation was k = 0.617. According to Landis
and Koch (1977) values between 0.6 and 0.8 indicate substantial agreement—see
Table 2.2.

After agreeing on the allocation of papers to the various topics, reviewers one
and two again discussed and refined the topics. Thereby, the topics User Aspects
and Interfaces, and User Environment and Virtual Worlds were combined into one
topic entitled User Aspects and Development Approaches, which was considered as
a more suitable, common label when inspecting the underlying papers. This resulted
in the final set of the seven topics visible in Fig. 2.16 (Final Topics).

As shown in Table 2.3, 63 papers (31.3%) were allocated to the topic Business
and Process Aspects, followed by 37 papers (18.4%) allocated to Software and
System Visualization, 31 papers to User Aspects and Development Approaches
(15.4%), 26 papers to Semantic Aspects (12.9%), 23 papers to Training and
Simulation (11.4%), 14 papers to Concepts and Languages (7%), and 7 papers
to System Maintenance (3.5%). We will discuss the final topics and its main
contributions in more detail in the next section.

2.3.3.3 Quality Audit

For additional quality assurance, it was reverted to a third reviewer who assigned the
201 articles to the final seven topics considering only the title of the contributions.
The resulting IRR compared to the final allocation of reviewers one and two was
k = 0.520, indicating moderate agreement (Landis and Koch 1977)—see Table 2.2.
After the initial screening of titles, the third reviewer reviewed the abstracts of
papers that had not been assigned the same topic as the first two reviewers. The
assignments of the other reviewers were not revealed to the third reviewer. Based
on the abstracts, the third reviewer decided whether to assign a different topic or
maintain the initial selection. After this step, the resulting IRR in comparison to



50 2 State-of-the-Art and Related Work

| System Maintenance

System Maintenance |

User Aspects and
Interfaces

Concepts and Languages

Concepts and Languages

Business and Process
Aspects

Business and Process
Aspects

Semantic Aspects User Aspects and

Development Approaches

Training and Simulation

Semantic Aspects |

User Environment and
Virtual Worlds

Training and Simulation |

Software and System
Visualization

Software and System
Visualization

[ 7]

Smart Glasses

Fig. 2.16 Visualization of the topic evolution in the second refinement steps. Refined Topics:
Topics according to the expert topic labeling. Final Topics: Final seven topics after the last
refinement step

Table 2.3 Distribution of the 201 papers (nPapers) over the final seven topics in alphabetical
order after the final allocation by reviewers one and two, and a visual distribution of the papers
over time. Adapted from Muff and Fill (2023d)

Topic name nPapers Dist. 2000-2022
Business and process aspects 63

Concepts and languages 14 I e A
Semantic aspects 26 I
Software and system visualization 37 g g _.h_
System Maintenance 7 -l .

Training and Simulation 23 e - A
User Aspects and Development Approaches 31 - ‘ . | _._
Total 201
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the final allocation of reviewers one and two increased to k = 0.655, indicating
substantial agreement (Landis and Koch 1977).

With the insights gained above, we can now advance to the discussion of our
findings in relation to the main contributions of combining conceptual modeling
with virtual and augmented reality, as well as the initial directions proposed for
VR/AR-assisted modeling and knowledge-based VR/AR (see Fig. 2.9). In addition,
we will highlight areas that have not yet been covered by research.

2.3.4 Discussion of Findings

This section discusses the findings introduced in the results section above—
see Sect. 2.3.2. First, a short overview of the retrieved contributions is given
(Sect. 2.3.4.1). Second, the main research streams of the past 20 years in the area
are discussed (Sect. 2.3.4.2).

2.3.4.1 Overview of the Retrieved Contributions

The question of the main contributions of combining conceptual modeling with
virtual and augmented reality can be answered directly in terms of the literature
search (Sect. 2.3.2.1). The 201 relevant publications are spread over several outlets,
and no single outlet dominates. The research field under analysis shows a significant
increase in publications, suggesting potential for future research efforts.

2.3.4.2 Main Topics of Combining Conceptual Modeling with VR/AR

By discussing the results of Sects. 2.3.2 and 2.3.3, and reflecting on possible
application areas that would drive research and industry forward, we can identify
the main topics that have been studied in the past and highlight the areas that require
further research. Regarding the identification of the main topics, we need to consider
the final topics, their interpretation, the allocation of the articles to these topics by
the reviewers, as well as some exemplary contributions to these topics. It should
be noted that the labeling of the different topics is a subjective task and that other
reviewers may assign different labels. However, we tried to mitigate this subjective
factor by conducting an objective LDA analysis as a basis for further investigation.
Furthermore, the labeling of the different topics was performed by two reviewers
in an iterative process, and dissenting opinions were discussed. The final topics and
their interpretation, as well as some sample papers that the reviewers assigned to
these topics, are discussed in the following.
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Fig. 2.17 Business process life cycle adapted from Weske (2019)

2.3.4.2.1 Business and Process Aspects

The articles assigned to the topic Business and Process Aspects deal mainly with
business process management. Regarding the traditional life cycle of business
processes according to Weske (2019) (see Fig. 2.17), three of the four components
of the life cycle are subject of research related to VR/AR. Design/Analysis [R90,
R169, R244],7 Configuration [R72, R193], and Enactment [R152, R173, R219]
have been subject of research related to VR/AR. We could not yet discover research
on the Evaluation of business processes related to VR/AR. This is surprising since
VR/AR devices provide a variety of sensor data that would be predestined for
process evaluation. The areas VR/AR-assisted modeling, e.g., [R96] and knowledge-
based VR/AR, e.g., [R1, R158] are both present in research.

7 For print readers: All “R” references point to a repository on https:/fabian-muff.github.io/
BMSD23. The files can be downloaded at https://doi.org/10.5281/zenodo.7794278.
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2.3.4.2.2 Concepts and Languages

The topic Concepts and Languages contain contributions like languages for model-
ing VR/AR systems, or for authoring VR/AR content. Thereby, we could identify
the three main streams: content creation [R88, R186], metamodeling [R147, R26],
and concepts for model-driven code generation [R184, R119]. All these research
streams can be related to knowledge-based VR/AR, either for design-time, or for
run-time, i.e., real-time content creation. What seems to have not been covered so
far is the combination of knowledge-based VR/AR and VR/AR-assisted modeling in
a generic way, e.g., for allowing VR-based model-driven engineering of VR/AR
applications, which could be useful for simulating the interaction with 3D environ-
ments in VR prior to their realization using AR.

2.3.4.2.3 Semantic Aspects

For structuring the papers allocated to the topic of Semantic Aspects, we found that
they can be related to the seven components of the semantic web framework derived
in Garcia-Castro et al. (2008)—see Table 2.4. Considering these components, we
found approaches for Querying and Reasoning [R4, R148, R206], Ontology Engi-
neering [R41, R205], Ontology Instance Generation [R160, R208], and Semantic
Web Services [R188]. The assignment to VR/AR-assisted modeling or knowledge-
based VR/AR is not always clear. It depends on whether the semantic aspects are
used for modeling ontology-driven VR/AR applications [R41], for semantic aspects
such as reasoning for AR during run-time [R148], or for generating models by
analyzing the sensor data of VR/AR devices. This last point seems to be missing
so far in the found papers.

2.3.4.2.4 Software and System Visualization

In Software and System Visualization the focus is on requirement gathering and
analysis, designing, coding, testing, and maintenance and support, that is, on the
software development life cycle from Khan (2021)—see Fig. 2.18. Most of the

Table 2.4 Components of
the semantic web framework
according to Garcia-Castro

Semantic component: Examples:

Data & Metadata management |—

et al. (2008) with Querying and reasoning [R4, R148, R206]
contributions found for the Ontology engineering [R41, R205]
different components of the Ontology customization _

framework

Ontology evolution -
Ontology instance generation | [R160, R208]
Semantic web services [R188]
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discovered papers deal with analyzing [R58, R142, R155, R156 R157] (knowledge-
based VR/AR) and designing [R105, R177] (VR/AR-assisted modeling) software and
systems. Only few addressed testing and maintenance of software and systems [R9,
R85] and none have addressed so far the coding phase.

2.3.4.2.5 System Maintenance

System Maintenance is an area where VR/AR is used in relation to maintenance
activities, e.g., modeling languages and VR/AR systems guiding maintenance
processes on the basis of conceptual models [R78, R99]. This refers mainly to
the area of knowledge-based VR/AR as described at the beginning of the chapter.
When considering the different types of maintenance, e.g., improving, preventing,
and correcting (Mobley 2011)—see Fig. 2.19, all types are covered by the found
approaches, since most of them are not bound to a particular maintenance type.

2.3.4.2.6 Training and Simulation

The contributions in this topic mainly focus on training and simulation aspects, such
as business process training. Mostly, contributions in this area can be allocated to the
area of knowledge-based VR/AR for design- or run-time. Most research is conducted
in training applications involving virtual worlds for desktop applications [R8, R34,
R121] followed by VR training environments [R182, R234]. Very little research
has been done in the area of AR training applications combined with conceptual
modeling [R75, R228]. This is an area that should be explored further, as AR
training offers many potential application scenarios in different areas, for example,
in the education of machine use or in health-related processes.
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Fig. 2.19 Structure of maintenance according to Mobley (2011)

2.3.4.2.77 User Aspects and Development Approaches

The topic User Aspects and Development Approaches is twofold. First, contribu-
tions that focus on the user, that is, user interaction [R57], user interfaces [R29], and
collaboration [R215]. Second, research that focuses on development approaches,
i.e., approaches investigating content authoring [R42, R102], model-driven develop-
ment [R30, R46], and the development of virtual worlds [R25]. Both of these main
streams cover primarily design-time aspects, and therefore, belong to knowledge-
based VR/AR. Only very few contributions dealt with pedagogic or learning
aspects [R132]. This is surprising, as there is a lot of ongoing research on general
VR/AR learning approaches, as recently shown by Chen et al. (2017).

2.3.4.2.8 Areas Not Covered in Research

From the above descriptions and the papers mentioned, it becomes clear that most
of the contributions found in our analysis are positioned in the area of knowledge-
based VR/AR where models are used as input for VR/AR applications. Currently,
there exist very few approaches where modeling in VR/AR, or the automated
elicitation of models is considered. Furthermore, only some contributions focus on
the pedagogical and learning aspects in AR modeling. Regarding missing areas,
some aspects are not yet covered by research at all. For example, approaches
combining knowledge-based VR/AR and VR/AR-assisted modeling, allowing the
interplay of these two areas. Further, we could not yet identify approaches on the
evaluation of business processes using VR/AR and no approaches for the semantic
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elicitation of conceptual models during run-time, e.g., for generating conceptual
models based on the user context.

2.3.5 Related Studies

Through research and analysis, we state that to this day no literature review has
systematically explored the union of conceptual modeling with VR and AR. It is
worth mentioning that Pohler and Teuteberg (2021) conducted a prior review in the
field. It is important to note that their focus was specifically on the application of
VR for business processes rather than conceptual modeling in its entirety. Thus, our
findings highlight the novelty and importance of our review in filling this gap in the
existing body of literature.

2.3.6 Summarized Findings of Literature Study

In this chapter, we discuss a systematic literature review, a computational biblio-
metric study, as well as an expert-driven classification of articles that combine
conceptual modeling with VR/AR. The analysis indicates a definite upward trend in
the number of publications within this research domain. There have been no specific
venues for this area so far, but contributions are dispersed across various outlets.

Furthermore, in comparison to the most promising industry use cases as proposed
by the Augmented Reality for Enterprise Alliance (AREA) (AREA 2022), which
acts under the umbrella of the OMG, 11 out of those 13 use case areas are also
covered by our analysis. Only the areas remote assistance and marketing and sales
did not become apparent in our study. This large overlap illustrates the relevance of
the topics researched in academia for industry. Table 2.5 shows a description of the
AREA use cases, mapped to the topics derived in this analysis.

2.3.6.1 Discussion of Aspects of Conceptual Modeling with VR/AR

Research analyzed in this study includes VR/AR-assisted modeling and knowledge-
based VR/AR. The emphasis has been heavily on knowledge-based VR/AR thus far,
and there are only few publications discussing VR/AR-assisted modeling.

When looking more deeply at the different aspects of VR/AR-assisted modeling
and knowledge-based VR/AR, we can again relate to the aspects of conceptual
modeling in general, discussed in Sect. 2.1.1. Again, we can distinguish between
interaction aspects, i.e., VR/AR-assisted modeling, and flexibility aspects, i.e.,
knowledge-based VR/AR. Thus, the interaction aspects relate mainly to design-
time creation of conceptual models with the help of virtual or augmented reality. On
the other hand, knowledge-based VR/AR can be divided into design-time and run-
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Conceptual
Modeling and
VR /AR
Interaction Flexibility
Aspect P
Z:Zi/sizdR Knowledge-
Modeling based VR / AR
Design-time Design-time Run-time

VR /AR
Application
Running Models

Modeling VR / AR
Applications

Fig. 2.20 Visualization of the different aspects combining conceptual modeling and VR/AR
distinguishing interaction aspects and flexibility aspects

time aspects, i.e., modeling of VR/AR applications with model-driven approaches,
respectively VR/AR applications which take conceptual models as input for creating
VR/AR scenarios. Figure 2.20 shows these different aspects in a visual tree.

2.3.6.2 Limitations of the Literature Study

While we reviewed a substantial number of publications, the study discussed
here is not without limitations. To begin with, the selection of literary sources
in our research could have been more diverse. Nevertheless, by conducting a
comprehensive forward- and backward search for each article, we are confident that
we have included the majority of relevant papers. We relied solely on unigrams for
our computer-assisted content analysis. We did not consider bi-grams or n-grams,
as this would have increased the complexity. This could be considered for future
extensions of the study. Finally, we allocated papers to only one topic, following
the proposal by Vessey et al. (2002). Nevertheless, multiple allocations could be
implemented to gain further understanding of topic overlap.

2.3.6.3 Open Issues

This section presented a valuable overview of the research conducted in the past
two decades on the integration of conceptual modeling with virtual and augmented
reality, spanning from 3D environments on 2D desktops to handheld or head-worn
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mobile virtual and augmented reality devices. A variety of different application
scenarios in various domains were explored. However, these scenarios were mainly
illustrative and did not provide a systematic analysis of the different potential
application areas. What is missing is a holistic analysis of the metamodeling
area in regard to XR. Therefore, in a first step to such an in depth analysis of
pairing conceptual modeling with extended reality, the next chapter will propose
a systematic methodology for deriving use cases and offer a comprehensive survey
of possible application scenarios, including the derivation of generic requirements
for pairing metamodeling with extended reality.

2.3.7 Additional Data of the Analysis

The bibliographies of the document corpora [R1-R248], as well as the various
lists [T1-T8] documenting the whole process shown in Fig. 2.10 are available as
HTML files online.® In particular, we provide lists with the initial papers [T2], all
papers [T3], papers per journal [T4], the most probable topics per paper [T5], as
well as the assignments of the reviewers during the review process [T6, T7, T8, T9].

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

8 https://doi.org/10.528 1/zenodo.7794278 last visited on: 01.03.2024.


https://fabian-muff.github.io/BMSD23
https://fabian-muff.github.io/BMSD23/additional_tables.html
https://fabian-muff.github.io/BMSD23/additional_tables.html#initial_paper_list
https://fabian-muff.github.io/BMSD23/additional_tables.html#all_paper_list
https://fabian-muff.github.io/BMSD23/additional_tables.html#papers_per_journal
https://fabian-muff.github.io/BMSD23/additional_tables.html#lda_most_probable_topic_per_paper
https://fabian-muff.github.io/BMSD23/additional_tables.html#allocation_by_reviewers_1_and_2
https://fabian-muff.github.io/BMSD23/additional_tables.html#final_allocation_by_reviewers_1_and_2
https://fabian-muff.github.io/BMSD23/additional_tables.html#comparison_i3
https://fabian-muff.github.io/BMSD23/additional_tables.html#comparison_i4
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.5281/zenodo.7794278

Chapter 3 )
Derivation of Generic Requirements Qe
for Metamodeling for Extended Reality

Some parts of this chapter has been published in a similar form as a research paper in: /2th
International Symposium, BMSD 2022 with the title: Use Cases for Augmented Reality
Applications in Enterprise Modeling: A Morphological Analysis (Muff and Fill 2022b).

This chapter discusses a generic analysis of potential use cases for augmented
reality in combination with metamodeling, especially in the area of enterprise
modeling. Since the mapping of conceptual knowledge to the real world and vice
versa is of particular interest, this analysis mainly focuses on augmented reality and
not on virtual reality. As discussed in Chap. 2, the resulting generic requirements
are also valid for VR. For the systematic derivation of potential use cases, we refer
to morphological analysis as a research methodology.

Morphological analysis has a long tradition, and its use as a scientific method
is usually attributed to Goethe, who used it to structure organic bodies (Ritchey
2006). However, Zwicky (1989) proposed a modern form of general morphological
analysis that can also be applied to abstract phenomena. He describes morphological
research as the possibility of seeing and recognizing connections in the totality of
material objects, phenomena, ideas, and conceptions, as well as a human activity
for constructive creation. The method of morphological analysis comprises the
following steps:

1. Exact description and appropriate generalization of the problem.

2. Determination and localization of all parameters determining the solution of the
problem.

3. Establishment of the morphological schema from which all solutions of the given
problem are inferred without prejudice.

4. Evaluation of all solutions on the basis of a certain chosen standard of values.

5. Choice of the optimal solution and progression to the final design.

In a previous paper, Grum and Gronau (2018) had reverted the methodology of
morphological analysis by presenting a morphological schema for bidirectional AR
modeling. However, their morphological analysis focuses more on the modeling

© The Author(s) 2025 61
F. Muff, Metamodeling for Extended Reality,
https://doi.org/10.1007/978-3-031-76762-3_3


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-76762-3_3&domain=pdf
https://doi.org/10.1007/978-3-031-76762-3_3

62 3 Derivation of Generic Requirements

activity itself and not on the derivation of new use cases as in this analysis. For the
derivation of our morphological schema, expert workshops have been conducted as
an additional research methodology (Thoring et al. 2020). In three workshops with
five experts, the morphological schema as well as the use cases proposed in this
chapter were derived.

3.1 Morphological Schemes for Augmented Reality
and Enterprise Modeling

For the derivation of new use cases in the area of enterprise modeling and augmented
reality, we designed two morphological schemes—see Figs. 3.1 and 3.2. The
morphological schemes represent the two areas of augmented reality and enterprise
modeling as origins. These are refined into parameter dimensions. Each of the
dimensions has different characteristics, denoted as values. The dimensions and the
according values were defined at the beginning of the workshops by analyzing the
domain of the two origins.

o o o o
Origin| Dimension Values
GPS Position Yes /No
Indoor Position Yes / No
Relative Position Yes /No
Orientation User-Device / Device Orientation
Eye Tracking Yes / No
Type of Device HMD / Tablet / Smartphone / Artificial Lenses
Audio Input Yes /No
AR Audio Output Yes / No
Acceleration Data Yes /No
Depth Camera Yes /No
Camera Yes /No
Gesture Recognition Yes /No
3D Controllers Yes/No
Internet Connectivity Yes/No
Collaboration Yes /No

Fig. 3.1 Morphological schema for deriving use cases in the origin augmented reality
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Origin| Dimension Values
Perspective Strategic Perspective / Busines§ Process
Perspective / IT Perspective
. Knowledge Elicitation Formal / Semi-Formal
Enterprise Simulation Yes/No
Modeling Human Understanding Expert Level / Laymen Level
Machine Processing Yes/No
State As-Is / To-Be

Fig. 3.2 Morphological schema for use cases in the origin enterprise modeling

3.1.1 Description of the Solution Space

For the origin augmented reality, we included the following dimensions, which
are commonly found in state-of-the-art AR devices: The tracking of the Global
Positioning System (GPS) position, the tracking of the indoor position, the tracking
of the relative position in regard to the user position, the orientation of the device—
i.e., whether it is set by the user or inferred from the device, the availability of
eye tracking, the type of device, the availability of audio input, output, acceleration
data, a depth camera, a standard camera, gesture recognition, 3D controllers, internet
connectivity, and collaboration features.

For the origin enterprise modeling, we first specified the main focus of a solution
in terms of the perspective (Frank 2014; Sandkuhl et al. 2014). Possible values are
the Strategic Perspective, e.g., including business models, performance indicator
models, capability models, or product models. Second, the Business Process
Perspective, e.g., comprising business process models, organizational models, or
skill models. And finally, the IT Perspective, e.g., including IT service models, IT
architecture models, or SLA models. In addition, we distinguish between two types
of knowledge elicitation for representing enterprise models (Bork and Fill 2014;
Fraser et al. 1994): Formal and semi-formal representations. Further dimensions
that were added specify whether simulation of the models is possible, whether the
models are directed towards experts or laymen (human understanding), whether
machine processing of the models is possible, and whether the models are of
descriptive (as-is) or prescriptive (to-be) state—see Fig. 3.2. When combining
values across dimensions, there is a vast number of possible combinations. The
combination of all possible values shown in Figs. 3.1 and 3.2, would yield a total
of 6,291,456 solutions. Since an analysis of such a large number of solutions is not
feasible in practice, we introduced limits for the potential solution space.
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3.1.2 Limiting the Solution Space

For the origin augmented reality, we limited the origin to the use of head-mounted
displays. In particular, we consider the characteristics of the Microsoft HoloLens. !
This excludes by default the use of GPS positions, indoor positions, eye tracking,
and 3D controllers, since the device does not support these features—see upper part
of Fig. 3.3 for supported features. Thus, these dimensions are held constant, and
thereby reduce the number of possible solutions. For the origin enterprise modeling,
we chose to analyze the values for the perspective dimension separately. Thereby,
we keep one perspective constant, e.g., the business process perspective, and vary
only the other dimensions. This resulted in a reduced solution space, as shown in
Fig. 3.3.

With the restriction on AR HoloLens for the first origin and to the three
perspectives in the second origin, the total number of possibilities is reduced to 96
combinations. In the following sections, the results of our workshops are described.
In the workshops, we analyzed the 96 combinations and derived new use cases for
the combination of EM and AR.

3.1.3 Exemplary Use Case for the Strategic Perspective

On the strategic perspective, the workshop provided us with multiple use cases.
For the first expert workshop, the Perspective dimension has been fixed to the
value Strategic Perspective. This perspective looks at models like business mod-
els, performance indicator models, capability models, or product models. In the
following, we describe a use case for the collaborative modeling of a business
model canvas (BMC) (Osterwalder and Pigneur 2010; Wieland and Fill 2020).
The BMC is used to support the design of business models in a visual way. Since
there is no formal definition of BMCs, the dimension of Knowledge Elicitation is
set to Semi-Formal. There is no Simulation available for the classical BMC? and
the Human Understanding dimension is more oriented towards laymen rather than
experts in respect to the required EM skills. A traditional BMC is not machine-
processable. However, since the processing of the model is required for a use case
like the one described in the following, we revert here to an extension of BMC that
allows interconnection of different constructs of the BMC and makes it, therefore,
processable (Wieland and Fill 2020). Thus, the dimension Machine Processing is set
to Yes. Further, a BMC is mostly about a desirable state in the future, which is why
the value of the State dimension is To-Be. The values of the different dimensions for
the strategic perspective are marked in Fig. 3.4 with blue rhombuses (#).

Uhttps://www.microsoft.com/en-us/hololens last visited on: 01.03.2024.
2 Extensions allowing for simulation have been proposed by Romero et al. (2015).


https://www.microsoft.com/en-us/hololens

65

(92T0) 11 pue gny woly padepy
‘(W) 9anoadsiad 1 pue ‘(@) 9anoadsiad sseooid ssoursnq ‘(4) oanoadsiod d139)ens :suorsuawirp dAnsadsiad JuarolIp ay) 10J ewdyds [esr3ojoydiolN €€ “S1

Morphological Schemes for AR and EM

3.1

VO & ol lVO & SIS, o]
<O < oN|VO & SQA Suissasoag sunpepl
vO ¢ a0 uowke (WO @ o0 padxgl] Suipue)jsiopu) uewngy wﬂm—oﬁcz
VO & NIV O & SO A uoneWIs| Qmmhﬁhowﬁm—
VO & reuno J-1wss (WO < Teuro g uoneINI[ I3pajmouyy
— v PaT LIl ©  19A9T ssa0014 ssouisng @ 19197 21391819 [PA]
oN|VO @& SQ A uoneIoqe[o))
ON 40’ S A £JIAIIUUO)) JOUI)U]|
VO & ON SOA| SII[[01U0)) (€|
ON 40‘ S A uonIug093Yy 3.1n)sI0)
ON <O <& SOAM vIUWE))
ON 40‘ SO A ewe) Ppdoql
ON <O < SQ A ©)e(J UOHBIIIY]
oN| YO @& SOX mdinQ opny AV
oN|VO @& SO jnduy orpny)|
— SASUQT [RIDNIY suoydyrewrg 19[qe ], 40‘ ansl 1A Jo AdA Y,
40‘ ON RN Sunpoea], L]
uoneiueliQ M| YO @ 20140/ 1esnf uoneIUILIQ
ON 40‘ SO A uonIsod dANB[Y
vO ¢ ON Sa A uonIsoq Joopuj|
VO & oN S| uonIsod Sdo)|
sanje A uorswawiq | wsLQ




3 Derivation of Generic Requirements

66

(#) 2anoadsiad 01397815 9U) UO SEI SN AY) J0J BWAYDS [eo130[oydIojN '€ "SI

<@ 2g-0], S-SV BER |
oN| @ SO A Suissadoag o:EuaE—
® [9A9T uSwAe | [or9T 11adxgf Surpueysiopun uewngl] SuIPpoOIAl
<® oN SIA uonemnuns|  ospadaoyuy
<® [BULIO,[-TWIDS [euno ] woneypIY d3pajmouy|
_ aAnoadsiag 11 9A109dS19 $590014 ssouisng| € 9Anoadsiog o139)eng 9:32—?5&—
oN| @ S9A| =c=§onn=eo—
oN| @ soxl  Ananosuuo) jousayugl
< ON SA A SI3[[0.NU0D) (¢
oN| @ Sa A uonu3033y 2amysanf
oN| @ Sa X SoEsU—
oN| @ SO A erawe) pdagl
oN| @ SO | Bje(] UOHRIIIIIY)|
ON| @ SO A mdinQ o1pnyj sudJO[0H AV
ON| @ SQ A ynduj orpny]|
_ SOSUQT [eIONIY ouoydyrewrg w[qel| ¢ ansl 149 Jo adA I}
< ON SO Supjoea], Pmm——
UONEULLI] 201A0(] | @ 90179 / Josnfl :2«3:3..0—
ON| @ S9 A uonIsoq 952«&—
< ON SA A uonisog 52::—
<& oN so] uoyisog S0
sonjeA uorsuwdwi( | uwsLiQ




3.1 Morphological Schemes for AR and EM 67

When looking at the AR HoloLens origin, we must exclude the dimensions of
GPS Position, Indoor Positioning, Eye Tracking and 3D Controller, since the device
does not support such features. In terms of collaboration, multiple users have access
to the same model, i.e., the modeling canvas— dimension of Collaboration. When
multiple users collaborate remotely, representative avatars can be visualized in the
local AR environment in relative position to the model. This helps overcome barriers
related to location-independent collaboration. Since the canvas could be virtually
projected using an AR device, the participants can be at different locations for
remote modeling and analysis. The model may be rendered in different sizes and the
participants could walk around the 3D model. Therefore, the morphological schema
is set to Relative Positioning and User/Device orientation. To retrieve information
about objects in the real environment and the movement of the user, Acceleration
Data, Depth Cameras and normal Cameras are used in the HMD.

When it comes to the modeling part, i.e., interaction with the models, various
options are made available. Any part of the model could be manipulated through
voice commands or hand gestures—dimensions of Gesture Recognition and Audio
Input. One could navigate through the model and modify parts of the model
with a voice assistant. Further, there may be a modeling assistant that guides the
user through the modeling process similar to a voice bot—dimensions of Audio
Input/Output. In addition to voice and gesture control, real objects could be linked
to the model. Camera sensors may be used, e.g., to digitize documents or notes and
integrate them directly into the model—again the dimension of Camera.

When looking at the information available for modeling, the user and the
assistant have access to various other enterprise models and IT systems to retrieve
additional information required to create the BMC. For example, there could be
visual or acoustic information on financial indicators related to the business model.
By analyzing sensor data and other information sources, states and consequences
can be inferred through ontological reasoning. Since this requires additional external
information, we revert to the dimension of Internet Connectivity.

Depending on the technical background of the participants, some information can
be more or less important. Thus, the different views of the same model components
can be visualized in different levels of detail for the individual user. Furthermore, if
based on metamodeling, all models created in AR can be visualized and modified
in a traditional 2D or 3D modeling environment and vice versa.

From a general perspective, this use case would create a multitude of new
opportunities. On the one hand, modeling could become easier and more intuitive,
and guided modeling would allow non-experts to participate in the modeling
process. On the other hand, the visual connection to other areas of business modeling
makes it easier to perceive important information and relationships. In summary,
strategic decisions could be made more easily and based on better information by
modeling business model canvases in AR.

Figure 3.5 illustrates an example of an augmented reality application for
modeling a business model canvas in a collaborative environment.
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Fig. 3.5 Example of the BMC modeling use case in augmented reality. Adapted from Goro-
denkoff/stock.adobe.com and Fill and Muff (2024)

3.1.4 Exemplary Use Case for the Business Process Perspective

The Business Process Perspective includes all enterprise modeling activities related
to business processes. In the expert workshop sessions, we encountered use cases in
the area of process elicitation, process support, and process control. In this section,
we present a holistic use case as one example. It is about the elicitation, subsequent
execution, and monitoring of a future industrial manufacturing process using BPMN
in combination with AR. The characteristics of the morphological schema for the
business process perspective use case are marked as green circles (@) in Fig. 3.6.

Knowledge elicitation is set to Semi-Formal as this is common for BPMN
models. Furthermore, the use case does not concern Simulation and the dimension
on Human Understanding is more on the Laymen Level than for experts. The process
can be processed by machines—dimension of Machine Processing. Since the use
case is about the elicitation of a future process, the State dimension is set to To-Be.

Looking at the AR HoloLens origin, we must again exclude the dimensions
of GPS Position, Indoor Positioning, Eye Tracking and 3D Controller. In the use
case at hand, the process already exists in the manufacturing process but is not yet
standardized.

To capture the process, a technical expert uses the AR device, by which the
physical location of the user and the activity are captured relative to an initial marker
pattern provided by the user. The marker defines the origin of the application, and
all positions are calculated relative to this origin. This relates to the dimension
of Relative Positioning and to User/Device orientation and Acceleration Data.
Furthermore, the AR application recognizes that the expert performs some activity
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with the help of camera sensors. This relates to the dimensions of Camera and
Depth Camera. He can define tasks of a process and label them as desired using
a voice assistant and hand gestures—dimension of Audio Input/Output and Gesture
Recognition. In addition, correct sequences, control rules, information flows, and
responsibilities can be defined using voice commands. This information is then
visualized on the AR device. Furthermore, the work environment is captured by
the AR sensors and objects such as machines or environment conditions are added
to the model via annotations—again using Camera and Depth Camera. Through
semantic analysis of this information for the respective process step, additional
actions or measures can be inferred and suggested to be included in the model—for
example, workplace safety measures; see, e.g., Muff and Fill (2022a). For repetitive
activities, the expert can store various objects as a 3D model and document the
specified movements of the objects by executing the activity. Since these actions
may require external services for object recognition through machine learning and
semantic reasoning that may not run on the AR device, the device needs an internet
connection.

After completion of the interactive process elicitation, a domain expert can check
the process model in a conventional 2D environment. The captured process can now
be used to support employees during process execution or to ensure the correct
execution of the process. There are two options for process support. First, the
process can be visualized. In this case, the entire process is shown as a BPMN
diagram superimposed on the real environment using the position information
relative to the initial marker. If the user follows the process flow, he can walk through
it and analyze the entire process in the real environment. The user could further
analyze the process collaboratively, where all users see the same information using
their own AR device—Collaboration dimension.

The second option focuses on real-time assistance during process execution.
Thus, the user receives visual or acoustic instructions about the current task. If the
user is not already at the right position, visual hints are shown to guide the user to the
right position. If a user needs hints about the information flow or responsibilities,
he can ask for them by voice commands, and the appropriate information will be
visualized—Audio Input dimension. In addition, holographic overlays on objects
are visualized, assuming that they were defined during the process elicitation, e.g.,
through video recordings and object recognition. These show the user the exact
procedure to perform a specific task. For example, the movement of a wrench is
displayed at the specified position in the form of a pre-recorded video. During task
execution, additional actions or measures can be inferred and suggested by semantic
reasoning.

Since the exact procedure of the process is determined during the process
elicitation, the application can also be used to check if everything was done
correctly. If the user accidentally skips a task, the AR application notifies him and
guides him to the correct task. Figure 3.7 shows an exemplary AR scenario where
the user is guided through a manufacturing process by visual cues to the next activity
location and a process overview.
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Fig. 3.7 Example of augmented reality business process guiding during a manufacturer process.
Adapted from Tierney/stock.adobe.com

From a business process perspective, this use case presents multiple opportunities
to improve process management using AR. Process elicitation can be carried out
by process experts who are not trained in traditional process modeling, i.e., at a
Laymen Level on the Human Understanding dimension, with the assistance of a
voice assistant and corresponding visual overlays during real-world activities. This
can mitigate misunderstandings between domain experts and modeling experts.
In addition, the technical connection to other enterprise models can improve the
workflow by providing the right information at the right time. Last, cognitive
pressure can be reduced in critical processes, since the system monitors the activities
of the user with the help of the marker-based relative positioning and informs him
in critical situations.

3.1.5 Exemplary Use Case for the IT Perspective

The last EM perspective is the IT Perspective. In the context of this work, this
contains all enterprise models concerning IT-services and IT-infrastructure. For this
use case, we analyze a scenario in which an organization’s hardware landscape will
be represented through the use of ArchiMate models. The characteristics according
to the morphological schema for this use case are marked as red triangles (&) in
Fig. 3.8.
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As in the two other perspectives described above, the dimension of Knowledge
Elicitation for the IT Perspective is Semi-Formal. For this use case, we can
distinguish between the model elicitation and the use of the already finished model.
In both cases there is no Simulation and the dimension of Human Understanding
is set to Expert Level, since the modeling user must have a good understanding of
IT-architecture modeling. In the use case there is no Machine Processing. Since the
IT-architecture is already established, the State is now descriptive. Consequently,
the dimension value is assigned as As-Is.

With respect to AR HoloLens origin, we must exclude the same dimensions as
in the two use cases above. For the model elicitation, the user of the AR application
must go to the physical location where the hardware infrastructure is located.
For example, the user can go to the server room of the enterprise, where all the
servers for the internal applications are running. When starting the application, the
virtual world is mapped to the real world by means of Relative Positioning and
the user’s movements are tracked with User/Device orientation and Acceleration
Data. When approaching a server rack, the devices sensors capture the server rack
and all available information about it, including unique markers for identifying a
particular rack: Dimension of depth camera and normal Camera. The user can select
IT services running on the server from a list by making hand gestures or using voice
commands—dimensions of Audio Input and Gesture Recognition. If the application
has not been saved in the model, the user can use a voice assistant to generate a
new software service element, i.e., Audio Input/Output. The application and related
information, as well as the person responsible for providing that information on the
IT service layer in the enterprise model, are specified. The user is able to determine
the various relationships of the object, and all of these relationships are displayed
in a holographic image for an overview of the object’s dependencies. The enterprise
architecture model can then be visualized and modified on a traditional 2D modeling
platform.

If the user revisits the server room of the enterprise, he or she can get an overview
of the infrastructure by visualizing selected properties of the model layer. The
user can utilize gesture navigation and voice commands to select different views
and examine the relationships with other layers—again Audio Input and Gesture
Recognition. Furthermore, sensors of the AR device can retrieve information about
the environment and with the help of semantic reasoning, additional information can
be inferred. Here, we assume that Internet Connectivity is required. For instance, the
system can present data on heat clusters, and the issue’s specific area is visualized
via the augmented reality device. If two server racks are located adjacent to each
other and they both house essential systems, the application will point out the
problem in a visual way to explain the issue. The real-world mapped models, along
with 3D models independent of location, can be viewed with the cooperation of
other AR users to discuss the model—dimension of Collaboration.

Using such a system enables the modeler and maintainer of enterprise models
to gain a comprehensive understanding of the system. Visualizing dependencies
between individual components in a location-based manner improves comprehen-
sion and expedites the identification of problems and risks. Therefore, enterprise
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Fig. 3.9 Example showing an augmented reality application for solving server problems in an
enterprise server room. The application is reasoning over the context information collected by
sensor data and shows the user a warning: “Two critical applications on one server!”

architecture can be optimized in the real environment and problems and risks can be
identified more quickly.

Figure 3.9 shows an example of an augmented reality application for solving
server problems in an enterprise server room. Thereby the system visually shows
dependencies between different servers and dangerous software dependencies based
on an ArchiMate IT infrastructure model. In this example, the application is
reasoning over the context information collected by sensor data and shows the user
a warning: “Two critical applications on one server!”

3.2 Resulting Generic Requirements

Based on the three holistic use cases presented, the following global generic
requirements (GGR) for metamodeling for extended reality can be derived. These
extend the technical requirements for AR-based enterprise modeling that have
already been discussed in Muff and Fill (2021a), Muff et al. (2022a) and in Chap. 2.
The following requirements are important for the future of AR- and VR-enabled
enterprise modeling scenarios and the combination of metamodeling with extended
reality in general:

* In addition to hand gestures and voice control, other interaction options adapted
for virtual and augmented reality should also be enabled.

» It must be possible to attach virtual objects to real objects by means of anchoring,
i.e., reference point information must be stored somehow in the model.

* Object recognition during run-time must be enabled, e.g., by using machine
learning algorithms for object recognition, as well as semantic reasoning.
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» The accurate positioning of both the user and objects in the physical setting must
be determined, including indoor and outdoor environments.

* To achieve an overlay of the real and the virtual objects and to annotate them
with additional information, the detection of real objects must be possible.

* Based on the real environment, semantic inferences, i.e., states and consequences
about the user’s context must be possible. Possibilities to enable this are, e.g.,
ontological or rule-based reasoning.

* Real-time collaboration should be supported, whether modeling in a multi-user
environment in the same location or over a distance.

e Models must support different views of the same model for different situations.
This may encompass contextual data, for instance, the level of comprehension of
the user.

e The connection of related models and the appropriate visualization of these
connections must be enabled.

Since we presented only an excerpt of possible use cases, the list of generic
requirements is not complete, and there may be other important areas to work on
as well. A more in-depth derivation of specific requirements to join metamodeling
with extended reality will be discussed in Chap. 4.

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
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Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.
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Chapter 4
Specific Requirements for Metamodeling <
for Extended Reality

To combine metamodeling with extended reality, different requirements have to
be met. This chapter introduces new concepts necessary for the combination of
the two domains and derives specific requirements for metamodeling environments
considering VR and augmented reality (AR) in different ways.

Augmented and virtual reality are based on three fundamental core concepts
from the field of computer vision (Schmalstieg and Hoéllerer 2016): (1) Detecta-
bles/Trackables, (2) Coordinate Mappings, and (3) Augmentations. In the following,
different aspects of these three core concepts, as well as other concepts for
three-dimensional environments, such as interaction, or context information, are
discussed in more detail. Consequently, specific requirements for the combination of
metamodeling with extended reality are derived, and the influence of the generic and
specific requirements for metamodeling in combination with extended reality (XR)
are discussed.

4.1 Methodology for Requirements Derivation

To derive specific requirements for metamodeling environments considering VR and
AR, we analyzed the relevant literature on virtual and augmented reality, focusing
on the most important concepts of the technology—see also Sect. 2.2.

Therefore, we analyzed the foundational works of Schmalstieg and Hollerer
(2016) and Doerner et al. (2022). This revealed the three mentioned core areas of
Coordinate Mappings, Augmentations, and Detection and Tracking. Additionally,
the Interaction with VR and AR environment plays an important role.

After analyzing the main concepts of VR and AR, we evaluated their potential
impact on metamodeling in VR or AR from various perspectives. This includes the
different aspects that combine conceptual modeling and VR/AR, as introduced in
Sect. 2.3.6.1, as well as broader areas of metamodeling in general. The following

© The Author(s) 2025 77
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sections provide in-depth introductions to various important concepts and outline
specific, metamodeling related requirements for all the introduced concept.

4.2 Three-Dimensional Coordinate Mappings

Three-dimensional coordinate mappings are among the most important concepts
in VR and AR. Every VR and AR application is based on three-dimensional
(3D) coordinates and therefore on a 3D coordinate system with its positions,
orientations, and possible transformations. Three-dimensional means, that there are
three different axes to consider. The x axis, the y axis, and the z axis. The origin of
a coordinate system is always the intersection point of all the axes. In this case, the
point (x = 0,y = 0,z = 0), also denoted as (0, 0, 0). This is essential since, in
VR and AR, users can move freely in the environment. Unlike traditional desktop
applications where a user mainly uses a mouse to move a pointer on the x and y
axes, VR and AR applications require a third dimension, namely the z axis.

4.2.1 Coordinate Systems

There are different types of 3D coordinate systems. In the following, we will
introduce two particular coordinate systems. As mentioned above, every 3D space
has an origin (0, 0, 0). Figure 4.1 depicts a 3D base coordinate system with the three
axes x, y, and z. The purple cube spans a three-dimensional space of one unit in
each direction. Every VR and AR application is based on exactly one such 3D base

Fig. 4.1 Example of a 3D yaxis B
base coordinate system with (0,1,0) - B
the three axes x, y, z. The
purple cube spans a

three-dimensional space of - TS

one unit in each direction

origin

©o00)

=l x axis

(1,0,0)

Z axis
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coordinate system (Schmalstieg and Hollerer 2016, p. 87), that is always specific for
one VR or AR experience.

In addition to the base coordinate system, there are two other important types of
coordinate systems to consider. Relative coordinate systems and absolute coordinate
systems.

4.2.1.1 Relative Coordinate System

A three-dimensional coordinate system can have one or multiple embedded coor-
dinate systems, denoted as relative coordinate system in the context of this book.
Embedded means that the origin (0, 0, 0) corresponds to another point in another
coordinate system, i.e., its base coordinate system. Figure 4.2 shows an example of
a coordinate system embedded in another coordinate system. This second coordinate
system (red cube) has its own origin (0, 0, 0). This origin also has its coordinates
relative to the base coordinate system (purple cube).

Every relative coordinate system can again have an infinite number of relative
coordinate systems that have their own origin that is relative to its parent coordinate
system. Figure 4.3 shows a base coordinate system (purple cube) with an embedded
relative coordinate system (red cube) that has again an embedded coordinate system
(orange cube).

X axis
(1,0,0)

Z axis

Fig. 4.2 Example of a 3D base coordinate system with the three axes x, y, and z. Inside this 3D
base coordinate system there is a second coordinate system (red cube) with its own origin (0, 0, 0)
and its relative coordinates to the base coordinate system (purple cube)
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X axis
(1,0,0)

Fig. 4.3 Example of a 3D coordinate system with the three axes x, y, z. Inside this 3D coordinate
system there is a second coordinate system (red cube). This relative coordinate system has again
relative coordinate system that has its own origin that is relative to its parent coordinate system
(orange cube)

This concept is so important because every virtual information that should be
embedded into a virtual environment spans its own coordinate system. Thus, every
virtual information has its own 3D coordinate system that is a relative coordinate
system for its base coordinate system. This base coordinate system can be either the
base coordinate system of the virtual environment, or it can be a relative coordinate
system of another coordinate system. This plays a very important role in virtual
scene management, since these relative coordinate systems build the base for the
transformation and rotation of virtual information in the virtual environment.

4.2.1.2 Absolute Coordinate System

Unlike relative coordinate systems, absolute coordinate systems are not based on
the base coordinate system of a virtual environment. Instead, they are based on
geographical world coordinates, such as latitude, longitude, and altitude.

The equator serves as the reference point for latitude, whereas the Prime
Meridian (Greenwich Meridian) serves as the reference point for longitude. Latitude
and longitude coordinates are measured in degrees, minutes, and seconds. Altitude
is typically expressed in meters. Latitude values range from —90° to 90°, while
longitude values range from —180° to 180°. The most widely used geographic
coordinate system is the World Geodetic System 1984 (WGS 84) (National Imagery
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and Mapping Agency 1991). As an example, the position of the summit of Mount
Everest, the highest mountain on Earth, could be denoted as:

(Latitude, Longitude, Altitude) = (+27.5916, 4086.5640, +-8850)

One of the most used global navigation satellite systems, the Global Positioning
System (GPS) is based on the WGS84 (Getting 1993). A user’s position on the
Earth’s surface can be calculated by receiving signals from four or more satellites
with known orbit positions. The accuracy of this measurement can range from 1 to
100 meters, depending on the number of visible satellites, the quality of the receiver
device, and the conditions of signal reception. Altitude, which is more susceptible
to measurement errors, is often neglected, and only longitude and latitude are
considered (Schmalstieg and Hollerer 2016).

Such global navigation satellite systems allow for the calculation of a device’s
position by delivering latitude, longitude, and if necessary, altitude. Since the Earth
is a sphere, this cannot be considered as normal 3D coordinate system as introduced
above. However, it is possible to map a world coordinate system to a 3D coordinate
system of a virtual environment. If the real-world coordinates of a VR or AR device
are known in relation to the base coordinate system of the virtual environment,
it is possible to translate various 3D coordinates into world coordinates and vice
versa. Here, the altitude can be provided either by the GPS system or, if the virtual
environment is based on the Earth’s surface, directly by the virtual environment.

Therefore, especially in an AR environment, it may be useful to use a world
coordinate system and the user’s compass orientation in combination with the
base coordinate system to calculate the relative coordinates of embedded virtual
information or real objects. Figure 4.4 depicts the exemplary mapping of a GPS
device with a base coordinate system of a virtual environment, for example, from
an AR experience. Thus, it is necessary to know the GPS position and compass
orientation of both the AR device and the GPS receiver being mapped. The GPS
receiver’s relative 3D coordinates can be calculated using this information. With the
same approach, the relative position of virtual information can be calculated if one
knows the real-world position where the virtual information should be visualized
in the virtual environment. We will not go into more technical details about the
calculation of relative coordinates based on GPS positions and compass orientation
at this point.

4.2.2 Position, Orientation and Coordinate Transformations

Every point in a three-dimensional space can be identified by its Cartesian coor-
dinates x, y, and z, which are unique. This uniqueness of the representation of
each element is expected from any coordinate system. Therefore, if two coordinate
systems are present, it is expected that there is a one-to-one correspondence between
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2022).

the points in the first system K and the points in the second system K (Karpfinger

Therefore, in addition to the different coordinate systems, the concepts position,
systems must be considered.
4.2.2.1 Position

orientation, scale, as well as the transformations between different coordinate

column vector form (Riley et al. 2006):

In a 3D coordinate system, a 3D position p is denoted as a vector of three elements
an offset from the origin of the coordinate system. A position can be noted in the

p = (px, py, pz). This describes a position relative to the x-, y-, and z axis with

Px
P =Dy

Pz

Thus, px, py, and p, are the offset of a point in the direction of the three
axes x, y, and z. This can also be described as the position of the origin of one
coordinate frame in relation to another coordinate frame with a translation vector
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(3x1) (Maxwell 1958):
X
t=1y
z

If we talk of the relation of one coordinate frame to another, this always means
that a transformation is applied with regard to the origin of one coordinate system
to another coordinate system.

4.2.2.2 Orientation

In addition to position, the orientation in 3D space plays a crucial role for XR
experiences. In three-dimensional space, coordinate system rotations of the x-, y-,
and z axis in a counterclockwise direction looking toward the origin of the axis can
be described with the three matrices Ry, Ry, and R, (Arfken 1985):

10 0 7
Ri(x) =0 cosa sina
| 0 —sin o cos o

[cos B O —sin B
RyB=| 0 1 0
Lsin B0 con B |

[ cos y siny O
R.(y)=|—sinycosy 0
0 0 1]

Thus, the orientation of one coordinate frame with respect to another coordinate
frame can be directly described with a 3 x 3 rotation matrix which is the triple matrix
product of Ry, Ry, and R, (Goldstein 1980, p. 146-147):

P11 712 713
R = Ry(@) Ry(B) R;(y) = |rarnry3
31 132 733

The rotation matrix itself represents the actual rotation based on a rotation axis
and a rotation angle. Rotation around the x-, y-, and z axis has some drawbacks.
With rotation matrices, only rotations around the three main axes can be achieved,
and the order of rotations around the axes plays a role for the resulting orientation.
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Fig. 4.5 Example of a coordinate frame before (left) and after (right) a quaternion rotation around
an exemplary unit vector

One possibility of avoiding these problems is the use of quaternions. Quaternions
describe any 3D rotation around an arbitrary axis using only four numbers, instead
of the nine typically required with transformation matrices. Generally, quaternions
are denoted as in Stephenson (1966):

p=a+ib+ jc+kD

where i, j, and k are so-called unit-vectors and a, b, ¢, and d are real numbers.
Quaternions are thought to be the most effective way of representing the orientation
between two coordinate frames due to their compactness, numerical stability, and
efficiency, which surpasses that of rotation matrices. Figure 4.5 shows an example
of an exemplary coordinate frame that is rotated around an exemplary unit vector.

4.2.2.3 Pose

To represent the position and orientation, denoted as pose, of one coordinate
frame in relation to another, a 4x4 homogeneous transformation matrix can be
used (LaValle 2023):

F11 12 F13 X

H— [R t] _ |r2r2rsy
01 31732 F33 2

0 0 01

This is basically the same as combining a rotation matrix and a translation
vector—see above. Again, the order of operations is critical. In VR and AR this
is important to represent the position and orientation of one coordinate frame in
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Fig. 4.6 Example of a Pose,
i.e., the Position and
Orientation in relation to a )
base coordinate frame in 3D
space. The pose represents a
translation in position and
orientation of a coordinate
frame in relation to another
coordinate frame Pose

v

Coordinate Frame 1

respect to another. For instance, to indicate the location and orientation of the user
within the virtual environment’s base coordinate system.

Figure 4.6 shows an example that visualizes the Pose, i.e., the Position and
Orientation of a coordinate frame in relation to another coordinate frame.

4.2.3 Requirements of Coordinate Mappings

When considering the requirements for combining virtual and augmented reality
with metamodeling, it is necessary to have concepts for all introduced mappings.
Therefore, different global specific requirements (GSR) emerge.

To ensure clarity, we will refer to an XR-enabled metamodeling environment
simply as “a metamodeling environment” when discussing global specific require-
ments. Thus, a metamodeling environment requires consideration of the local base
coordinate system for a VR/AR application for modeling or model execution—see
also use cases in Sect. 3.2.

* GSRI1: A metamodeling environment must support three-dimensional coordi-
nates for the base coordinate system.

A metamodeling environment should consider the concepts of relative coordinate
systems for VR/AR applications to enable the positioning and orientation of virtual
information in relation to other coordinate systems, whether it is the base coordinate
system or the relative coordinate systems of real or virtual objects.

* GSR2: A metamodeling environment must support three-dimensional relative
coordinates.

A metamodeling environment should consider the concepts of absolute coordinate
systems, mainly for AR applications, to enable the mapping of real-world coordinate
systems to the base coordinate system.

¢ GSR3: A metamodeling environment must support absolute coordinates.
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A metamodeling environment should consider the concepts of 3D positions to allow
positioning in three-dimensional space.

* GSR4: A metamodeling environment must support 3D coordinates for position-
ing.

A metamodeling environment should consider the concepts of 3D rotations to allow
rotations in three-dimensional space.

* GSR5: A metamodeling environment must support 3D rotations.

GSR1 to GSRS are very basic and considered as the basis for further require-
ments in the following sections.

4.3 Visualization of 3D Model Components

Metamodeling can be performed by textual descriptions alone, e.g., by formally
expressing metamodels and model instances via mathematical notation as proposed
in Fill et al. (2012b). Furthermore, numerous metamodeling platforms enable
metamodel definition with visual representations of language concepts. This makes
it much easier for non-expert users to create their own modeling language and model
instances.

Most traditional modeling platforms only consider the two-dimensional (2D)
space and hence the 2D visualizations for model components. Looking at a
specific example, ADOxx proposes a generic visual representation language called
GRAPHREP that allows the generic specification of graphical 2D representa-
tions for the different classes and relationclasses (Fill and Karagiannis 2013).
Furthermore, it is also possible to define the dynamic behavior of the graphical
2D representation based on information retrieved from the metamodel or model
instances. Figure 4.7 shows an example of the ADOxx Development Toolkit
application during the definition of a 2D visual representation of the class Entity
for ER diagrams (Chen 1976). In this regard, it is possible to define not only the
static visual representation, but also the dynamic behavior based on information
from the metamodel or model instances. For example, the color of an element can
be changed at run-time based on an attribute value.

When considering three-dimensional environments, new challenges arise to
visualize model components in metamodeling. If a user is capable of navigating in
a three-dimensional space, it is reasonable to expect virtual objects in virtual space
to also be three-dimensional. In the following sections, we will discuss properties
of three-dimensional objects, challenges for dynamic behavior of such 3D objects
as well as resulting requirements for metamodeling.
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Fig. 4.7 Example of the
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Fig. 4.8 Examples of the use of 2D visualizations in a 2D augmented reality environment. The
left image shows a 2D ER diagram in AR. The right image shows a 2D ArchiMate model in AR.
Reprint from Hostettler (2022)

4.3.1 Translation of Two-Dimensional Notations

The simplest method to produce 3D visualizations is to translate traditional 2D
visualizations to a plane that can be visualized in a 3D environment. Figure 4.8
shows an example of what 2D visualizations could look like when simply translated
to a plane in 3D in an AR environment.

Projecting traditional 2D visualizations onto a plane in 3D enables the display of
basic or dynamic graphics. This technique again diminishes the added dimension of
a 3D environment. This leads to the requirement for the visualization of 3D model
components. 3D components are commonly called “3D Geometry”. The modeling
of geometries and appearances has a wide range of uses, both in the professional
and personal areas. 3D design tools are used to create models for transportation,
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architecture, mechanical and electrical engineering, video games, films, and VR/AR
environments (Schmalstieg and Hollerer 2016).

There are two main approaches to describe three-dimensional geometries.
Parametric modeling, as they are often used in computer-aided design (CAD), and
polygonal modeling.

4.3.2 Parametric Modeling

Parametric modeling is a method that uses mathematical equations and parameters
to create 3D shapes. For example, spheres can be defined by a radius, and cylinders
by defining height and diameter. Software such as SolidWorks, and SketchUp allow
users to generate and modify 3D models by adjusting the parameters and restrictions
of the shapes, making parametric modeling accurate, adaptable and effective for
engineering and design objectives. However, with parametric modeling, it is difficult
to create organic or complex shapes that do not follow simple patterns or rules. Thus,
in VR and AR, polygonal modeling is mostly used to create 3D geometries.

4.3.3 Polygonal Modeling

All polygonal geometries are founded on vertices (points), edges (lines), faces, and
volumes (Schmalstieg and Hollerer 2016; Paquette 2013). An edge is formed from
two vertices in a 3D coordinate system. Several edges can be combined to create
faces, and multiple faces can be combined to form closed volumes. Figure 4.9 shows
an example of a plane, a cube, and a torus knot in a 3D design tool showing the
vertices, edges, and faces of the geometries from a front view perspective. The
geometries are constructed using triangular surfaces that are combined to form a

Fig. 4.9 Example of a plane, a cube, and a torus knot in a 3D design tool showing the vertices,
edges, and planes of the geometries from a perspective front view


https://www.solidworks.com/
https://sketchup.com/
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Fig. 4.10 Example of a torus knot geometry, one with only few vertices, edges, and faces (left) in
comparison to the same torus knot geometry with much more vertices, edges, and faces (right)

Fig. 4.11 Example of a torus knot geometry without material (left) in comparison to the same
torus knot geometry with a material and a image texture with random colors (right)

volume. The size of these triangles can be varied depending on the desired level of
detail for the 3D shape.

Figure 4.10 displays the same geometry twice. The first instance shows a
representation of the object with limited vertices, edges, and faces. The second
instance represents the same object with many more vertices, edges, and faces.
As evident in this example, the surface of a geometry appears smoother with an
increasing number of triangles, making the polygonal modeling approach more
convenient for complex scenarios compared to the parametric modeling approach.

The concept of geometry solely defines an object’s geometric properties. It is
important to note that every three-dimensional object can have a material, which can
be imagined as a skin wrapped around the triangle mesh of the geometry (Paquette
2013). Such a material can have different properties such as colors, roughness,
textures, etc. (Blinn and Newell 1976). Figure 4.11 shows an example of the same
geometry, once without a material and once with a material and texture.
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4.3.4 Dynamic Behavior of Three-Dimensional Visualizations

As is the case with two-dimensional visualizations in traditional modeling envi-
ronments, visualizations in 3D environments must also be able to modify their
visualization based on metamodels or model components. There are different
possibilities to change the appearance of a 3D object.

In the simplest case, the properties of a geometry, such as its position, visibility,
or orientation, can be simply changed. This leads to a directly visible change in
the objects visualization. In addition, it is also possible to change properties of
the material, such as the color or texture. This also leads to an instant change in
appearance.

Figure 4.12 shows an example of dynamically changing the properties of a 3D
object. The 3D object on top has three geometries. Below are two instances of the
same 3D object, one with the top-right geometry visible and the other with the
bottom-right geometry visible. Let us imagine that the top object is the standard
visualization of a meta-concept. The two objects below could then be instances of
this meta-concept, changing their visualization based on properties of the instance
of this meta-concept. For example, a BPMN task could show either a warning
or a success sign depending on the message flows entering a task. The different
visualization options would have to be defined generically in the metamodel.

Another well-known possibility to change the visualization of 3D objects is the
dynamic change of properties in a predefined order, also denoted as animation.
Animation in computer graphics means change over time (Paquette 2013, p. 239).
Time is represented by a sequence of numbered frames. In each frame of an
animation, properties of a 3D object may change, e.g., the position of vertices,

Fig. 4.12 Example of
changing the properties of a
3D object dynamically. The
3D object on top has three
geometries. Below are two
instances of the same 3D
object, one with the top-right
geometry visible and the
other with the bottom-right
geometry visible
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the visibility of whole geometries or the texture of a material. By chaining such
frames sequentially, the visualization of 3D objects can be dynamically changed.
Such animations are stored on a 3D object and can be played back on demand during
a VR/AR experience.

4.3.5 Three-Dimensional Data Formats

To describe 3D geometries, different data formats are available for different tools,
and most of them are interchangeable. The Graphics Library Transmission Format
(GLTF)! is the most used file format, while Apple’s products use the universal scene
description (USD)? specification for defining 3D scenes and objects.

As visible in the schematic diagram in Fig.4.13, GLTF describes a whole 3D
scene, i.e., a scene based on a base coordinate system (cf. Sect.4.2). A GLTF file
describes multiple Nodes, which can be Cameras, Skins, or Meshes, where meshes
are 3D objects. Additionally, a GLTF file can contain Images that are utilized for
Textures, which in turn are utilized for Materials, which ultimately are utilized for
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Fig. 4.13 ER diagram of the GLTF data format specification

Uhttps://registry.khronos.org/gl TF/specs/2.0/gITE-2.0.html last visited on: 01.03.2024.
2 https://openusd.org/release/spec_usdz.html last visited on: 01.03.2024.


https://registry.khronos.org/glTF/specs/2.0/glTF-2.0.html
https://openusd.org/release/spec_usdz.html
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Fig. 4.14 ER diagram of the USD data format. The gray area shows the Apple specific extensions
for XR, while the orange section shows extensions only specified at run-time of an application

Meshes. Furthermore, GLTF enables Animation specification for the meshes in a
3D scene.

Similarly, a USD file defines the hierarchical structure, properties, and relation-
ships of 3D scenes, including Geometry, Materials, Animations, and Lighting. Its
purpose is to facilitate the interchange and layering of complex scene data across
different software applications, promoting interoperability and efficiency in 3D
workflows. Furthermore, Apple introduced additional advanced features specifically
for XR, e.g., physics, anchors, or behaviors—see Fig. 4.14.

GLTF and USD offer various other capabilities, but we will not go into more
detail within the scope of this work.

4.3.6 Requirements for the Visualization of 3D Model
Components

When considering the requirements for combining virtual and augmented reality
and metamodeling, it is necessary to have concepts for the visualization of three-
dimensional model components. Thus, different requirements evolve.
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Due to the introduction of a third dimension in XR environments, the visualiza-
tion of three-dimensional objects must be considered.

* GSR6: A metamodeling environment must allow for the visualization of 3D
objects.

Since the definition of such three-dimensional objects can be very complex,
standardized data formats must be used.

¢ GSR7: A metamodeling environment must allow the use of well-known 3D data
formats.

Furthermore, since metamodeling defines visual representations not for each
instance, but on a generic level in a metamodel, concepts are needed to define
three-dimensional visualizations in a generic way.

* GSR8: A metamodeling environment must allow for the definition of 3D
visualization on the level of metamodels.

In terms of dynamic behaviors of three-dimensional visualizations, dynamic behav-
ior can be achieved by reacting to changes in the properties of a model instance.
This can be done by either changing the properties of the 3D objects or by playing
back an animation on a 3D object.

* GSR9: A metamodeling environment must allow dynamic changes of three-
dimensional visualizations.

Again, since metamodeling defines visual representations not for each instance,
but on a generic level in a metamodel, concepts are needed to define the dynamic
behavior of three-dimensional visualizations in a generic way.

* GSR10: A metamodeling environment must support concepts to define the
dynamic behavior of model components on the level of metamodels.

4.4 Detection and Tracking of the Environment
and Real-World Objects

Tracking is the process of dynamically determining spatial properties during run-
time of a system. In the context of virtual and augmented reality, tracking an object
involves continuous measurement of its position and orientation. Various objects
can be tracked in extended reality, including the user’s head, eyes, or extremities,
as well as XR devices like mobile phones or head-mounted displays, or any object
present in the XR scene (Schmalstieg and Hollerer 2016, p. 85).

The use of a tracking system requires the management of multiple coordinate
systems—see Sect. 4.2. In order for virtual objects to be correctly superimposed on
tracked physical objects, these coordinate systems must be synchronized (Holloway
1997). This process, called registration, is necessary to convert the tracking poses to
the coordinate system of the rendering application (Schmalstieg and Hollerer 2016,
p. 179).
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To display virtual objects registered to real objects in 3D space, it is necessary to
determine the relative pose. This involves acquiring the position and orientation of
the AR device in relation to the real objects. Since VR and AR applications operate
in real-time, the tracking process is continuous over time (Schmalstieg and Hollerer
2016, p. 87).

The concept of Detection is closely related to tracking. It involves not only
tracking the real environment, but also detecting specific instances of real objects,
such as images, markers, or real-world objects, based on 3D models of these objects.
This concept is highly relevant to the field of computer vision, but technical details
will not be discussed here. Nevertheless, it is important to note that the detection of
real-world objects must occur continuously, and all the tracking features introduced
above are also utilized to track the detected objects.

Many of the concepts outlined in the following sections are aligned with the
AR Foundation specification,> which provides a universal definition of essential
tracking concepts for augmented reality. The objective is to guarantee platform-
independence of the concepts—see Table 4.1. The features of Session and Camera
are very basic technical features, which will not be covered in this chapter.

4.4.1 Device and Object Tracking

There exist different tracking facets in the area of extended reality. In this section,
we introduce the most important device and object tracking approaches.

4.4.1.1 Device Tracking

Device tracking is the most basic tracking approach and is necessary for all extended
reality experiences. Thereby, the device’s position and orientation in relation to the
base coordinate system are tracked (Azuma 1993)—see Sect. 4.2. In order to track
the user’s movements, different sensors, such as camera sensors, accelerometer, or
gyroscope, are needed. This is not only necessary for the display device itself, but
also for additional input devices, e.g., hand-held controller devices.

4.4.1.2 Image and Object Tracking

The tracking and detection of 2D images can form real-life reference points utilizing
predefined reference images. Computer vision algorithms are used to detect these
images and estimate their position and orientation relative to the base coordinate
system. This calculated pose can then be used to attach virtual objects to the
established anchor.

3 https://docs.unity3d.com/Packages/com.unity.xr.arfoundation@6.0/manual/index.html last vis-
ited on: 01.03.2024.


https://docs.unity3d.com/Packages/com.unity.xr.arfoundation@6.0/manual/index.html
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Table 4.1 Feature list of the

AR Foundation specification.

Adapted from https://docs.
unity3d.com/Packages/com.
unity.xr.arfoundation @6.0/
manual/index.html

Feature
Session

Camera

Device tracking

Image tracking
Object tracking
Face tracking
Body tracking
Participants

Anchors
point-clouds
Plane detection
Meshing

Raycasts

Environment probes

Occlusion

95

AR foundation description

Enable, disable, and configure
AR on the target platform.

Render images from device
cameras and perform light
estimation.

Track the device’s position and
rotation in physical space.

Detect and track 2D images.
Detect and track 3D objects.
Detect and track human faces.
Detect and track a human body.

Track other devices in a shared
AR session.

Track arbitrary points in space.
Detect and track feature points.
Detect and track flat surfaces.
Generate meshes of the
environment.

Cast rays against tracked items.
Generate cubemaps of the
environment.

Occlude AR content with
physical objects and perform
human segmentation.

Moreover, there exist object detection algorithms that recognize generic objects

from 2D images, e.g., cars or horses, without detecting a specific instance of a
predetermined image—see Redmon et al. (2016) and Hmidani and Ismaili Alaoui
(2022). However, these methods are usually not capable of estimating the position
and orientation of the object, which limits their applicability in 3D scenarios.

The detection of 3D objects works conceptually similarly like the detection
of predefined 2D images, but is more complex due to the additional dimension.
To enable the tracking of 3D objects, predefined reference objects are required.
These objects can be 3D assets such as point-clouds or geometries. By continuously
scanning the 3D environment, the real-world object can be detected based on the 3D
object, and its position and orientation can be estimated.

In contrast to traditional image- and object recognition in 2D, there are not that
many approaches for real-time 3D object recognition and pose estimation—see, for
example, Chen et al. (2003) or Kazhdan et al. (2003)—and even less with generic
3D object detection and pose estimation without predefined assets (Ahmadyan et al.
2021; Simon et al. 2019). However, especially in augmented reality applications
where it is important to get some context information out of the real world, it
is extremely important to have real-time image- and object recognition with pose
estimation, cf. (Muff and Fill 2022a).


https://docs.unity3d.com/Packages/com.unity.xr.arfoundation@6.0/manual/index.html
https://docs.unity3d.com/Packages/com.unity.xr.arfoundation@6.0/manual/index.html
https://docs.unity3d.com/Packages/com.unity.xr.arfoundation@6.0/manual/index.html
https://docs.unity3d.com/Packages/com.unity.xr.arfoundation@6.0/manual/index.html
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Ahmadyan et al. (2021) showed some examples* of the detection of real objects
and the estimation of the object’s pose by drawing the 3D bounding box around the
real objects.

4.4.1.3 Body Tracking

The concept of body tracking involves tracking humans in physical space using
both 2D and 3D techniques. This can range from simply recognizing the presence
of a human in the environment to identifying individual body parts and their poses,
including faces and hands.

In simpler scenarios, the goal is to detect the presence of other people in an
environment. In more complicated situations, additional data about the human body
may be required. For example, if one wants to identify a person or gauge their
emotions using 3D face recognition (Li et al. 2022).

Another very important area for body tracking is the tracking of human hands
(Oberweger et al. 2015). The skeleton of human hands is very complex and there
are more than 20 degrees of freedom. Hands enable precise manipulation, making
reliable tracking of the entire hand a key research focus for interaction in XR
applications (Schmalstieg and Hollerer 2016, p. 281). Since this is a feature that all
virtual and augmented reality applications should support, most devices implement
the generally defined OpenXR standard for hand tracking.® Figure 4.15 shows an

Fig. 4.15 Example of a VR application allowing the detection and tracking of human hands.
Reprint from Muff (2020)

4 https://github.com/google-research-datasets/Objectron.

3 https://registry.khronos.org/OpenXR/specs/1.0/html/xrspec. html#XrHand TrackerEXT last vis-
ited on: 01.03.2024.
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example of a virtual reality application that uses hand tracking to interact with
virtual objects. Thus, the hand tracking algorithm estimates the pose of every bone
and joint in the hand.

4.4.2 Environment Tracking

In augmented reality applications, the tracking of the environment is equally
important as the tracking of devices and objects. Certain environment tracking
concepts serve as fundamental components, while others enhance the experience
by providing a more realistic environment.

4.4.2.1 Anchoring

According to the immersive-web specification,® an anchor is a concept that enables
applications to determine the position and orientation in three-dimensional space
that the underlying system will track. Anchors allow developers to establish
positions in the physical world that require updates to accurately reflect the evolving
understanding of the environment. This ensures that the poses remain aligned with
the same positions in the physical world.

There are two concepts for anchors, which a system can use: (1) Anchors that
specify a location’s pose in the world, and (2) anchors that establish a relationship
with semantically significant parts of the physical world that the system has
detected. Thus, an anchor is a technical combination between the tracking of the
XR device in the base coordinate system and the tracking of other poses in relation
to the device and the base coordinate system.

This is not a mandatory concept for XR applications, but anchors can help to
keep virtual objects more stable attached to the real world while a user is moving in
the environment.

4.4.2.2 Point-Cloud

A point-cloud consists of numerous points, each possessing its own set of 3D
coordinates. By using computer vision, the sensor data of an AR device is examined
to deduce exclusive feature points from depths, objects, edges, or patterns. These
distinct feature points are then merged to produce a point-cloud map of the scanned
region. To pinpoint objects in a particular location, it is imperative to locate and
track unique feature points in the real environment (Kharroubi et al. 2020).

6 https://immersive-web.github.io/anchors/explainer last visited on: 01.03.2024.
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This concept is not mandatory, but it can be useful for improving the stability of
the environment in augmented reality applications.

4.4.2.3 Plane Detection

Plane detection is a concept to detect horizontal and vertical surfaces during the run-
time of an AR experience. The feature is particularly useful for detecting physical
planes on which virtual objects can be placed (Kim et al. 2017), cf. Sect.4.4.2.5.

4.4.2.4 Meshing

Meshing is an environmental tracking technique that generates triangle meshes
that correspond to the physical environment, such as walls, ceilings, or pieces of
furniture. Oftentimes, these meshes are utilized as boundaries or references within
the augmented reality environment, or as anchors—as previously introduced. There
are different meshing techniques, e.g., based on RGB-D cameras (Lieberknecht
etal. 2011).

Plane detection and meshing are not essential in XR applications, but they serve
as helpful references for AR experiences. For instance, knowing the floor’s position
upon initializing an augmented reality app is useful in achieving a more dynamic
and realistic placement of virtual information in the real world.

4.4.2.5 Raycasting

Raycasting, also known as hit testing, involves detecting where a ray, composed of
both an origin and a direction, intersects with a 3D geometry.” Conceptually, this
process can be performed with virtual, or real-world 3D geometries.

The process of real-world raycasting is intricately linked with the concepts of
plane detection and meshing—see Sects. 4.4.2.3 and 4.4.2.4. Initially, it is necessary
for the application to recognize the real-world objects, e.g., walls as planes.
Thereafter, it becomes possible to perform raycasting against the recognized virtual
3D geometries.

During this process, the calculation determines whether a ray originating from
a point of origin in a 3D coordinate system and traveling in a specified direction
intersects with any 3D object, i.e., a basic edge-face intersection test is per-
formed (Jiménez et al. 2001). Raycasting has many possibilities for application in
3D environments. Every 3D desktop application utilizes raycasting to determine
the correspondence between a user’s click on the 2D screen and the corresponding
clicked object in the 3D environment. Furthermore, the use of raycasting is

7 https://immersive-web.github.io/hit-test/hit-testing-explainer.html last visited on: 01.03.2024.


https://immersive-web.github.io/hit-test/hit-testing-explainer.html

4.4 Detection and Tracking 99

2

Fig. 4.16 Example of using plane detection, meshing, and raycasting to detect the surface of a
drawing on a wall. The image on the left displays a plane detection example with the corresponding
3D mesh visible. The white circle indicates where an invisible ray, cast at a 90° angle from the AR
device, makes contact with the detected plane. The image on the right presents additional 3D
objects attached to the surface of the mesh

necessary to point at and interact with 3D objects in virtual and augmented reality
applications (Jiménez et al. 2001). For example, in the hand-tracking example in
Fig.4.15, the intersection between the 3D objects of the scene with the 3D objects
of the tracked hand skeleton is checked with raycasting. In addition, the example
in Fig. 4.16 shows the use of plane detection, meshing, and raycasting to detect the
surface of a drawing on a wall. The image on the left displays a plane detection
example with the corresponding 3D mesh visible. The white circle indicates where
an invisible ray, cast at a 90° angle from the AR device, makes contact with the
detected plane. The image on the right presents additional 3D objects attached to
the surface of the mesh.

4.4.2.6 Environment Probes

Environment probing is a technique for creating a cubemap to depict a specific
region of the physical environment. Its primary purpose is to produce reflections
of the environment on digital objects, providing a more realistic experience—
cf. Kan and Kaufmann (2012) and Ropinski et al. (2004). Environment probing
is an advanced AR feature that is not necessary for functionality and will, therefore,
not be discussed further.

4.4.2.7 Occlusion

Occlusion allows virtual content to be hidden based on detected environmental or
human depth, known respectively as environment occlusion and human occlusion.
This augments the AR experience by concealing 3D objects that are otherwise
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blocked by virtual or real elements (Kasperi et al. 2017). Although highly sophisti-
cated, this feature is not required for basic functionality.

4.4.3 Requirements for the Detection and Tracking

When considering the requirements for combining virtual and augmented reality
and metamodeling, it is necessary to have concepts for the detection and tracking
for the environment and real-world objects. Thus, different requirements evolve.

To determine the user’s location in a XR environment, it is essential to consider
the device’s position and orientation relative to the base coordinate system.

* GSRI11: A metamodeling environment must enable the real-time tracking of a
user’s position and orientation relative to the base coordinate system.

To allow for useful application scenarios in virtual and augmented reality, the
detection and tracking of 2D visual references such as images or markers must be
considered.

* GSRI12: A metamodeling environment must support concepts for the detection
of 2D images.

* GSR13: A metamodeling environment must support concepts for the tracking of
2D images.

This holds not only for 2D images, but also for 3D objects from the real world.

¢ GSR14: A metamodeling environment must support concepts for the detection
of 3D objects.

¢ GSRI15: A metamodeling environment must support concepts for the tracking of
3D objects.

Additionally, the detection and tracking of parts of the human body is essential.
This involves concepts ranging from detecting the mere presence of other humans
in the environment to tracking specific limbs such as legs, arms, or hands, as well as
tracking faces and eyes.

* GSR16: A metamodeling environment should allow for the tracking of human
bodies and their specific parts.

When examining the requirements for tracking environments, the only essential
feature for a 3D-aware metamodeling environment is the raycasting concept. As
mentioned by previous requirements, the inclusion of the third dimension introduces
new requirements for managing 3D objects. Raycasting can be used to aid in this
management.

* GSR17: A metamodeling environment must allow the use of raycasting con-
cepts.
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4.5 Context

“Parts of this section have been published in a similar form as a research paper at
the AAAI 2022 Spring Symposium on Machine Learning and Knowledge Engineering
for Hybrid Intelligence (AAAI-MAKE 2022) with the title: A Framework for Context-
Dependent Augmented Reality Applications Using Machine Learning and Ontological
Reasoning (Muff and Fill 2022a).”

As described in Chap. 1, a significant potential advantage of merging virtual
and augmented reality with conceptual modeling is the ability to link conceptual
knowledge back to the original real-world concept from which it originated.
Considering again the model theory introduced in Sect.2.1, models are always
models of something, i.e., mappings from, representations of natural or artificial
originals (Stachowiak 1973; Kiihne 2006). Thus, models or individual parts of
models can often be linked directly to real-world objects or locations. In traditional
2D modeling, e.g., on a desktop application, this direct link to the real world is
entirely invisible.

With the incorporation of three-dimensional space and the consideration of the
real-world environment as a model environment, new possibilities for metamodeling
emerge and, with them, new requirements for a potential metamodeling environment
that enables 3D enhanced modeling. The concepts introduced in Sects.4.2, 4.3
and 4.4 are more technical driven and deal mainly with the main requirements that
are needed for extended reality in general and in combination with metamodeling.

This section considers the more conceptual question of how the link between
conceptual knowledge back to real-world objects can be achieved. Thus, in this
section, we discuss various aspects and requirements relevant to this real-world
context.

4.5.1 Mapping to Real-World Objects and Semantic Reasoning

Mapping of conceptual models back to real-world objects is not straightforward.
As introduced in Sect. 4.4, it is possible to detect and track real objects based on
certain characteristics such as color, form, or sensor data, if the exact object is
known. There are also other aspects to consider. For example, when it is not an
exact object that should be tracked, but rather the general context of the working
situation. As a running example, imagine a scenario where a human actor performs
work in a manufacturing process. To comply with workplace safety, the user should
be informed about necessary safety measures, for example, wearing ear protection
in loud environments (Muff and Fill 2022a).

One approach to ensuring safety is to educate employees on potential dangers
in advance. This option may not always be feasible or cost-effective. Alternatively,
existing documentation, ideally in the form of conceptual models, of work processes
and hazard scenarios can be used to enable users to acquire this knowledge
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themselves. Here again, the problem of missing knowledge about conceptual
modeling may pose a problem. Thus, augmented reality can reintroduce conceptual
knowledge to the practical work environment without requiring the user to possess
knowledge of conceptual modeling.

A framework for creating context-aware augmented reality applications has been
presented by Krings et al. (2020). The framework provides a reusable approach to
facilitate the development of context-dependent AR applications for mobile phones
by describing the base structures to enable context-aware adaptations of AR content.
Furthermore, there are approaches for context-aware augmented reality that use
machine learning or knowledge reasoning approaches (Zhou et al. 2008; Grubert
et al. 2017; Hervas et al. 2011). All these approaches are very specific and do not
consider general concepts for metamodeling.

For realizing context-dependent AR applications based on conceptual knowl-
edge, we introduce a framework that contains the concepts of machine learning,
ontologies, and reasoning. As proposed in van Harmelen and Teije (2019), there
are different patterns on how to combine the concepts of machine learning and
knowledge reasoning. Thereby, the two data structures model-free data and model-
based data are distinguished, as well as the two algorithmic components context
reasoning and machine learning. Since the information received from the sensors
of AR devices is mainly in a raw format and must be further processed to get useful
context information about the environment, this input is classified as model-free
data. The model-free data can be classified into model-based data using machine
learning techniques. Additionally, model-based data can be incorporated as extra
input for the machine learning process to limit the classification range for the model-
based output data.

After classifying the sensor data, we can utilize the information to infer further
actions or suggestions for the user. This can be achieved through the use of
ontologies, i.e., knowledge reasoning, which allows knowledge sharing, reuse, and
logic-based reasoning and inference (Wang et al. 2004). Since the machine learning
process generates model-based data as output, we can apply a second pattern
described in van Harmelen and Teije (2019). This design pattern utilizes model-
based data as input to the knowledge reasoning process. The output, which includes
additional inferred information, is also in the form of model-based data. When
combining these two patterns, the resulting design pattern is named Learning an
Intermediate Abstraction for Reasoning (van Harmelen and Teije 2019).

The framework components and the corresponding pipeline steps are depicted in
Fig.4.17, aligning with the pattern described in van Harmelen and Teije (2019). In
the context of this framework, the machine learning process corresponds mainly to
the recognition of images and predefined 3D objects, as introduced in Sect. 4.4, as
well as more generic recognition approaches from the computer vision area.

The framework considers the real environment and a mobile AR application.
Technically, it is very difficult to get adequate information about a real environment
without any knowledge about the context of the environment, e.g., some conceptual
knowledge about the environment. Thus, to objectively describe the business
environment within the workplace, it is necessary to provide additional information,
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Fig. 4.17 Framework for context-dependent AR applications showing data collection and infor-
mation processing using seven steps. Reprint from Muff and Fill (2022a)
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Fig. 4.18 Business process model for an exemplary use case, annotated with concepts from two
context ontologies. These ontologies provide additional context to the process. Two ontologies
exist—one for different situations and the other for different actions. Reprint from Muff and Fill
(2022a)

e.g., in the form of a business process model, annotated with additional information
about the environment. For example, this could be states in the form of object
patterns and actions described by an ontology (1)—see Fig.4.18. Thereby, the
information regarding the user’s context and required actions is formally presented.
Subsequently, this will facilitate object recognition and action inference through a
reasoner.

When the application starts, the AR device’s various sensors perceive the actual
environment (2). This sensor information and the object patterns of the ontology are
sent to a machine learning service (3). There, objects are recognized using the data
provided by the ontology. The AR application receives the recognized objects (4).
The recognized objects and the ontology states are then sent to the reasoner (5) to
infer actions. The inferred actions are then transmitted to the AR application (6).
Subsequently, the AR application is capable of embedding visual information in the
actual environment (7) based on the inferred actions.
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4.5.1.1 Technical Realization and Exemplary Use Case

To demonstrate the viability of the framework, we built a prototype using cutting-
edge web technology. Specifically, we created a mobile AR environment that is
independent of any particular platform. To achieve this, we utilized the JavaScript
WebGL visualization framework, THREE.js,® in conjunction with the WebXR
device application programming interface (API) (Jones et al. 2023). By combining
these technologies, we were able to develop applications that function across
platforms with ease.

An objective of the application is to recognize objects in the real world. Currently,
for privacy reasons, the WebXR device API lacks machine learning-based object
recognition. Hence, we generated marker patterns to simulate object recognition and
obtain information about the recognized objects. In the future, a machine learning
service for object recognition will replace this approach. A machine learning object
recognition service has the capability to identify various objects, although not all
of them may be useful for our specific application. Hence, it becomes important to
limit the set of identifiable objects. This can be achieved by developing an ontology
that defines the states and actions relevant to the situation we aim to cover through
our application. For developing and handling such ontologies, the web ontology
language (OWL)? and the Java-based OWL-API'? can be used.

In this prototype, markers consistently refer to ontology individuals and their
corresponding type definitions. Information regarding the markers’ varying visual
representations is stored in a configuration file. Upon assigning types to the ontology
individuals, the HermiT reasoner'! is utilized to infer additional states and actions.

As an example scenario, consider a carpenter who produces various wood
products. We will assume that the business process has been represented using the
BPMN notation as shown in Fig. 4.18. Initially, we can analyze the actual real-world
context of this process. For example, we may examine the start saw task specified
in Fig. 4.18. We are aware that the use of a saw is necessary for this task and that the
saw produces a loud noise. In addition, the temperature of the saw may be relevant.
It is important to note that the individual operating the saw must remain stationary.
A safety expert should be consulted to determine the necessary personal protective
equipment and identify potential hazards and risks associated with the task.

Based on this information, we can add annotations to the process model in
terms of context and safety measures (Fill 2011). For this purpose, we defined
annotations with the following concepts from a specifically developed ontology:
Machine, PersonalProtectiveEquipment, PersonState, Sound, Temperature and Tool
as Scene Annotations, and Risk, Hazard, Action and State as Action Annotations—

8 https://github.com/mrdoob/three. js.

9 https://www.w3.0org/OWL/ last visited on: 01.03.2024.

10 https://github.com/owlcs/owlapi last visited on: 01.03.2024.

' http://www.hermit-reasoner.com/ last visited on: 01.03.2024.
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see the annotations in Fig.4.18. A comparable approach to annotating workflows
has been shown in Wieland et al. (2015).

Thereby, Scene Annotations serve as input for the AR application to determine
the context of a scene. With Action Annotations we derive actions to be performed
by the AR application based on given scenes. These annotations are formally
modeled as a basis for reasoning over the concepts. For instance, in our ontology, we
establish that a circular saw is a type of machine with a distinctive sawing noise that
poses harm to the user due to the high level of loudness. The formal specification
ontology allows us to deduce action types from situational data at a later stage.
For example, if there is loud noise, the user must wear ear protection. Hence, we
can infer that the appropriate action is to alert the user to wear ear protection. The
classes possess various corresponding subclasses and properties to arrive at a more
comprehensive ontology, enabling the differentiation of numerous distinct objects.

The relevant core ontology classes and object properties are depicted in Fig. 4.19.
Each annotated concept is assumed to have a corresponding individual with an
assigned class type definition and properties. It is crucial to annotate the process
model and define the ontology at the onset of the development process.

Let us imagine that a user performs some tasks from Fig. 4.18, while wearing
his head-mounted display (HMD) and running the AR application. As the process
is not automated, the AR application is unaware of the user’s current task.
With the proposed framework that aims for an automated derivation of context,
there is no need to explicitly define a scenario such as stating that the AR app
is only functional in process step Start Saw. Various types of information are
utilized to infer the current situation and state, and subsequently, derive appropriate
actions. As a result, a dynamic assessment of the user’s task can be achieved. To
obtain the necessary data, the camera stream and the acceleration sensor data of
the AR device are interpreted. Using machine learning-based object recognition
coupled with a predefined ontology, a circular saw is detected and the situation is
further analyzed—see the left side of Fig.4.20. Markers are utilized in the initial
implementation phase to represent specific objects or states. Consequently, we scan
the markers to provide the requisite information for the application, functioning as
a surrogate for more elaborate detection methods. Refer to the scenario depicted on
the right-hand side of Fig. 4.20.

In this example scenario, two markers are used as a proxy to indicate the presence
of a circular saw and the stationary position of the user to the application. Without
the use of markers, this information would be derived using detection or machine
learning approaches. To notify the user that the marker has been recognized, a
representative image of the marker’s information is displayed in the prototype. For
instance, gear wheels may be depicted to represent a machine. Now the application
assigns the recognized objects as individuals to a type of the ontology, e.g., the
individual Machine to the type CircularSaw and the individual PersonState to the
type PersonStandStill. Subsequently, this information is passed to the reasoner,
which infers that the individual State is of the type MachineUsage, since there is
a circular saw and the person is standing still.
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Fig. 4.20 Initial scene with a circular saw and an information pane on top of the object (left) and
an example of the marker recognition (right). Reprint from Muff and Fill (2022a)

In the ontology we have the two object properties (Formula (4.1)) and (For-
mula (4.2)). Thus, the inferred state type can be described formally as in (For-
mula (4.3)):

Object PropertyAssertion(:State_has_Machine :s :m) 4.1)

Object PropertyAssertion(:State_has_PersonState :s :ps) 4.2)

CircularSaw(m) N PersonStandStill(ps) A State(s) — MachineUsage(s)
4.3)

As a circular saw is a type of sawing machinery, it can be inferred from
the ontology that the specific Sound is classified as SawingNoise. This classi-
fication is defined by object properties in the ontology, as shown in Fig.4.19.
The designation of sawing noise indicates that the specific Hazard is associated
with Noise, which further implies that the particular Risk is of a HighRisk type.
Furthermore, the specific type of sound produced by the SawingNoise suggests
that the PersonalProtectiveEquipment required is HearingProtection. As a result,
a WarnForHearingProtection type of the individual Risk is inferred. As shown on
the left side in Fig. 4.21, the warnings inferred by the application are then displayed
as text in an additional object above the machine in the real world.

We can expand the use case by assigning the individual Temperature the
type ExtremeHighTemperature by scanning the corresponding marker in the AR
application. Again, the marker is used as a proxy instead of using more sophisticated
detection approaches. The ontology will then attempt to infer more information.
Therefore, the individual Risk is classified as ExtremeHighRisk and there are
additional warnings to wear eye and hand protection—see the right side of Fig. 4.21.
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Fig. 4.21 Example of the scene when the information PersonStandStill and SawingMachine has
been given to the application (left) and with the additional information ExtremeHighTemperature
(right). Reprint from Muff and Fill (2022a)

4.5.2 Requirements for Context

Although this use case is highly simplified, it illustrates how a user can obtain
support during a work process with the aid of sensor information from AR devices,
through which additional context information can be inferred. This allows the
information from the conceptual model to be used effectively at the appropriate
time and place for an optimal AR experience. However, it is not limited to just
this. Since contextual knowledge from the real environment is directly linked to
the conceptual model, it is possible to infer information about the conceptual
model itself, such as the current process step of an employee and the next step.
This creates a bidirectional mapping between conceptual knowledge and reality.
When considering the requirements for combining virtual and augmented reality
and metamodeling, it is necessary to have concepts for the mapping to real-world
objects and semantic inference. Thus, the following specific requirements emerge.

The mapping to real-world objects without knowing the exact appearance of the
real-world object must be considered.

* GSR18: A metamodeling environment must consider concepts for the mapping
to real-world objects without knowing the exact visual representation.

Further, it should be possible to infer contextual information about the environ-
ment.

* GSR19: A metamodeling environment must allow for the inference of context
information.

4.6 Interaction

Human-computer interaction is a long-standing and expansive area of computer
science. With the emergence of extended reality, the interaction paradigms estab-
lished for traditional 2D desktops—see Dix et al. (2003)—are no longer adequate.
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Thus, alternative or modified interaction techniques must be devised. Interaction can
be achieved in extended reality through various means, including interaction with
additional devices, such as pointing devices, interaction with gestures, or interaction
with speech (Doerner et al. 2022).

4.6.1 Physical Keyboard-Based Interaction

The traditional keyboard is still one of the most important input devices in state-
of-the-art computer interaction. Using a keyboard in extended reality is basically
unproblematic, and the functions of the keyboard can be integrated into the
virtual environment through the software interface. Nevertheless, interacting with
a keyboard in a highly immersive virtual environment, such as VR, presents
significant challenges. Users cannot see their hands or the keyboard itself, resulting
in considerable difficulty or even impossibility in using it. Furthermore, the use of a
keyboard can be highly restrictive due to its physical confinement to a desk, limiting
free movement.

4.6.2 2D Mouse-Based Interaction

The traditional 2D mouse is commonly used for desktop applications and is
designed for 2D environments on the screen. It functions as an interface between
the screen and position in the user interface of the graphic platform. The location
of the mouse pointer on the screen corresponds to a position in two-dimensional
space. Integrating a 2D mouse into a 3D environment is feasible. The mouse pointer
is a vector that extends the field of vision and has the possibility to collide with
objects in the 3D environment (see Sect.4.4.2.5). Interacting with 3D objects on
a conventional 2D screen is relatively easy. Figure 4.22 shows an example of how
interaction with 3D environments with a 2D mouse on a 2D screen looks like. With
the help of a 2D mouse, the pointer on the screen can be moved. Based on that
pointer position on the 2D screen, a ray is cast into the virtual 3D environment. This
ray is then used to calculate intersections with objects in the 3D environment—see
Sect.4.4.2.5.

When in a virtual or augmented reality environment, mouse interaction becomes
more complex, as the user has to find a way to move the mouse pointer in 3D space.
Unlike a normal screen, there is no unchangeable window available in this type of
environment. The use of a conventional 2D mouse in virtual and augmented reality
is further complicated by the fact that the mouse is usually tied to a desk and must
be seen to work with it.
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Screen-Space 3D-Space

Fig. 4.22 Visual example of a 3D interaction with a 2D mouse. With the help of a 2D mouse, the
pointer on the screen can be moved. Based on that pointer position on the 2D screen, a ray is cast
into the virtual 3D environment. This ray is then used to calculate intersections with objects in the
3D environment

4.6.3 3D Mouse-Based Interaction

3D mice, also called Controller, are mostly designed for interaction in 3D space and
therefore solve many of the problems of a traditional 2D mouse. For instance, 3D
mice can be tracked at any time by position tracking, thus supporting six degrees of
freedom. Furthermore, 3D mice can be replicated in the virtual environment with an
accurate position, making physical presence unnecessary.

This opens up numerous possibilities for the use of 3D mice in highly immersive
environments. 3D mice can be utilized to point to objects, and the attached buttons
can be used to select objects and initiate or terminate functions. Figure 4.23 shows
a visual example of the interaction with a 3D mouse controller in an augmented
reality environment. The tracked position of the controllers, along with a white line
that serves as the direction vector, is depicted as three-dimensional objects.

4.6.4 Voice-Based Interaction

Voice-based interaction has become a valuable option for interacting within XR
environments. A suitable microphone and speech recognition software enable the
creation of a powerful tool for digital device interaction. An example of such a
speech assistant is the “Mozilla Deep Speech” project.!? This allows to recognize
spoken language and react to it.

One challenge that arises with speech recognition is the software’s ability to
correctly interpret spoken language. The program relies on algorithms programmed
into the speech recognition software to interpret speech. As a result, only the

12 https://github.com/mozilla/DeepSpeech last visited on: 01.03.2024.
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Fig. 4.23 Visual example of the interaction with a 3D mouse controller in an augmented reality
environment. The tracked pose of the controllers are additionally visualized as 3D objects

functions incorporated by the software’s developer can be successfully interpreted.
The contextual interpretation of speech statements remains a difficult task.

4.6.5 Gesture-Based Interaction

Gesture-based interaction is a potential interaction method that is closely related to
the detection and tracking capabilities of HMDs. No conventional input device is
used. Instead, the interaction with the XR environment is achieved by interpreting
hand gestures or, in some cases, body movements. The gesture-based interaction is
often used as a substitute for 3D mouse-based interaction. Due to the intricacies of
hand and finger recognition and tracking, this approach only allows for rudimentary
actions such as pointing, grabbing, or pinching. The use of additional buttons, such
as on 3D mice, is not possible. Figure 4.24 shows a visual example of the interaction
with hands in a immersive virtual reality environment. Since the real hands are not
visible, virtual replications of the tracked hands are visualized.

Another method of gesture-based interaction is eye interaction; cf. Sect. 4.4.
Since this method has only limited applications, we will not elaborate further here.

4.6.6 Collaborative Interaction

Besides the device-based and device-less interaction methods discussed, con-
cepts for collaborative interaction should be considered when introducing virtual
and augmented reality to metamodeling. In traditional metamodeling tools, e.g.,
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Fig. 4.24 Visual example of the interaction with hands in a immersive virtual reality environment.
Since the real hands are not visible, a virtual replication of the tracked hands are visualized

ADOxx (Fill and Karagiannis 2013) or MetaEdit+ (Kelly et al. 1996), collaboration
between users can be achieved. This collaboration can happen by synchronizing
the models via APIs or by exporting and importing models as text files between
different users. As far as we know, none of the conventional 2D metamodeling
platforms currently allow for collaborative modeling by multiple users on the same
model. Additionally, collaboration on traditional 2D displays is feasible through
cooperative work in front of a shared screen to discuss and manipulate conceptual
models. When considering the use cases again for collaboratively modeling a
business model canvas in augmented reality (see Sect. 3), this becomes a problem.
Since a user wearing a HMD cannot share what he is seeing with others, the
traditional way of sharing screens between multiple users is dissolved. Thus, other
concepts are needed for real-time collaboration in virtual and augmented reality.

Real-time synchronization of virtual and augmented reality environments is
already possible, but there is a lack of approaches that utilize this synchronization
in conceptual modeling. For example, Vogel et al. (2021) or West et al. (2010)
have explored this topic to some extent, but this capability is not yet considered in
metamodeling in general. Furthermore, since conceptual models may no longer be
entirely separated from reality, it is essential to synchronize virtual content among
various devices and adjust it to align the position of virtual objects with the real-
world environment.

4.6.7 Requirements for Interaction

When considering the requirements for combining virtual and augmented reality
and metamodeling, it is necessary to have concepts for interaction with or in 3D,
VR, and AR environments. Thus, different requirements evolve.
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To enable seamless interaction with 3D, VR, and AR environments, appropriate
devices and interaction approaches must be supported to interact with models and
define metamodels.

* GSR20: A metamodeling environment must enable adapted interaction
approaches for defining metamodels.

* GSR21: A metamodeling environment must enable adapted interaction
approaches for interaction with models or model environments.

Since by default, different users on their own devices cannot see what others see on
their devices, real-time collaboration is crucial in virtual environments.

* GSR22: A metamodeling environment must enable real-time synchronization of
virtual information embedded into virtual or augmented reality environments.

4.7 Aggregated Generic and Specific Requirements
for Joining Metamodeling with Extended Reality

Taking into account all the aspects introduced in this chapter, a comprehensive list
of general and specific requirements can be presented. In the following, two tables
list the nine global generic requirements and the 22 global specific requirements.
The generic requirements can be found in Table 4.2, and the specific requirements
can be seen in Table 4.3.

All of these requirements have at some point an impact on metamodeling, be it on
a very high level, i.e., in a meta2-model, in a metamodel, or in a model. Regarding
the model hierarchy introduced in Sect.2.1.3, this means that a requirement can
have an impact on the M3, the M2, or the M1-level—see Fig.2.2. Furthermore,
a modeling method (see Sect.2.1.3.1) always consists of a modeling technique
and mechanisms and algorithms. This raises the question of how the requirements
introduced affect these components of a modeling method.

4.7.1 Requirements for the Meta*-Model and Modeling
Methods

In this section, the implications of these requirements on specific parts of the model
hierarchy and modeling methods are discussed. Thus, the five areas of coordinate
mappings, visualizations, detection and tracking, mapping to real-world objects and
semantic reasoning, and interaction are discussed in more detail.
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Table 4.2 List of global generic requirements for joining metamodeling with extended reality

Generic requirement | Description

GGR1 In addition to hand gestures and voice control, other interaction
options adapted for virtual and augmented reality should also be
enabled.

GGR2 It must be possible to attach virtual objects to real objects by means

of anchoring, i.e., reference point information must be stored
somehow in the model.

GGR3 Object recognition during run-time must be enabled, e.g., by using
machine learning algorithms for object recognition, as well as
semantic reasoning.

GGR4 The accurate positioning of both the user and objects in the physical
setting must be determined, including indoor and outdoor
environments.

GGR5 To achieve an overlay of the real and the virtual objects and to

annotate them with additional information, the detection of real
objects must be possible.

GGR6 Based on the real environment, semantic inferences, i.e., states and
consequences about the user’s context must be possible. Possibilities
to enable this are, e.g., ontological or rule-based reasoning.

GGR7 Real-time collaboration should be supported, whether modeling in a
multi-user environment in the same location or over a distance.

GGRS Models must support different views of the same model for different
situations.

GGR9Y The connection of related models and the appropriate visualization

of these connections must be enabled.

4.7.1.1 3D Coordinates

Examining the specific requirements of Sect. 4.2, it is evident that these require-
ments are necessary for all areas of conceptual modeling in combination with
extended reality. Therefore, it is essential to have concepts that allow defining
traditional 2D coordinates, as well as 3D absolute and relative coordinates for all
metaZ-model concepts that can be visualized. Positioning and rotations adhere to
the same principle. Therefore, the specific requirements GSR1-GSRS5 should be
considered at the meta2-level, i.e., the M3-level of the model hierarchy.

4.7.1.2 Visualizations

Taking into account the components of a modeling method introduced by Kara-
giannis and Kiihn (2002), every modeling language has a notation, a syntax, and
semantics. For modeling languages, the visualization of model components, e.g., in
this case also the visualization of 3D objects (see Sect. 4.3), is defined in the notation
of a modeling language. The notation can be divided into a representation part and
a dynamic part, i.e., the static visualization of a model component and its dynamic
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Table 4.3 List of global specific requirements for joining metamodeling with extended reality

Specific requirement | Description

GSR1 A metamodeling environment must support three-dimensional
coordinates for the base coordinate system.

GSR2 A metamodeling environment must support three-dimensional
relative coordinates.

GSR3 A metamodeling environment must support absolute coordinates.

GSR4 A metamodeling environment must support 3D coordinates for
positioning.

GSR5 A metamodeling environment must support 3D rotations.

GSR6 A metamodeling environment must allow for the visualization of 3D
objects.

GSR7 A metamodeling environment must allow the use of well-known 3D
data formats.

GSR8 A metamodeling environment must allow for the definition of 3D
visualization on the level of metamodels.

GSR9 A metamodeling environment must allow dynamic changes of
three-dimensional visualizations.

GSR10 A metamodeling environment must support concepts to define the
dynamic behavior of model components on the level of metamodels.

GSR11 A metamodeling environment must enable the real-time tracking of a
user’s position and orientation relative to the base coordinate system.

GSR12 A metamodeling environment must support concepts for the
detection of 2D images.

GSR13 A metamodeling environment must support concepts for the
tracking of 2D images.

GSR14 A metamodeling environment must support concepts for the
detection of 3D objects.

GSR15 A metamodeling environment must support concepts for the
tracking of 3D objects.

GSR16 A metamodeling environment should allow for the tracking of
human bodies and their specific parts.

GSR17 A metamodeling environment must allow the use of raycasting
concepts.

GSR18 A metamodeling environment must consider concepts for the

mapping to real-world objects without knowing the exact visual
representation.

GSR19 A metamodeling environment must allow for the inference of
context information.

GSR20 A metamodeling environment must enable adapted interaction
approaches for defining metamodels.

GSR21 A metamodeling environment must enable adapted interaction
approaches for interaction with models or model environments.

GSR22 A metamodeling environment must enable real-time synchronization
of virtual information embedded into virtual or augmented reality
environments.
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visualization changes during modeling or model execution. Since this is true for
all modeling languages, these are also concepts to consider at the meta®-level, i.e.,
the M3-level of the model hierarchy. Therefore, the specific requirements GSR6—
GSR10 must be considered on the meta®-level and concepts for static and dynamic
visualization of 3D objects must be introduced.

4.7.1.3 Detection and Tracking

When examining the requirements outlined in Sect. 4.4, it is not immediately clear
how they fit into the larger picture. Technologically speaking, there must be methods
to detect and track various entities in order to enable these features in metamodeling.
If these technological capabilities are in place, the question arises as to where these
concepts should fit within the model hierarchy. There are numerous possibilities to
consider.

First, if these requirements apply to all modeling techniques in general, i.e.,
either modeling languages or modeling procedures, then the concepts of detection
and tracking must be introduced at the meta’-level. Second, when such concepts
are used more for, or in modeling languages or modeling procedures, i.e., as
mechanisms or algorithms, it is not immediately clear where to consider these
features. Refer to Fig.2.4 for an illustration of how mechanisms and algorithms
can be classified within three categories: Generic, Specific, and Hybrid algorithms.
Generic mechanisms are implemented on top of the meta®-model to enable usage
in all metamodels based on the meta?-model. Specific mechanisms are designed for
particular metamodels. Hybrid mechanisms are created on the meta®-model, but are
tailored to specific metamodels to enhance usability, as noted by Karagiannis and
Kiihn (2002) in their work on metamodeling platforms.

GSRI11 and GSR17 are considered fundamental aspects of any 3D, VR or AR
application and will not be discussed further. However, the detection and tracking
of 2D images, 3D objects, and body parts, i.e., GSR12-GSR16, needs to be looked
at more closely. When investigating use cases in which detection and tracking
are essential, it is evident that the process mainly involves detecting and tracking
instances. For example, when examining the IT infrastructure scenario in Fig. 3.9,
the real-world servers being detected and tracked are always specific instances, not
a concept of “server” in general, i.e., a concept in a metamodel. This also applies to
the business perspective case in Fig. 3.7, where the system must recognize and trace
the location of the subsequent individual step.

Thus, the requirements for detection and tracking, i.e., GSR12-GSR 16, are not to
be considered in the meta?-model, but rather in metamodels with specific language
concepts that can then be processed by mechanisms and algorithms. Specifically,
the author suggests incorporating these concepts into metamodels as needed, i.e., at
the M2-level of the model hierarchy.

A proposal on the utilization of these concepts at the metamodel level will be
presented in Chap.5. Ideally, these language concepts would not be defined by
the metamodeler creating a new modeling language, but globally at the level of a
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metamodeling platform. This means that these language concepts are not defined
at the meta®-level, but are predefined language concepts on the meta-level that can
be reused by other metamodelers for their metamodels as needed. This is sort of a
hybrid approach. The language concepts would be available at any time and globally
defined, but would not be considered in the meta?-model and would be processed
by hybrid mechanisms and algorithms at run-time.

4.7.1.4 Context

This section discusses the particular needs for context, i.e., mapping to real-world
objects and semantic reasoning, specifically GSR18 and GSR19. Like the require-
ments for detection and tracking, the requirements for mapping and reasoning
involve instances of models. At the meta2-level, the context of a situation cannot be
generally defined, since it depends on sensor information at run-time. Mechanisms
and algorithms process environmental and model data throughout modeling and
model execution. It is possible that these mechanisms and algorithms exist as
generic algorithms in the meta®-model—see Sect.6.1.1.8. It is also possible that
mechanisms or algorithms, e.g., for the inference of the current task in a BPMN
process, are implemented in a completely independent application that only takes
models as input data and is thus completely decoupled from the modeling method.
Thus, it is recommended that GSR18 and GSR19 should be linked to a modeling
language or execution environment.

4.7.1.5 Interaction

Interaction often depends heavily on the available device technology and software.
For instance, determining whether a virtual 3D object can be manipulated using
a controller or bare hands during a virtual modeling process (GSR21) or how
to interact with the 3D visualization of a metamodel component’s notation while
defining a metamodel (GSR20) is primarily dependent on the software used to
perform these tasks. It is not dependent on the modeling method or the meta®-model,
i.e., a metamodeling platform or a model execution platform.

This is not entirely accurate for GSR22, which refers to real-time collaborations.
While modeling platforms commonly include user structures to manage user rights,
the M3-level should consider incorporating certain concepts of user rights since it is
a universal concept applicable across all modeling methods, i.e., at the meta®-level.
When it comes to real-time collaboration, the question arises on which level this
collaboration takes place.

Collaboration can occur during the specification of the metamodel, such as
for defining notation or syntax. Since the definition of syntax is independent
of the newly introduced 3D concepts, it is not considered here. However, the
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notation definition (refer to Sect.4.3) must be taken into account. For instance,
two users can cooperate in designing a meta-concept’s 3D visualization in a 3D
environment.

Additionally, collaboration can occur at the model level, such as in collaborative
model creation as introduced in the collaborative business model canvas (BMC)
modeling use case (see Chap. 3). It would be reasonable to have a universal user
management concept that is directly linked to the meta’-model. The implemen-
tation of real-time synchronization between different users is a matter related to
the underlying modeling platform, rather than the meta’>-model or the modeling
method.

The final option involves real-time collaboration during model execution. Con-
sider revisiting the scenario of a business process execution with the assistance of an
AR application that visually guides the user to the next task location, as described in
Chap. 3. If two users are required to execute the task and both require access to the
same 3D visualizations at the same time in the same place, it must be synchronized
between them in real-time. In this case, the synchronization would be separate from
any metamodeling platforms, including the meta®-model. It is feasible to combine
these execution engines with an underlying metamodeling environment. However,
such a platform does not yet exist.

4.7.2 Need for Knowledge-Based Virtual and Augmented
Reality Approaches

After evaluating the implications of all the specific requirements presented above
regarding potential changes in metamodeling, it is evident that many of these
specific requirements are not applicable at the M3 level, i.e. in the meta-model.
Instead, they should be considered on the level of modeling methods. This
brings us back to the particular area of knowledge-based VR/AR, as discussed
in Sect. 2.3.6.1—see Fig. 2.20.

Within this category, one potential area of interest lies within the field of devel-
oping augmented reality applications, particularly in the context of model-based
augmented reality applications. This includes design-time aspects, i.e., modeling of
VR/AR applications, as well as run-time aspects, i.e., running VR/AR applications
based on models. Thus, the upcoming chapter will introduce a domain-specific
visual modeling method that enables the creation of augmented reality scenarios
in a generic manner, incorporating many of the recommended requirements to be
coupled to a modeling method.
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Chapter 5 )
ARWFMM: A Modeling Method Qe
as an Example for Knowledge-Based

Virtual and Augmented Reality

Parts of this chapter have been published in a similar form as a research paper in: Conceptual
Modeling. ER 2023. Lecture Notes in Computer Science, vol 14320 with the title: A
Domain-Specific Visual Modeling Language for Augmented Reality Applications Using
WebXR (Muft and Fill 2023c).

Augmented reality is based on the three core concepts (1) Detecta-
bles/Trackables, (2) Coordinate Mappings, and (3) Augmentations—cf. Sect.
2.2.2.1. In addition, AR applications consider workflow concepts that enable
dynamic changes in the AR environment based on triggers, conditions and actions.

Creating such dynamic augmented reality applications requires today advanced
programming skills, e.g., for platforms and APIs such as Vuforia,! ARKit,?
Google ARCore,® or MRTK.* To facilitate the creation of AR applications, several
proposals have been made in model-driven engineering and conceptual modeling.
Among these are XML and JSON schemas that describe AR scenes in generic,
platform-independent formats (Ruminski and Walczak 2014; Lechner 2013) or with
an emphasis on learning experiences (Wild et al. 2014). Domain-specific languages
for creating AR model editors using Vuforia, ARKit, or MRTK (Ruiz-Rube et al.
2020; Campos-Loépez et al. 2021; Seiger et al. 2021); or a BPMN extension for
representing process information in AR using the Unity platform (Grambow et al.
2021).

In addition, commercial low-code and no-code tools are available to empower
non-technical users with the capability to create AR applications. Examples of such

Uhttps://library.vuforia.com/ last visited on: 01.03.2024.

2 https://developer.apple.com/documentation/arkit/ last visited on: 01.03.2024.

3 https://developers.google.com/ar last visited on: 01.03.2024.

4 https://github.com/Microsoft/MixedReality Toolkit- Unity last visited on: 01.03.2024.
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tools are UniteAR’ and Adobe Aero.® However, these tools are mostly designed for
creating a single AR scene or very simple workflows.

What is currently missing is a visual modeling approach that can represent
complex AR workflows for different application scenarios, that can be easily
adapted to new requirements, and that is based on open standards. To enable the
creation of augmented reality applications that take advantage of the accessibility,
portability, interoperability, and openness of the web, this chapter introduces a
domain-specific modeling method based on models that conform to the W3C
WebXR device API recommendation, allowing the definition of different scenarios
such as assembly processes, maintenance tasks, or learning experiences. It should
be noted that the approach presented in this chapter is firmly grounded in the field
of knowledge-based VR/AR—see Sect. 2.3.6.1 and Fig. 2.20. This encompasses
modeling VR or AR applications as well as the execution of VR or AR applications
based on models and, in particular, the discovered area of Concepts and Languages
in Sect. 2.3.

The language development of the method adheres to the guidelines for domain-
specific modeling language (DSML) development by Frank (2013). The ADOxx
metamodeling platform (Fill and Karagiannis 2013) was used to implement the
DSML and the new modeling method was applied to a furniture assembly use case.
In the initial evaluation, a feature comparison with similar languages in the field of
augmented reality is performed (Siau and Rossi 2011), and a formal evaluation with
the FDMM formalism is conducted (Fill et al. 2012a,b, 2013).

This chapter is organized as follows. In Sect. 5.1, we analyze previous related
approaches in the area of knowledge-based VR/AR, and more specifically in model-
driven engineering and conceptual modeling in the context of AR. Section 5.2
introduces foundational knowledge of the most important development platforms
for augmented reality applications, as well as different metamodeling platforms.
This information will enable the deduction of generic and specific requirements for
a modeling method for knowledge-based VR/AR. Furthermore, knowledge of related
approaches is needed to understand the subsequent decisions during the develop-
ment process of the new modeling method. From the insights of Sects. 5.1 and 5.2,
we derive generic and specific requirements for a domain-specific visual modeling
language for AR applications and present its specification and implementation in
Sect. 5.3. This is followed by a first evaluation of the modeling method in Sect. 5.4,
including a use case (Sect. 5.4.1), a feature comparison (Sect. 5.4.2), and a formal
evaluation (Sect. 5.4.3). Finally, in Sect. 5.5, we look at newly gained insights and
point out the drawbacks of this approach for state-of-the-art 2D modeling tools.

5 https://www.unitear.com/ last visited on: 01.03.2024.
6 https://adobe.com/products/aero.html last visited on: 01.03.2024.
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5.1 Related Approaches for Conceptual Modeling
and Model-Driven Engineering for AR

Several approaches have explored the application of conceptual modeling and
model-driven engineering for augmented reality applications. In a comprehensive
literature analysis, we previously identified 201 relevant papers at the intersection
of conceptual modeling and VR and AR and derived the main research streams in
these areas (see Sect. 2.3). From the results of this study, we have identified crucial
contributions in the field of Concepts and Languages, which includes the area of
model-driven engineering and conceptual modeling for AR. The most important
contributions in this area will be concisely characterized in the following.

Ruminski and Walczak (2014) described a new text-based approach called CARL,
which is a declarative language for modeling dynamic, contextual augmented reality
environments. They state that CARL can simplify the process of creating AR
experiences by allowing developers to create reusable, modular components which
can be combined to form more complex scenes. The approach involves selecting and
merging content and rules from different service providers for creating AR scenes
without the need to switch between services. They demonstrate the effectiveness
of the language through the implementation of a prototype AR application of a
bookstore AR service. Their development approach is based on textual modeling
and does not include a visual representation.

Wild et al. (2014) focused on data exchange formats for AR experiences in man-
ufacturing workplaces. They propose two textual modeling languages that include
the definition of learning activities (activityML) and the definition of workplaces
(workplaceML). In addition, they discuss the challenges of implementing such
a framework, including the need for interoperability between different systems.
The article highlights the importance of data exchange formats for AR learning
experiences in manufacturing workplaces. Based on this work, a new IEEE standard
for Augmented Reality Learning Experience Models has been developed (Wild et al.
2020), which includes a reference implementation.7 It enables the direct definition
of learning workflows within an AR context. The textual models for these workflows
are stored only at run-time, precluding a definition outside the tool. Screenshot of
this reference implementation for modeling AR workflows are available in Wild
et al. (2020).

A similar approach has been developed by Lechner (2013). He proposes the
XML-based Augmented Reality Markup Language (ARML 2.0) to describe virtual
objects, their appearance, and anchors in an AR scene in relation to the real world.
The paper highlights the need for standardization in the AR industry and the
potential benefits of ARML 2.0 as a common data format for AR applications.
Further, the separation of concerns was discussed. Lechner compared other AR
browser formats to ARML 2.0 and discussed the gaps for standardizing ARML

7 https://github.com/WEKIT-ECS/MIRAGE-XR last visited on: 01.03.2024.
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Fig. 5.1 Screenshot of the HoloFlows application for modeling IoT processes in augmented
reality. Reprint from Seiger et al. (2021)

2.0. ARML 2.0 has been included in a standard issued by the Open Geospatial
Consortium® in the form of an XML grammar.

Ruiz-Rube et al. (2020) argue that bodily-kinesthetic abilities are not currently
supported in common modeling tools. Thus, they proposed a model-driven devel-
opment approach to create AR-based model editors, aiming at more efficient means
of creating and editing conceptual models in AR. Thus, the generated applications
target modeling itself. They demonstrate their approach by a tool called ARE4DSL,’
claiming that this approach has the potential to support teaching and work with
models in an innovative way. It only allows for the definition of AR-based modeling
applications and not for the definition of other types of AR applications.

Seiger et al. (2021) presented HoloFlows, a modeling approach for creating
Internet of Things (IoT) processes in augmented reality environments—see example
in Fig. 5.1. They argue that HoloFlows can help to address the challenges of IoT
process modeling by providing a more intuitive and immersive way to design and
analyze IoT systems. The approach includes the use of a mixed reality interface that
allows users to visualize and manipulate IoT devices and their interactions in real-
time without the need of process modeling knowledge. The approach is specific to
the IoT domain and modeling is only possible within the provided AR application
on the Microsoft HoloLens.

Grambow et al. (2021) introduced an approach called BPMN-CARX. It stands for
a solution integrating context-awareness, visual AR support, and process modeling
in BPMN of Industrial Internet of Things (IloT) processes. The approach allows one
to extend business process management software with AR and IIoT capabilities.
Furthermore, it supports the modeling of context-aware and AR-enabled business
processes. BPMN-CARX extends BPMN with new elements, including a graphical

8 http://docs.opengeospatial.org/is/12- 132r4/12-132r4 html last visited on: 01.03.2024.
? https://github.com/spi-fm/ARE4DSL last visited on: 01.03.2024.
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notation, and conforms to current business process management norms without
requiring a completely new notation. The approach supports the integration of
AR and IoT context information during process modeling and the use of real-
time sensor data for rule execution. Additionally, the framework supports AR
integration during business process enactment without the need for AR users to
switch between software solutions or platforms. A case study in a simulated smart
factory environment demonstrated the feasibility of the approach. It is specific to
business process modeling and does not seem applicable to other scenarios.

Campos-Lépez et al. (2021) and Brunschwig et al. (2021) proposed an automated
approach for constructing AR-based interfaces for information systems using
model-driven and software language engineering principles without the need for
coding knowledge. They introduced a model-driven approach for AR interface
construction, where the interface is automatically generated from a high-level
domain metamodel of the system and includes AR features like augmentations, a
mechanism for anchors based on real-world position, or the recognition of barcodes
and quick response (QR) codes. Additionally, it is possible to define API calls to be
performed upon certain user interactions, e.g., the creation of objects. The approach
is mainly designed for modeling systems that use AR, but there is no possibility
to define states or executable workflows. They demonstrate the feasibility of their
approach through a prototypical iOS app called AlteR'" that is based on Apple’s
ARKit. Screenshots of an example of the modeling process with this prototypical
application are available in Brunschwig et al. (2021).

In summary, there are existing approaches for (1) creating particular AR
applications founded on models and schemata, (2) generating AR-based modeling
tools using model-driven engineering, and (3) modeling AR applications that
are based on conceptual modeling languages, cf. aspects of pairing conceptual
modeling with VR/AR in Sect. 2.3.6.1. To our knowledge, currently there is no
visual modeling approach available to represent executable AR workflows for
varied application scenarios that is based on open AR standards. The next section
introduces development platforms for augmented reality applications, as well as
different metamodeling platforms. This is needed to define then the requirements of
a modeling method and its implementation, along with an exemplary use case in the
following sections.

5.2 Related Development and Metamodeling Platforms

Various methods and development platforms have been used in both research and
industry to create augmented reality applications. This section outlines some of
the most commonly used development platforms, including their advantages and
disadvantages. Additionally, this section introduces the most used metamodeling

10 hitps://alter-ar.github.io/ last visited on: 01.03.2024.
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platforms, since the methodology for defining domain-specific modeling languages
by Frank (2013) defined the use of a metamodeling language as a generic require-
ment for DSML development.

5.2.1 Development Platforms

There are numerous development platforms available for creating virtual and
augmented reality applications. A majority of these platforms are proprietary and
impose charges for commercial use.

5.2.1.1 Unity

The Unity development platform'! is a leading development platform used to
create applications for virtual and augmented reality. Unity offers a complete
framework that enables developers to integrate VR and AR functionality seamlessly.
The platform facilitates widespread application deployment by supporting various
types of VR and AR devices, e.g., Microsoft HoloLens, Meta Quest, as well as
smartphones and tablets, using the AR Foundation package.'? Unity’s scripting API
and user interface streamline the development process for beginners and advanced
developers.

Unity, despite its widespread use, encounters significant obstacles. Achieving
good performance, particularly in resource-intensive virtual and augmented reality
applications, requires a great effort from developers. Furthermore, financial con-
straints for independent and smaller teams are caused by the licensing structure,
since advanced features require subscription fees.!> Additionally, the steep learning
curve of the platform can create challenges for new and inexperienced users. Lastly,
interoperability should also be taken into account, since Unity’s scripting relies
on the C# programming language, potentially limiting collaboration with other
languages or platforms.

5.2.1.2 Unreal Engine

Unreal Engine, developed by Epic Games, is a widely-used game development
toolset for creating 3D experiences on platforms such as PC, console, mobile, virtual

" hitps://unity.com/ last visited on: 01.03.2024.

12 https://docs.unity3d.com/Packages/com.unity.xr.arfoundation @6.0/manual/index.html last vis-
ited on: 01.03.2024.

13 https://unity.com/pricing last visited on: 01.03.2024.


https://unity.com/
https://docs.unity3d.com/Packages/com.unity.xr.arfoundation@6.0/manual/index.html
https://unity.com/pricing

5.2 Related Development and Metamodeling Platforms 127

and augmented reality.'* The engine offers comprehensive support for OpenXR !
and all hardware vendor APIs, from HoloLens to ARCore to Oculus.

Like Unity, the Unreal Engine presents a challenging learning curve and is not
royalty-free, requiring developers to pay fees based on generated revenue.

5.2.1.3 Vuforia
Vuforia'® is a comprehensive SDK designed to empower developers in creating
robust AR applications across multiple platforms. By leveraging advanced computer
vision techniques, such as image recognition and tracking, the tool seamlessly
integrates digital content into the real-world environment. Vuforia provides a range
of target types, including images, objects, and environments, that facilitate various
use cases for applications (see tracking and detection in Sect. 4.4). Vuforia has cross-
platform compatibility with both iOS and Android platforms, which amplifies its
accessibility for developers. Furthermore, Vuforia provides different development
environments, but is mostly used on the basis of the Unity development platform
described above.

Therefore, Vuforia shares the drawbacks outlined in Sect. 5.2.1.1. Additionally,
Vuforia’s primary focus is on mobile devices, and its tracking capabilities on HMDs
are limited. Like Unity and Unreal Engine, Vuforia is a closed-source platform with
a challenging learning curve and a complex pricing structure.'”

5.2.14 ARKit

ARKit is an Apple-developed augmented reality framework that enables developers
to design AR applications for iOS devices such as iPhones and iPads, as well
as the Apple Vision Pro HMD. ARKit streamlines AR experience building by
incorporating device motion tracking, world tracking, scene understanding, and
display features. Apple built a whole development ecosystem by providing Xcode!®
and the Reality Composer Pro.'” Furthermore, it is also possible to develop
applications in Unity or Unreal Engine using the ARKit library on top.

There are several challenges and drawbacks associated with using ARKit. Cre-
ating an AR app with ARKit can be challenging, especially for novice developers
due to its complexity. Additionally, ARKit is exclusive to iOS devices, reducing the
range of users who can access AR apps developed using ARKit. However, ARKit

14 https://www.unrealengine.com/ last visited on: 01.03.2024.

13 https://www.khronos.org/openxi/ last visited on: 01.03.2024.

16 https://library.vuforia.com/ last visited on: 01.03.2024.

17 https://www.ptc.com/en/products/vuforia/vuforia-engine/pricing last visited on: 01.03.2024.
18 https://developer.apple.com/xcode/ last visited on: 01.03.2024.

19 https://developer.apple.com/augmented-reality/tools/ last visited on: 01.03.2024.


https://www.unrealengine.com/
https://www.khronos.org/openxr/
https://library.vuforia.com/
https://www.ptc.com/en/products/vuforia/vuforia-engine/pricing
https://developer.apple.com/xcode/
https://developer.apple.com/augmented-reality/tools/

128 5 ARWFMM: A Modeling Method as an Example for Knowledge-Based Virtual. ..

remains a popular choice for developers due to its compatibility with millions of
i0S devices and an easy-to-use interface for Apple devices.

5.2.1.5 ARCore

ARCore is a proprietary Google-developed SDK that allows developers to create
augmented reality applications for Android, iOS, Unity, and the web.?’ One of
the main advantages of ARCore is that it is available on a wide range of Android
devices, e.g., Android-based smartphones, tablets, and HMDs, making it accessible
to a large audience. ARCore provides different APIs for multiple development
environments such as Unity, XCode, Unreal Engine, or Android Studio. This
enables a variety of target devices. ARCore, as well as ARKit, implement the
guidelines proposed by the AR Foundation (see Sect. 4.4).

Even though ARCore allows the development of augmented reality applications
for multiple device platforms, there is still the use of different development environ-
ments for the different devices. Thus, ARCore is not really platform-independent.
Further, the development is similarly complex as on the other introduced platforms,
and in comparison to ARKit does not allow for object tracking yet.

5.2.1.6 WebXR

WebXR is a web-based open-source API that enables developers to generate
immersive experiences for both augmented reality and virtual reality devices (Jones
et al. 2023). One of the main advantages of WebXR is that it utilizes HTML and
JavaScript, facilitating the development of VR and AR apps by web developers
without necessitating knowledge of new programming languages.

WebXR is only an API and is thus always based on a base 3D library such as
THREE.js?! or Babylon.js.?> Furthermore, WebXR apps can run on a wide range of
XR devices, such as HMDs, smartphones, or tablets, which enhances its availability
to users, making the API platform-independent. In theory, any mobile device
equipped with a web browser and a camera can access WebXR applications without
requiring device-specific adaptations of program code or specific deployment.

There are some drawbacks to utilizing WebXR. For example, WebXR is a
relatively new technology, resulting in fewer resources for developers compared
to established platforms like Unity. Moreover, WebXR applications may have a
lower performance than native applications, which may restrict the potential types
of experience that can be developed. Additionally, it should be noted that WebXR
currently supports fewer AR Foundation features compared to other approaches.

20 https://developers.google.com/ar last visited on: 01.03.2024.
21 https://github.com/mrdoob/three.js last visited on: 01.03.2024.
22 https://github.com/BabylonJS/Babylon.js last visited on: 01.03.2024.
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Table 5.1 Comparison of the Feature ARCore | ARKit | WebXR
supported AR Foundation 6.0 ;

features by ARKit, ARCore, Session v v v

and WebXR. The addition Device tracking v v v
(exp.) means that the feature Camera v v v

is available but only in Plane detection v v v/ (exp.)
exper.imental mode. Apple Image tracking v v v (exp.)
ARKit supports all the 2 2

features outlined by the AR Object tracking d v X
Foundation. Google ARCore Face tracking v v X
supports all features except Body tracking X v X

for four, lacking the Point clouds v v X
capabl.hty to detect predefined Raycasts v v v

3D objects. WebXR

implements all but five Anchors v v v
features and also lacks the Meshing X v v (exp.)
crucial function of detecting Environment probes | v’ v v (exp.)
predefined objects, but allows Occlusion v v v (exp.)
for image detection Participants X v X

Nonetheless, WebXR holds significant potential as a tool for creating immersive
web experiences. Its open-source nature and accessibility make WebXR particularly
interesting for research and industry, and it has great potential to be adopted as the
industry standard for the development of virtual and augmented reality applications.

5.2.1.7 AR Foundation Feature Comparison

Table 5.1 shows a comparison of the AR Foundation features supported by ARKit,
ARCore, and WebXR. As is evident, Apple ARKit supports all features outlined by
the AR Foundation in version 6. Google ARCore supports all features except for
four, lacking the capability to detect predefined 3D objects. WebXR implements all
but five features and also lacks the crucial function of detecting predefined objects,
but does allow for image detection. This feature is currently in the experimental
phase and is limited to tablets and is not available for HMDs. What all three SDKs
have in common is the need for programming knowledge to develop VR or AR
applications. Additionally, due to privacy concerns, accessing the camera stream
of an AR application is currently not possible on most standard HMDs. Real-time
image and object detection are essentially excluded from HMDs until clear legal
regulations on privacy are established.

Although WebXR has a limited feature set compared to ARKit and ARCore,
it has been chosen as the main technology for the majority of AR and VR
implementations in this work due to its open-source and platform-independent

23 https://docs.unity3d.com/Packages/com.unity.xr.arfoundation @6.0/manual/index.html last vis-
ited on: 01.03.2024.
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nature. If the mentioned drawbacks of WebXR are resolved in the future, this
technology will clearly have an advantage over other closed-source approaches.

5.2.1.8 Low-Code and No-Code Platforms

In addition to the aforementioned technical SDKs, there exist commercial low-
code and no-code platforms for generating VR and AR experiences. For instance,
platforms like UniteAR?>* and Adobe Aero provide a high-level way to define VR
or AR scenes, albeit with limited options for incorporating more intricate logic into
the experience. Thus, these methods are better suited for straightforward scenarios,
but not for intricate use cases as presented in Chap. 3.

5.2.2 Metamodeling Platforms

A metamodeling platform is a software program that enables a modeler to create
a modeling method, or metamodel, on a platform-specific meta?-model—see
Sect. 2.1.3. The meta®-model of a platform provides the specific components for
a metamodel on that platform. There are various metamodeling platforms that are
based on distinct architectures and meta’-models. According to Karagiannis and
Kiihn (2002), a metamodeling platforms must have a distributable, scalable, and
component-based architecture to provide value—see Fig. 5.2. Thus, a complete
metamodeling platform must always incorporate the following components.

Data storage is always achieved by a persistency service providing technologies
such as databases and file storage to store model and metamodel data.

The meta’-model furnishes the fundamental ideas for building metamodels, and
mechanisms and algorithms. Common concepts are relations, classes, attributes, and
others. The meta?-model is the core of each metamodeling platform architecture, as
it provides the conceptual basis and is linked to all other components.

The metamodel base holds all the data regarding the metamodels that the
modeling platform is currently managing. Any changes to the metamodel base
are passed on to the model base to ensure that the models and their associated
metamodels remain synchronized.

The mechanism base contains data regarding the functionalities that can be
applied to models and metamodels. These functionalities can be stored either in
the mechanism base itself or outside of the metamodeling platform.

The model base contains all models which are based on the metamodels. It
interacts with the metamodel base to monitor any alterations to the metamodels
and to pass them on to the relevant models.

24 https://www.unitear.com/ last visited on: 01.03.2024.
25 https://adobe.com/products/aero.html last visited on: 01.03.2024.
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Fig. 5.2 Generic architecture of metamodeling platforms. Adapted from Karagiannis and Kiihn
(2002)

Access services provide interfaces to the different other bases. They manage
information to steer access to the appropriate information from the bases, e.g., if
they can be queried, changed or deleted by a user.

Modeling clients are on top of access services. They can be services or
applications to view, build, or interact in any other form with models, metamodels,
or algorithms and mechanisms.

In research and industry, there are various metamodeling platforms, each with its
own strengths and weaknesses. In the following, we introduce the most important
metamodeling platforms in regard to this work. It is important to note that the list of
platforms provided is not exhaustive, and there are many more platforms that will
not be discussed in this context.

5.2.2.1 ADOxx

ADOxx is a metamodeling platform developed at the University of Vienna in
1995 and was later transferred to the BOC Group (Fill et al. 2012a). ADOxx
originated from the creation of a business process modeling toolkit known as
ADONIS (Junginger et al. 2000).
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ADOxx allows the creation of modeling methods, as well as the definition of
model instances (Fill and Karagiannis 2013). The ADOxx platform is composed
of two primary components: (1) The development toolkit and (2) the modeling
toolkit. The development toolkit enables a metamodeler to construct a modeling
method by defining its modeling technique, as well as mechanism and algorithms—
see Sect. 2.1.3.1. The modeling toolkit then allows the modeler to employ the
metamodels and create models that conform to these metamodels. The meta”-model
of ADOxx is implemented in the programming language C++.

The ADOxx metamodel is an instance of the meta’-model that was created
by the ADOxx developers. The ADOxx Library Language (ALL) was used to
construct the metamodel. Metamodelers can use the ADOxx metamodel to create
their own domain-specific metamodel via the ADOxx Definition Language (ADL).
The models created in the ADOxx modeling toolkit are instances of the metamodel
developed by the metamodeler. ADOxx’s meta’-model, depicted in Fig. 5.3,
provides the structure for the creation of metamodels.

The core of this meta’-model consists of classes and relationclasses that are
organized by model types. The cardinalities indicate that each model type must
have at least one class assigned to it. Furthermore, model types can be further
specified by views, which limit the classes and relationclasses that are displayed.
Both classes and relationclasses have attributes that can be specified by facets
such as a help text or regular expressions to further restrict the values of the
attributes. Two kinds of class attributes are specified. (1) Notebook definitions
specify the attribute representations and are written in the ATTRREP grammar.
ATTRREP defines which attributes are visible in the dialogues of modeling objects

Notebook- Graphical Instance-
Definition representation attribute ﬁ Helptext
Classattribute [ ; Regular
Ul Attribute Facet <H Expression
] 1.1 1.1
View 0.n -~
1.n 0.*
Is subclass-of —Ln] Modeltype %
0.* 0.% 0..
0.1 0.* ‘ 1..1
0..*Is From-Class 1..1
T3 Class L Relationclass
- 0..* Is To- Class 1..1 4&
‘ | has | |
Predefined User-defined Pre-defined User-defined
class class Relationclass Relationclass
1.1] [1.1 | T é—‘ 1.1
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Metamodel Metamodel 1.1 1..1L Class hierarchy
QL=

Fig. 5.3 The ADOxx meta’-model. Adapted from Fill and Karagiannis (2013)
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to the modeler. (2) The graphical representations that determine the dynamic visual
representation of classes and relationclasses in the GRAPHREP grammar. There
are different types of instance attributes, such as single or multiple value data types
including string, integer, float, as well as special data types INTERREF and record
class. INTERREF is an important concept to connect objects instances in the same
or other model instances, or whole model instances. Tables can be created via
the record class concept, which are collections of attributes with the data types
mentioned above. Classes support a hierarchical concept, which allows one to create
subclasses. Relationclasses are meant to connect two classes by a relationship.
Each relationclass must have exactly one from-class and one to-class (Fill and
Karagiannis 2013).

The concepts described above are the most important concepts of the ADOxx
meta’-model. There are many more concepts, which we will not describe in
this work. Based on the ADOxx meta’-model, the ADOxx platform provides
many functionalities to the user which allow one to create modeling methods.
The architecture of the ADOxx metamodeling platform is in accordance with
the generic architecture of metamodeling platforms introduced in Fig. 5.2. Thus,
ADOxx provides different components for handling and visualizing models on the
basis of the supplied metamodels, e.g., visual modeling or table-based modeling.
Furthermore, it is possible to analyze, simulate, and evaluate models, as well as
to transform models. Finally, it is possible to define different export algorithms,
either platform-specific for multiple metamodels or specific metamodels (Fill and
Karagiannis 2013). Figure 5.4 shows an example of the ADOxx Development
Toolkit on the left and the ADOxx Modeling Toolkit on the right.

5.2.2.2 MetaEdit+
MetaEdit+ is an environment for Computer Aided Software Engineering (CASE)

and Computer Aided Method Engineering (CAME) and was developed by Meta-
Case in 1995. It provides extensive multi-user and multi-tool support. MetaEdit+

-

Fig. 5.4 Example of the ADOxx Development Toolkit on the left and the ADOxx Modeling
Toolkit on the right. In the Development Toolkit, an example of defining the GRAPHREP for
the UML metamodel for the State class is visible. The Modeling Toolkit, shows an example of a
model instantiation of the Petri Net metamodel (Petri and Reisig 2008)
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focuses on meeting the needs for flexibility, integration of methods, and rep-
resentational richness. It is a multi-method, multi-user, multi-tool platform for
both computer-aided software engineering and computer-aided method engineering.
MetaEdit+ incorporates the same architectural principles, such as object-oriented
programming, a layered database structure, and conceptual modeling (Kelly et al.
1996).

Similarly to the ADOxx Metamodeling Platform introduced in Sect. 5.2.2.1,
MetaEdit+ consists of two main components. (1) The MetaEdit+ Workbench and (2)
the MetaEdit+ Modeler. The MetaEdit+ Workbench is used to define metamodels
and modeling methods. The MetaEdit+ Modeler is used for modeling itself, which
is based on metamodels defined in the MetaEdit+ Workbench by a metamodeler.

MetaEdit+ is based on the GOPPRR meta2-model (Kelly and Tolvanen 2008).
GOPPRR is an abbreviation and stands for the main concepts Graph, Object, Port,
Property, Role, Relationship—see GOPPRR meta”-model in Kern et al. (2011).

5.2.2.3 GME and WebGME

The Institute for Software Integrated Systems at Vanderbilt University developed
the generic modeling environment (GME) metamodeling tool (Ledeczi et al. 2001).
GME is composed of two software parts. (1) MetaGME for language definition and
(2) GME, a tool for language use. For language definition, the visualization of the
different language concepts and the description of metamodels are considered. A
figure of the GME meta?-model is available in Kern et al. (2011).

The beginning of a language is the formation of a paradigm. This paradigm
is composed of model types. Each model type outlines a collection of models.
Additionally, a model type can include concepts inherited from first class object
(FCO). A model is depicted as a graphical representation on a canvas. Alternatively,
a model can be a symbol on a canvas. The symbol in this instance serves as a
reference to a model. By double-clicking on it in GME, the underlying model can
be accessed. This concept enables a hierarchical structure of models and facilitates
the refinement of models, similar to the explosion concept of MetaEdit+ mentioned
in Sect. 5.2.2.2. A model type is composed of atoms, which are classes of objects
that symbolize entities or nodes on a canvas and can be linked to other objects.

GME offers three ways for defining relationships between atoms. Connection,
reference and set. A connection connects two atoms. A connection is like a
binary association and is visually represented by a line connecting two atoms.
A connection has roles that define which atom or model are participating in a
connection. An alternative to connections is a reference between elements. This
type of relationship does not have a graphical representation in a model, and is
similar to INTERREF in ADOxx and the reference concept in MetaEdit+. A third
approach is to establish a set relationship. The graphical representation of a set
relationship enables the user to display or conceal items associated with a chosen
element, similar to the decomposition and explosion concepts of MetaEdit+. Each
subclass of FCO can possess attributes, and GME allows the inheritance of meta-
modeling elements (Kern 2016).
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On the basis of GME, WebGME was developed. WebGME is a web- and
cloud-based metamodeling tool that enables collaboration and scalability for the
design of DSMLs and the creation of corresponding domain models. GME’s
prototypical inheritance concepts is extended in WebGME to fusion metamodeling
and modeling (Maréti et al. 2014). At any time during modeling each model is also
a prototype that can be used to create an instance model.

This approach is distinct from the inheritance found in object-oriented program-
ming languages or other modeling language approaches. It combines composition
and inheritance. WebGME introduces a novel concept that blurs the distinction
between metamodeling and domain modeling by using inheritance to capture the
relationship between the metamodel and the model. Every model in a WebGME
project is held within a single hierarchy structure with a model known as FCO at its
root. Each instance inherits all constraints and rules from its parents recursively up to
the FCO root and can refine it further by adding information. This is a type of multi-
level metamodeling that can theoretically have an infinite amount of levels (Maréti
et al. 2014).

As visible in Fig. 5.5, the architecture of WebGME is in accordance with the
requirements of a metamodeling platform described above—see Fig. 5.2. The main
difference from other metamodeling platforms is the fusion of the different bases
into one single base, since there is no hard distinction between metamodels and
model instances.

WebGME is a single-page web app built with JavaScript and running on a
Node.js process. For its database, the developers chose MongoDB. The core and
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Fig. 5.5 High-level system architecture of the WebGME metamodeling platform. Reprint
from Mardti et al. (2014)
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Fig. 5.6 Example of the WebGME metamodeling client combining the metamodel base with the
model base. Reprint from Mar6ti et al. (2014)

client components supply the Model API and data access, with the Model API
serving as the foundation for higher-level components such as visualization. The
visualization is created using JavaScript. A REST-API enables communication
between client- and the server-side applications. The JSON data format is used
as standard way for importing and exporting data. Furthermore, WebGME sup-
ports multi-user modeling by implementing authentication and authorization tasks
(Mardti et al. 2014). An example of the WebGME metamodeling client is visible in
Fig. 5.6.

5.2.24 AToMPM

AToMPM stands for “A Tool for Multi-Paradigm Modeling”. It is an open-source
framework for designing DSML environments, performing model transformations,
and manipulating and managing models (Syriani et al. 2013). AToOMPM has been
developed in a collaboration of researchers at the University of Alabama (USA), the
University of Antwerp (Belgium), the University of Montreal (Canada) and McGill
University (Canada).
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Fig. 5.7 AToMPM meta?-model. According to Mannadiar (2012)

AToMPM adheres to the idea of explicitly representing everything, at the most
suitable level of abstraction, with the most suitable formalism and process, and
being modeled completely by itself, i.e., AToMPM is modeled explicitly using a
mixture of UML Class diagrams and statecharts. A metamodeler can also define his
own modeling method to define metamodels, as long as a mapping to the default
metamodel is provided (Syriani et al. 2013).

Compared to the metamodeling platforms introduced above, the meta>-model of
AToMPM is simple. It is the metamodel of the Entity Relationship Model (Chen
1976)—see Fig. 5.7. Furthermore, there exists also an alternative meta2-model
as UML class diagram (Mannadiar 2012).

AToMPM distinguished between abstract syntax and concrete syntax. The
abstract syntax represents the instance data of the model, e.g., an instance with
different attribute values, according to the metamodel of a given DSL. The concrete
syntax defines how the model is displayed in a graphical way. The abstract syntax of
a model can be linked to multiple concrete syntax definitions, thus a model instance
can be visualized in different ways, depending on the knowledge and interest of
a user (Mannadiar 2012; Syriani et al. 2013). Unlike most other metamodeling
platforms, this separation of the graphical representation of modeling concepts
from the metamodel of the modeling language allows to have a variety of different
representations belonging to the same metamodel.

Stakeholders are able to share models, allowing modelers with varying skills
to work collaboratively on the same model. In AToMPM, the concrete syntax is
denoted as a view. A view is a way of representing a portion of an abstract model in
a visual representation that is most suitable for the expert modeler working on that
part of the model. It is a projection of the model onto a language that is tailored to the
modeler’s needs. Each view defines a mapping of the different model elements to the
concrete syntax. This is necessary since these mappings are view-specific (Corley
and Syriani 2014).

AToMPM provides the user with one graphical interface for the definition of
metamodels, as well as for modeling instance models. By default, AToMPM allows
users to edit models, create modeling languages, define abstract and concrete syntax,
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Fig. 5.8 High-level architecture of the AToOMPM modeling platform. Reprint from Syriani et al.
(2013)

and execute model transformations (Corley and Syriani 2014). AToMPM is a web-
based modeling tool that does not require any installation on the user’s computer. It
can be used in the cloud, or the server can be installed on the user’s premises. The
only requirement for the client is a web browser that supports SVG. Models can be
downloaded to the user’s local device if desired (Syriani et al. 2013). Similarly to
the ADOxx metamodeling platform, SVG elements are used to display all model
elements. AToOMPM offers a range of static and dynamic manipulation options,
such as translation, scaling, rotation, transparency, and Bézier curves. In addition, a
textual language can be used to perform the same manipulations as in the graphical
editor by means of text commands (Syriani et al. 2013).

As depicted in Fig. 5.8, the architecture of AToMPM is split into two parts: A
front-end web server, which allows multi-client connections on the same server, and
a back-end server. The front-end server of AToMPM is built on Node.js and can be
extended with plugins. The server and its plugins are able to communicate with each
other through the use of the State Chart Extensible Markup Language (SCXML).
The AMS messaging system is responsible for the communication between the web
client and the server (Corley and Syriani 2014). By providing such a modular
architecture, ATOMPM conforms to the general structure of metamodeling platforms
introduced in Fig. 5.2. Since AToMPM only provides one client application, the
Metamodel Base and the Model Base are not strictly separated from each other
and are denoted as modeling and metamodeling kernel (MMMKernel) (Mannadiar
2012). An example of the ATo