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Preface

Overview

Quantum software before hardware? This is just one of the questions triggered in
the reader’s mind by this book. Sometimes, there is a single answer. Oftentimes, it
offers several answers. Other times, the answer provokes further thoughts. This is
not supposed to be a one-time-read book. It is expected to be perceived in an easily
grasped place on the shelf, to be consulted again and again.

This book’s title is not a question. It stands as a clear statement, conveying basic
ideas intended to resist challenges over time, like those deep theories proposed
before the ultimate convincing experiments are performed. The book editors are
perfectly aware of the current quantum computing stage, coined NISQ—Noise
Intermediate-Scale Quantum—era by John Preskill [1], and the still competitive
arena between hardware technologies. NISQ means that quantum processors have a
limited number of qubits, not enough for error correction fault-tolerance in the noisy
environment, but still susceptible to quantum decoherence.

In any case, regardless of whether fault-tolerant quantum computers are achieved
in the more or less near future, it is certain that we are already witnessing the
quantum advantage and that in order for it to become a widespread reality, adequate
quantum software is needed.

This book focuses precisely on the different aspects to be taken into account in
software, from the most fundamental and theoretical to the most applied aspects of
quantum software engineering.

Organization

After an introductory chapter [2]—overviewing the contents of the subsequent
chapters—the book is composed of three parts.

vii



viii Preface

It starts with a theoretical part on quantum software, as a bold declaration
that quantum software theory is deep and valuable independent of the existence
of specific practical quantum hardware. It is based upon the claim, supported
elsewhere, that quantum software is the more general theory subsuming classical
and hybrid software system theories.

The second, more extensive, part deals with quantum software system and
engineering design. The quality of this part follows from comparison of the liberal
diversity, of sometimes conflicting views and approaches to design, enabling the
reader to make a well-pondered rational choice of preference.

The book concludes with a third part, referring to multiple software applications
and corresponding laboratory experience, in order to understand their implications
in practice, and avoid repeating past mistakes.

Target Readership

This book should be of interest to industry professionals and researchers in
academia, who are either producing or applying quantum software systems in
their work or are considering their potential utility in the future. Furthermore,
this text could be beneficial for practitioners already experienced with classical
software engineering who desire to understand the fundamentals of quantum soft-
ware, including the underlying technology, programming techniques, and possible
applications.

In a teaching environment, it can be used as a reference book, or selected chapters
can be used directly as reading material, from each of the book’s three parts,
theoretical, system design, or actual applications.

Overall, any standard first year STEM—Science, Technology, Engineering, and
Mathematics—bachelor’s degree studies will suffice. Certain chapters demand
a slightly greater mathematical/physical maturity, as the reader may perceive.
Concerning quantum computing knowledge, if needed, one may consult either
a general well-known book on computation and information, such as Quantum
Computation and Quantum Information by Nielsen and Chuang [3] or relevant
chapters of Quantum Software Engineering by Serrano et al. [4].

Conclusion

There are several possible ways to get the best benefits from this book. These depend
on the reader’s perspective and on the particular areas of interest.

One can work hard on a single chapter, analyzing in depth each of its topics. One
may even contact the chapter authors for further discussion. Another possibility,
especially referring to the book’s second part on system design, is to take a
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comparative approach of some of the relevant chapters. This is also possible
concerning the book’s third part on applications and laboratory experience.

Referring to open issues and future research directions, each of the book’s
chapters points out its most pressing issues of relevance.

One must very carefully take into account previous lessons of the history of
science and technology to make a reasonable assessment of the future of quantum
software, with respect to the ever-accelerating and always surprising computing
areas. There have been well-known cases of misjudgment in the past decades.
A very high official of a big computing company—that still exists! despite the
misjudgment—expressed the idea that the total number of computers on planet
Earth will be five or six, i.e., roughly proportional to the number of big powers
among the nations. Another high official of a computing company with 500,000
employees said that he does not understand why people would wish to have a
personal computer at home; the company did not survive this prophecy. So, it is
only safe to state that the future will be much more interesting than our wildest
imagination.

Holon, Israel Taakov Exman
Talavera de la Reina, Spain Ricardo Pérez-Castillo
Ciudad Real, Spain Mario Piattini
Cologne, Germany Michael Felderer
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Abstract The chapter discusses the importance of quantum software and defines
it as a multifaceted concept comprising a theoretical, engineering, and application
viewpoint. Hence, it covers aspects of quantum software theory, quantum software
systems, as well as quantum software laboratory. The chapter also outlines the entire
book and its individual chapters structured into three parts on quantum software
theory, quantum software system design, as well as quantum software laboratory
and applications.
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2 M. Felderer et al.

1 Introduction

Quantum computing itself is a computational paradigm that explicitly uses proper-
ties of subatomic particles such as superposition, entanglement, and interference to
achieve asymptotical speedups over classical algorithms on certain tasks [1]. It is
gaining considerable attention from industry, academia, and public authorities alike
and has been making great progress in recent years. In order to meet its expectations,
not only hardware for quantum computing but also software is required. Quantum
software is a key enabler for quantum computing and, as classical software,
encompasses multiple facets.

As classical software, also quantum software is a multifaceted concept with
several aspects. It covers algorithms, system software, application software, entire
ecosystems, and hybrid systems, as well as suitable software and systems engineer-
ing concepts. In addition, new theoretical foundations for the concept of quantum
software are required as well as concrete applications. This book aims to cover all
these aspects and is therefore divided into three parts: Part I is on quantum software
theory, Part II on quantum software system design, and Part III on the quantum
software applications and laboratory.

The three parts of the book provide the reader with three different perspectives
on quantum software. The first part takes the theoretical viewpoint into account. It
emphasizes that one needs more than just informal software development models.
The time has come to apply mathematical theories enabling convincing verification
of the correctness of quantum software systems. The second part focuses on the
software and system engineering viewpoint. Its goal is to show that in contrast to
a dogmatic fixation on a single approach, one should take the variety of existing
approaches into account to design novel quantum software systems. The third part
of the book focuses on the laboratory and application perspective. Quantum software
applications and laboratory experience are essential to avoid past mistakes and make
quantum computing and its software a success.

The multiplicity of the sometimes conflicting perspectives offered by the dif-
ferent chapters of this book forces consideration of distinct factors involved in a
problem, facilitating the path to the problem solution. The freedom afforded by the
large variety of approaches is a blessing to be explored and not an impediment to
rational decisions, as we try hard to demonstrate in this book. Moreover, it is an
additional way to change how a quantum software system is perceived.

The following sections summarize the contributions of the individual chapters.
Section 2 summarizes the two chapters on quantum software theory. Section
3 summarizes the six chapters on quantum software system design. Section 4
summarizes the four chapters on quantum software laboratory and applications.
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2  Quantum Software Theory

Quantum computing requires theoretical considerations about the nature of quantum
software. Quantum software adds additional aspects to the software engineering
body of knowledge [2]. It is the result of a special combination of quantum and
software. Two key aspects are modularity—separating modules, the meaningful
subsystems of a system—and entanglement—linking modules when needed, in
order to enable quantum software to run, e.g., in a simulation. Richard P. Feynman’s
visionary 1982 article entitled “Simulating Physics with Computers” [3] is a pioneer
in the field of quantum computing. This is due to Feynman’s inimitable style and
his extensive analysis of the difficulties of quantum simulation of nature.

The second chapter, entitled “Simulating Quantum Software with Density
Matrices: Reading Feynman on Fast-Forward,” provides a novel reinterpretation
of Feynman’s paper [3] as a “quantum software” precursor. Feynman’s proposal
to represent the simulated system by a density matrix opens the way toward a
mathematical quantum software systems theory. Density matrix modularization
leads to software modules as high-level abstractions unifying conceptual software
units, stimulating new software-related questions and novel quantum solutions. This
chapter defines quantum software in terms of a conceptual software perspective and
the density matrix as the rigorous bridge between concepts and qubits.

The third chapter, entitled “Superoperators for Quantum Software Engineering,”
reviews a superoperator-based approach to quantum dynamics. The approach is
supposed to be concrete enough to be useful in quantum software and systems
engineering, which necessitates gaining an understanding of quantum programming
languages and possible approaches to equip them with formal semantics. The
chapter discusses one particularly important superoperator-based formalism, i.e.,
linear superoperators acting on density operators. The chapter tailors the formalism
toward software engineering research and indicates benefits in various application
areas in that domain.

3 Quantum Software System Design

Based on theoretical considerations on quantum software and quantum computing,
this part covers several contributions on quantum software system design. Quantum
software is a multifaceted concept with several aspects. It covers algorithms, system
software, application software, entire ecosystems, and hybrid systems, as well as
suitable software and systems engineering concepts.

The fourth chapter, entitled “QSandbox: The Agile Quantum Software Sandbox,”
describes an agile software sandbox specifically designed for quantum software
research and development. QSandbox is itself modifiable since its high-level
modules are varied at will by quantum software developers. QSandbox has a series
of unique features, to produce fast results when testing any recently modified
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quantum circuit. It uses high-level abstraction meaningful modules, instead of low-
level quantum gates of conventional simulators. It has instantly synchronized dual
views—high-level quantum circuit and density matrix. In addition, it has uniform
quantum and classical representation, implying the innovative idea of quantum
circuits for classical software.

The fifth chapter, entitled “Verification and Validation of Quantum Software,”
focuses on classical software testing approaches for quantum software. For that
purpose, 16 quantum software testing techniques, which have been proposed for
the IBM quantum framework Qiskit, are gathered and illustrated based on a
running example. The chapter concludes that researchers should focus on delivering
artifacts that are usable without much hindrance to the rest of the community,
and the development of quantum benchmarks should be a priority to facilitate
reproducibility, replicability, and comparison between different testing techniques.

The sixth chapter, entitled “Quantum Software Quality Metrics,” defines and
empirically assesses a set of metrics for assessing the understandability of quantum
circuits. The provided metrics fall into the categories circuit size, circuit density,
single-qubit gates, multi-qubit gates, all gates in the circuit, oracles, measurement
gates, as well as other metrics. Furthermore, a tool prototype called QMetrics is
provided for automated calculation of the proposed metrics.

The seventh chapter, entitled “Quantum Software Ecosystem Design,” presents
scientific considerations essential for building a quantum software ecosystem that
makes quantum computing available for scientific and industrial problem-solving. It
is based on the concept of hardware—software codesign, which fosters a bidirectional
feedback loop from the application layer at the top of the software stack down
to the hardware. The approach starts with compilers and low-level software that
are specifically designed to align with the unique specifications and constraints
of the quantum processor. Then, the chapter presents algorithms developed with
a clear understanding of underlying hardware and computational model features,
and extends to applications that effectively leverage the capabilities to achieve a
quantum advantage. The chapter analyzes the ecosystem from a conceptual view,
focusing on theoretical foundations, and the technical view, addressing practical
implementations around real quantum devices necessary for a functional ecosystem.
It offers a guide to the essential concepts and practical strategies necessary for
developing a scientifically grounded quantum software ecosystem.

The eighth chapter, entitled “Development and Deployment of Quantum Ser-
vices,” emphasizes that new techniques and tools are needed to facilitate access to
quantum computing technology provided by cloud providers like IBM, Amazon,
Microsoft, or Google. This helps developers to increase the level of abstraction at
which they work with this technology. The chapter performs a technical comparison
between different quantum computing service providers using a case study by
performing empirical tests based on the Traveling Salesman Problem. The study
highlights the differences between the major providers. In order to address these
differences and reduce the vendor lock-in effect, the chapter makes three proposals:
an extension of the Quantum API Gateway to support the different vendors; a
code generator making use of a modification of the OpenAPI specification; and a
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workflow to automate the continuous deployment of these services making use of
GitHub Actions. This would allow programmers to deploy quantum code without
specific knowledge of the major vendors, which would facilitate access and simplify
the development of quantum applications.

The ninth chapter, entitled “Engineering Hybrid Software Systems,” highlights
that software modernization processes for transforming and migrating legacy soft-
ware systems (which may include adding new existing quantum software) toward
such hybrid software systems will be required. The chapter discusses the challenges
of hybrid software and how software modernization (based on architecture-driven
modernization) can be used as a reengineering solution for an effective evolution
of classical and quantum software. This process makes it easier to combine both
computing paradigms, quantum and classical. The modernization process consists
of three phases, reverse engineering, restructuring, and forward engineering. The
overall modernization process follows the Model-Driven Engineering (MDE) prin-
ciples, and, therefore, it could be instantiated with different (meta)models. The main
implication of the quantum software modernization process for practitioners is a set
of challenges that may appear during the evolution of classical software systems
toward hybrid software systems. Thus, software modernization helps companies to
identify which components from their business models could be evolved, and how,
or even to start new businesses following this new paradigm using techniques and
standards which have been proved to be effective in solving such problems.

4 Quantum Software Laboratory and Applications

Based on the theoretical and software system design considerations, this part covers
several contributions on quantum software laboratory and applications. It covers
a concrete quantum computing technology, i.e., trapped-ion quantum computers,
the application to quantum computer in the health domain, industrial application
scenarios for quantum software engineering, as well as an empirical study to
provide a comprehensive understanding of the current state of quantum software
engineering.

The tenth chapter, entitled “Trapped-lon Quantum Computing,” presents
trapped-ion quantum computing, which proves to be very suitable for the transition
from tabletop, lab-based experiments to rack-mounted, on-premise systems that
allow for operation in data center environments. However, several technical
challenges need to be solved, and controlling many degrees of freedom needs
to be optimized and automated before industrial applications can be successfully
implemented on quantum computers situated within data centers. These necessary
developments range from the architecture of an ion trap that fundamentally defines
the supported instruction sets, over the control electronics and laser systems, which
limit the quality of qubit operations, to the optimized compilation of quantum
circuits based on qubit properties and gate fidelities. The chapter introduces the
ion-trap quantum computing platform, presents the current technical state of the
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art of Alpine Quantum Technologies GmbH (AQT’s) ion-trapping hardware and
rack-based quantum computing systems, and highlights parts of the execution stack.

The eleventh chapter, entitled “Quantum Software Engineering and Program-
ming Applied to Personalized Pharmacogenomics,” applies upcoming best practices
of quantum software engineering to the development of a hybrid quantum/classical
software system in the context of personalized pharmacogenomics. It reports on
results from the QHealth project. The chapter concludes that in order to achieve
quantum software that can really be used in health information systems, it is
necessary to build it in an engineering way and without forgetting the good practices
of software engineering. In fact, in the QHealth project, tools for design, quality,
testing, estimation, and process management were proposed to implement the
project.

The twelfth chapter, entitled “Challenges for Quantum Software Engineering:
An Industrial Application Scenario Perspective,” analyzes three paradigmatic appli-
cation scenarios for quantum software engineering from an industrial perspective.
The use cases cover (1) optimization and quantum cloud services, (2) quantum
simulation, and (3) embedded quantum computing. From the use case analysis, the
chapter concludes that quantum programming today mostly means custom-tailoring
a quantum solution to a very specific instruction set of a specifically developed
special-purpose quantum computer. The tendency in software engineering today
is, however, to abstract exactly from those low-level details and instead focus on
requirements and design issues. Hence, recently outdated, former core disciplines
of mainstream software engineering research like compiler construction and instruc-
tion set architecture design will become highly relevant again.

The thirteenth chapter, entitled “Quantum Software Engineering Issues and
Challenges: Insights from Practitioners,” presents an empirical study based on a
survey and expert interviews. Its aim is to provide a comprehensive understanding
of the current state of quantum software engineering. Results show that there is great
enthusiasm and interest in quantum programming, with abundant educational and
experimental repositories indicating a fertile ground for innovation. The potential
applications of quantum computing, especially in fields like chemistry, physics,
and cryptography, are promising, and this has led to a growing community of
developers and researchers eager to explore and contribute to this emerging field.
However, many challenges must be overcome before the full potential of quantum
software engineering can be realized. These challenges include a steep learning
curve, a lack of standardized frameworks, hardware limitations, and a nascent stage
of community collaboration.

5 Conclusion and Acknowledgment

This chapter has discussed the importance of quantum software. It covers aspects of
quantum software theory, quantum software systems, as well as quantum software
laboratory. The editors of this book want to thank all chapter authors for their
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valuable contributions. Furthermore, the editors want to express their gratitude to
all participants of the First Working Seminar on Quantum Software Engineering
(WSQSE 22) [4] for the fruitful discussions. WSQSE 22 was held on December
15-16, 2022, in Innsbruck, and during that seminar, the idea for this book was born
from the fruitful discussion.

References

1. Nielsen, M.A., Chuang, I.L.: Quantum Computation and Quantum Information. Cambridge
University Press (2010)

2. SWEBOK V3.0. https://www.computer.org/education/bodies-of-knowledge/software-
engineering/topics

3. Feynman, R.P.: simulating physics with computers. Int. J. Theor. Phys. 21, 467 (1982)

4. Felderer, M., Taibi, D., Palomba, F., Epping, M., Lochau, M., Weder, B.: Software engineering
challenges for quantum computing: Report from the First Working Seminar on Quantum
Software Engineering (WSQSE 22). ACM SIGSOFT Softw. Eng. Notes. 48(2), 29-32 (2023)

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.



 9074 14995 a 9074 14995 a
 
https://www.computer.org/education/bodies-of-knowledge/software-engineering/topics
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

Part I
Aspects of Quantum Software Theory



Simulating Quantum Software ®)
with Density Matrices: Qe
Reading Feynman on Fast-Forward

Taakov Exman

Abstract Richard P. Feynman’s 1982 paper “Simulating Physics with Computers”
is often recognized as a pioneer of quantum computing. However, careful reading
between the lines finds further meaningful content. This work reinterprets the
pioneering paper, as a precursor of Quantum Software. Feynman’s proposal to
represent the simulated system by a Density Matrix opens the way toward a
mathematical Quantum Software systems theory.

Density Matrix modularization leads to software modules as high-level abstrac-
tions unifying conceptual software units and matrix basis kets, stimulating new
software-related questions and novel quantum solutions. Software modules are
building blocks for any imaginable Quantum Software computations in practice,
such as software system evolution, measurement, compositionality, and future
potential applications.

Keywords Quantum Software - Density Matrix - Software modules - Quantum
Software theory - Computational applications

1 Introduction

Undoubtedly and rightly so, Richard P. Feynman’s visionary 1982 article entitled
“Simulating Physics with Computers” [1] is a pioneer in the field of Quantum
Computing. This is due to Feynman’s inimitable style and his extensive analysis
of the difficulties of quantum simulation of nature.

But this characterization is not the whole story. Feynman also had a wide range
of interests in very different computational issues, in particular how software works.
As he stated, just before his paper discussion, it has been very challenging to
make a computer able to understand human natural languages. Thus, computers
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12 1. Exman

have stimulated new types of thinking. Feynman’s paper, beyond being a quantum
computing pioneer, is a precursor of Quantum Software. This is the thesis of this
chapter.

This work offers a novel reinterpretation of Feynman’s paper as a “Quantum
Software” precursor for two reasons: first, the language of software in its highest
level of abstraction is the human natural languages spoken and understood by human
beings; second, Feynman’s 1982 paper gave specific suggestions concerning the
suitable way to simulate physical systems with computers: (a) to represent the
simulated system by a Density Matrix; (b) to discretize space and time, and simulate
time indirectly by state transitions. Indeed, Feynman’s simulation suggestions
perfectly fit software systems.

Density Matrices are a unique mathematical model with duality—system state
and operator—perfectly fitting the duality of software systems—structure and
behavior. A density Matrix, itself a projection operator, can be conceptually
modularized by basis ket-bra projectors of its finite Hilbert space. This opens the
horizon to a Quantum Software theory of systems, with deep and unexpected ben-
efits. It stimulates new software-related questions and their solutions, in particular
concerning software evolution and measurement. It offers software modules as the
highest level of abstraction for Quantum Software, well above qubits and gates.

This chapter defines Quantum Software in terms of a conceptual software
perspective and the Density Matrix as the rigorous bridge between concepts and
qubits.

1.1 Feynman’s Quantum Computing Pioneer Paper

It is interesting to follow Feynman’s motivation and reasoning to reach simulation
of physics—viz., our universal laws of nature—by means of computers. His main
motivation was to acquire new knowledge about the laws of physics by performing
experiments in a computational laboratory, by additional means other than experi-
ments in a traditional physical laboratory or eventual “Gedanken” experiments.

Feynman starts asking about simulation of physics by means of a universal
computer, i.e., equivalent to a Universal Turing Machine. Immediately, Feynman
adds the importance of interactions locality (see also Lloyd [2]): no arbitrary
numbers of interconnections within a huge computer. The desirable simulation, for
a physical system of any size, would demand a quantity of computation units at most
proportional to the enclosed volume of the system space-time.

Another desirable requirement is a simulation as exact as nature itself. Alter-
natively, one might think how to modify physical law, a central motivation for
Feynman’s interest in the simulation problem, for instance, instead of a continuous
space, the usage of a lattice-like discrete space. An example of a problem in such a
space is the dependence of speed of light on direction; other anisotropies could be
empirically discovered through “experiments” in the computational laboratory.
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But the hardest problem, instead of classical physics, is to simulate quantum
mechanics, predicting probabilities. According to Feynman, probability prediction
of an experiment amounts to repeating the “computational experiment” in each local
region enough times to estimate the respective probability value and its accuracy.
But if one has a very large number of particles, the only way to succeed in the
calculations is to have the computer made of units themselves behaving according
to quantum mechanics, viz., a universal quantum computing simulator (cf. Deutsch
[3D. In particular, there is no way to store the numbers relevant to all particles along
the quantum computation. One needs to generate correct probability results directly.
A Density Matrix is the suitable entity, instead of wave functions.

Indeed, Feynman’s 1982 article is considered a pioneer in the field of quantum
computing. However, this is not the whole story, as described next.

1.2 Novel Insight: Feynman’s Quantum Software

Feynman mentions in his 1982 paper [1] that computers triggered new ways of
thinking relevant to various scientific fields. Among Feynman’s wide range of
interests, he had in mind computational issues, such as how software really works,
reflected in the Feynman Lectures on Computation (see Preskill [4], Feynman and
Hey [5]). Here we offer a novel reinterpretation of Feynman’s paper: beyond being
a quantum computing pioneer, it is a precursor of Quantum Software.

¢ Why Software?

A software system is essentially a set of natural language concepts, whose
ultimate purpose is to be understood by human beings. Natural language concepts
are first-class entities in the description of any software system. As stated by
Feynman’s 1982 paper, just before that paper’s Discussion, one did not actually
grasp how formidable a challenge it was to understand natural languages—certainly
in his time—until the direct efforts to make computers able to “comprehend”
language. Nowadays, with large language models (LLMs) we better appreciate
both the difficulties and the surprising relationships between natural language and
software.

*  Why Quantum Software?

We propose to look at Quantum Software as an embodiment of a runnable and
verifiable theory of software systems based upon quantum computing, and a highest
abstraction level simulation in terms of conceptual software modules. In this view,
Quantum Software subsumes all strictly Quantum Software systems, pure classical
software systems, and hybrids of both kinds.

What is the starting point for Quantum Software simulation? Following the
admirable precision, and surprising relevance to software systems, of Feynman’s
1982 paper [1], suggestions include:
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Density Matrix—describes the whole finite Hilbert state space of the quantum
software

Discretization—assumes discrete space (the finite number of Density Matrix ele-
ments) and discrete time (resembling a computer’s clock period) fitting software
systems; simulates time indirectly by transitions between software system states

* How to Link Software Concepts to a Density Matrix?

Natural language software concepts of a given software system are not directly
manipulated in Density Matrix calculations for good reasons. They are indexed, and
the indices are in one-to-one correspondence with the Quantum Software system
Density Matrix columns and rows.

1.3 Quantum Software Is the Density Matrix

Quantum Software is the Density Matrix. All Quantum Software possible calcula-
tions and property measurements can use the Density Matrix mathematical model as
a highest abstraction level simulation, instead of a low-level implemented software
system, which may not be available.

Section 4.1 details a systematic approach to generate the Density Matrix of
Quantum Software systems. Once generated, one obtains from the Density Matrix
the Quantum Software modules, as described in Sect. 4.3. Then, one learns the
Quantum Software system properties and eventually improves its design. The whole
Density Matrix shows structure and behavior duality; likewise, each of the software
system modules also displays duality, being subspaces of the whole Density Matrix.

One may evolve the Density Matrix state from a certain module to the next
module by means of relevant unitary operators, in discrete time steps. This is a
simulated equivalent to the actual execution of the low-level runnable software.
One obtains Quantum Software properties by performing, upon the Density Matrix,
probabilistic projective measurements, as Feynman’s computational experiments
suggested. Furthermore, one can compose the whole system Density Matrix using
direct sums of smaller matrices representing the Quantum Software modules.

1.4 Chapter Organization

The next sections of this chapter are organized as follows. Section 2 highlights
significant steps of the software history until just before one gets to Quantum
Software. Section 3 summarizes quantum computing ideas, which are essential
for the understanding of Quantum Software. Section 4 defines Quantum Software
based upon the ideas of the two previous sections. Section 5 illustrates the theory
by a few overviews of pure classical and strictly “Quantum” Software systems,
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and hybrid composition of classical and quantum subsystems. Section 6 concisely
refers to related work. This chapter is concluded in Sect. 7 with a discussion of its
fundamental results.

2  What Is Software?

The relatively short history of software is a history of ideas. Our particular choice
of milestones is not meant to be a comprehensive historical account. Nonetheless,
one can clearly discern the evolving commonality of ideas which developed along
software’s history. It converges with the fundamental notion of “concepts,” with the
“structure and behavior” duality.

The first appearance of “software engineering” as a discipline was at a NATO
conference in 1968 [6]. Our first software history milestone is the idea of “types”:
Dahl and Hoare’s chapter with types embedded in “hierarchical structures” in 1972
[7] and Barbara Liskov’s Substitution principle on subtypes’ inheritance in 1974
[8].

The next milestone is Frederick Brooks’ idea of “conceptual integrity,” first
formulated in his book The Mythical Man-Month [9] published in 1975. In the
most recent milestone by Daniel Jackson, concepts are already visible in the title
of his book, The Essence of Software: Why Concepts Matter for Great Design [10],
published in 2021.

2.1 Liskov Types and Dahl and Hoare Hierarchical Structures

Original ideas by Barbara Liskov [8] and coworkers were published a few years
after the proposal of the software engineering discipline, especially, the Liskov
Substitution Principle, which tries to define the relation between types and their
subtypes, i.e., the idea of inheritance.

Why is Liskov’s Principle so interesting?

First, by what should have been obvious, the necessity of structure and behavior
duality. Despite the fact that rypes—i.e., classes—are structural notions, inheritance
by subtypes is surprisingly defined in terms of conservation of behavior.

Second, the audacity to generalize, motivated by the search for a real theory of
abstraction. The Liskov Substitution Principle is formulated in terms of a certain
type and its subtype. It refers to all programs containing such a type, despite the “all
programs” generalization clearly being an obstacle to formal correctness verification
of the principle for any particular case.

The “Hierarchical Program Structures” [7], written by Ole-Johan Dahl and
C.AR. Hoare, is the third monograph of the influential book entitled Structured
Programming (published in 1972). It still uses the programs and programming



16 I. Exman

notions, instead of software, although the term software engineering had already
surfaced 4 years before.

The first sentence of Dahl and Hoare’s monograph refers to exploration of
program structure and its relation to concept modeling. Concept modeling is a
central and recurrent theme of software. Basic examples refer to “type,” which is a
class of values. Associated with each type concept, there are a number of operations
which apply to the type values. Thus, each of the types includes a data structure and
a set of associated operations, again reflecting the structure and behavior duality.

The idea of modularity is expressed by concepts concerning limited aspects
of the system, i.e., a subsystem obtained by decomposition of the whole system.
Good design ensures system decomposition such that each module may be designed
and revised virtually without implications for other modules of the system. An
influential paper on modularity is that by Parnas in 1972 [11].

In modern terminology, Dahl and Hoare ([7], p. 179) state that a procedure
originating block instances that survive its call is named a class. Its instances are
coined objects of that class. A class also has variables and procedures local to the
class body, named attributes of that class.

Conceptual hierarchies are built in which each layer is a conceptual level of
understanding. A system is constructed and understood in terms of high-level
concepts. These are in turn understood in terms of lower-level concepts and so on.
The important construction principle (see [7] p. 209) is abstraction. One focuses
on common features, abstracting away other features that are far removed from the
relevant working conceptual level.

2.2 Brooks’ Conceptual Integrity

Frederick P. Brooks, Jr. declared in his book The Mythical Man-Month in 1975 [9],
and reiterated in his The Design of Design in 2010 [12], that “conceptual integrity
is the most important consideration for Software system design.”

Let us carefully analyze the implications of such a statement.

The first intriguing word is conceptual. Concepts, rather than programming
language reserved words, are essential to human natural languages. The message
conveyed is that instead of focusing on some formal or informal technique to avoid
errors during the software system design, the important issue is clear understanding
by humans of the final design product, viz., software systems.

The second intriguing word is integrity, which points to intimate relationships
among concepts within a software system. Concepts are not arbitrary. Integrity
means coherence. These relationships were already hinted at by Dahl and Hoare, in
their abstracting away features that are irrelevant to the intended conceptual level.

The surprisingly far-fetched idea assigns the most important design considera-
tion to conceptual integrity. Can this be justified in a deeper way? Brooks instead
provides ([12], p. 143) design principles to answer another question: How to achieve
conceptual integrity?



Simulating Quantum Software with Density Matrices:. . . 17

Brooks’ conceptual integrity principles, slightly modified (see Perez De Rosso
and Jackson [13], p. 39), are formulated as follows:

* Propriety—a software system should have only the concepts essential to its
purpose and no more.
e Orthogonality—individual concepts should be independent of one another.

These principles—propriety and orthogonality—hint at linear algebra, the basis
of quantum computing. Indeed, the deeper justification for Brooks’ conceptual
integrity principles is given in Sect. 4 of this chapter, where we define Quantum
Software.

2.3 Jackson’s Software Concepts

Daniel Jackson’s book The Essence of Software [10] finally illustrates software
concepts with many examples, once more emphasizing the structure and behavior
duality.

One such concept, the “recycle bin” (cf. [10] p. 49), is ubiquitous on the computer
operating system screen desktop. Our standard tabular concept, a variant of the
format proposed by Jackson [10] with added structors, functionals, and modules,
is shown in Fig. 1.

Concept: Recycle Bin > Modules: waste bin & recyclable items
Purpose: to enable recycling of items
Item _: acccssiblc- , deleted -
Item | Functional Behaviors | :
Delete (item) = move item from accessible to deleted ‘E‘

Recycle (item) = move item from deleted to accessible @

Bin I Functional Behavior I;
Empty(bin) = permanently remove all items from bin [E]

Operational Principle:

After Delete(item), one can Recycle(item) or Empty(bin).

Fig. 1 Recycle Bin Quantum Software—tabular concept. Its two modules are a waste bin and
recyclable items. It clearly shows, besides its purpose, the structure and behavior duality: its
structor types (green) and its respective functional behaviors (orange). These are complemented
by an explanatory operational principle
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A few comments about Fig. 1 are in order:

* Natural language concepts—software concepts are always expressed in human
natural language, providing suitable metaphors, which are very desirable.

* Natural language richness—concepts meaning is not necessarily linked to
grammatical classification of a word; e.g., the word “empty” can be an adjective;
in the recycle bin concept, empty is a verb. The word “accessible” is generally an
adjective but has a multiplicity of meanings such as attainable, understandable,
approachable, etc.

* Structure and behavior—at this stage, the structure and behavior duality should
be familiar.

Structors, as their name suggests, are related to structure, and functionals are
related to behavior. More details are found in Sect. 4.

* Structor types—the structor types in the recycle bin refer to location. The bin
itself is a possible location. The relevant metaphor is a waste basket. Deleted
means inside the bin; accessible means outside the bin.

* Concepts generality—"recycle bin” does not fix the kind of item that can be
recycled. One may use the concept whenever it is appropriate. Common usages
are, for instance, a “file” or an “email message” that may be deleted or recycled.

e Flexibility—recycled means reusable, not necessarily for exactly the original
usage.

3 What Is Quantum?

Assuming a potential chapter readership of both physicists and software researchers,
we include in this section a very concise reminder of a few quantum computing
ideas essential for understanding Quantum Software: superposition, entanglement,
and the Density Matrix.!

We have already stated that Quantum Software is defined by its Density
Matrix. Superposition and entanglement are important quantum properties, not
found in classical computing, relevant to Density Matrix modularization and other
calculations. The nature of Quantum Software is detailed in Sect. 4.

! The reader less familiar with these ideas is encouraged to read relevant sections of a quantum
computing book (e.g., [14, 15]).
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3.1 Superposition and Entanglement

In contrast to the two numerical values 0, 1 of classical bits, a qubit |{) may have
any intermediate value between the ket state |0) and the ket state |1). It is said that
[¥r) is in a superposition, as in Eq. (1):

W) = €170) + c2*(1) (1

where the coefficients ¢; and ¢, are complex numbers—probability amplitudes—
obeying ¢;? + ¢?=1.

Assuming two particles a and b, each of them in a superposition state as in Eq.
(1), their joint state is given by a tensor product (X):

W) = (a1™ 10), +a2" 11),) ® (b1 10), +b2" [1)p) 2
Actually performing the multiplication obtains
W) = (a1*b1™ |00) + ar*b2* |01) + az”b1* |10) + az*by* |11)) 3

This is still a separable superposition: one easily reverts to Eq. (2) by extracting
the coefficients ay, a;.

Now suppose one goes back to the laboratory and carefully prepares the particles
a and b in the following joint state:

W) = (a1"b1™ 100) + a2"by" |11)) “)

This is an example of entanglement. Whenever particle @ is in a given state,
say |0), particle b is in the same state, and they are not separable. There are no
coefficients to be extracted.

3.2 Density Matrix

The Density Matrix—a Von Neumann concept [16]—is a mathematical model
which describes the state of a whole quantum system, whose most elementary
subspaces are ket states associated with the Density Matrix columns (see Sect. 4.1
and the examples in Sect. 5).

Strictly, the Density Matrix is the matrix representation of the density operator.
Since the Density Matrix is itself an operator applicable to quantum vectors,
interchanging the Density Matrix and density operator denominations is quite
common. Thus, the Density Matrix duality, reflecting both the structure of a state
and the behavior of an operator, nicely fits the structure and behavior software
systems duality.
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More formally, the Density Matrix associated with an n-dimensional Hilbert
space is an r-by-n positive semi-definite, trace-one Hermitian matrix. Given a state-
vector Y describing the same pure quantum system, the fitting Density Matrix p is
obtained as a \{ ket-bra, i.e., the operator is a projector:

p =)Vl ®)

A projector is an operator that projects its argument into a subspace of the
whole space of the quantum system, justifying the relation between projectors and
Quantum Software modularization.

4 What Is Quantum Software?

The next text box is a procedure from a tabular concept to a Quantum Software
Density Matrix.

Procedure 1 — From Tabular Concept to Quantum Software Density Matrix

{ Start from Tabular Concept — with concepts possibly from Class Diagram or Quantum Circuit;
* Translate Tabular Concept to Bipartite Graph — with two indexed sets: Structors & Functionals;
* Obtain Laplacian Matrix L - from Bipartite Graph, using equation
L=D-A4

where D the Degree Matrix — whose elements are degrees of the Bipartite Graph vertices,

and A the Adjacency Matrix — whose non-zero elements are neighbors of each Bipartite Graph
vertex;
* Generate Density Matrix p— by Laplacian normalization, dividing it by its Trace(L) as in
equation p =L/ Trace(L) }
[more details in the text below]

This section describes the trajectory from a tabular concept—with concepts
possibly extracted from a class diagram or a quantum circuit—until one reaches the
Quantum Software Density Matrix. Its linear algebraic constraints, corresponding
to Brooks’ conceptual integrity principles, enable modularity. Finally, Quantum
Software evolution and measurement are outlined.

4.1 From Tabular Concept to Its Quantum Software Density
Matrix

Conceptualization, to decide what is the concepts’ set of a specific software system
defining its tabular concept is a very creative and nontrivial activity. The starting
tabular concept of Procedure 1 can possibly be extracted from a suitable diagram:
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Modules Providing Functionals | Consumed by
Structors Structors
M1 Item S11| Accessible | F1 | Delete-Item | $2Deleted
82 Deleted F2 | Recycle-Item | SB Accessible
M2 | Waste Bin \g Bin | F3 | Empty

Fig. 2 Recycle bin software concept—explicit modules, structors, and functionals. Their assigned
indices are shown in the bipartite graph, to be identifiers of rows and columns in the following
matrices. For instance, the S2 deleted structor provides the F2 recycle-item functional, which is
consumed by the S7 accessible structor

M1 LS'I_IXLSZ_] M2 =
F1 ][ F2 F3

Fig. 3 Recycle bin software concept—bipartite graph. It has six vertices: structors have a green
background; functionals are shown in orange. Arrows pointing downward (black) mark provided
functionals. Arrows with dashed lines pointing upward (red) mark consumed functionals. Two
modules are shown on a light blue background

class diagram for classical software system or quantum circuit for a quantum or
hybrid software system. Once the tabular concept is obtained, the procedure is the
same for all types of software systems.

The “recycle bin” tabular concept of Fig. 1 (shown in Sect. 2.3) serves to illustrate
Procedure 1. Figure 2 details how to explicitly assign indices to the recycle bin
concepts: structors indexed by Sj and functionals indexed by Fk. It also includes
modules that in principle are seen only after Density Matrix modularization.

In order to allow software systems with conceptual hierarchies, where each
conceptual level has its own Density Matrix, we generalize the notion of class to
structor, and similarly generalize class method to functional, to be usable at any
conceptual level.

The recycle bin tabular concept of Figs. 1 and 2 is translated to a bipartite graph
shown in Fig. 3. According to the definition of any bipartite graph, it has two vertex
sets, such that a vertex in a certain set is only linked to vertices in the other set.

One obtains a Laplacian Matrix L from the bipartite graph using Eq. (6):

L=D-A (6)

where D is the Degree matrix, whose elements in the diagonal D,,,, are the degree
values of the vertex m of the bipartite graph. An element A,,, of the Adjacency
matrix A is nonzero when the vertex n is a neighbor of the vertex m, and zero
otherwise.
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F1 F2 F3 S1 S2 S3

Filll o o B2G1) o
F20M8 o(1)-2 0
F3 0 0210 0 -2
S1t2C0 oMo o
S22 0 0@ o
S30 020 oB

Fig. 4 Recycle bin software concept—Laplacian matrix. The degree matrix is diagonal (green
background). The adjacency matrix upper-right quadrant provided functionals (blue background)
with —2 values and consumed functionals (hatched blue) with —1 value elements are reflected
around the diagonal to the lower-left quadrant. Each Laplacian column element sums to zero.
The same is true for Laplacian row elements. The purpose of different nonzero adjacency values
(—1, —2) is to differentiate provided from consumed functionals (compare the arrow colors in the
bipartite graph)

The recycle bin Laplacian matrix in Fig. 4 is obtained from the bipartite graph in
Fig. 3.

One generates the Density Matrix p by normalizing the Laplacian matrix L. This
is given according to the Density Matrix definition (see Sect. 3.2 of this chapter) and
following Braunstein et al. [17]. Dividing L by the Laplacian matrix Trace(L) as in
Eq. (7) obtains Trace(p)=1:

L=L/Trace(L) @)

In Quantum Software Density Matrices each column and each row represents
a different elementary concept, indexed by Sj and Fk. Each module represents a
new encompassing concept, subsuming its columns and rows in a software system
sub-matrix.

The recycle bin Quantum Software Density Matrix in Fig. 5 is the result of
normalizing the Laplacian in Fig. 4.

4.2 Linear Algebraic Constraints for Software Systems

Brooks’ conceptual integrity principles (of Sect. 2.2)—propriety and orthogonal-
ity—are here, respectively, reexpressed in linear algebraic terms by means of inner
products of column and row vectors of the adjacency matrix—within the density
matrix:
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Fig. 5 Recycle bin Quantum Software—Density Matrix p. It is the Laplacian matrix of Fig. 4
normalized by I/Trace(L) of the Laplacian L, whose value is 1/16. Also added are the basis
kets above the matrix columns, and corresponding basis bras to the left of matrix rows. See the
explanation about modularity in Sect. 4.3

» Vectors Linear Independence—all adjacency matrix column vectors must be
mutually linear independent, and the same must be true for all matrix row
vectors, minimizing the number of Quantum Software system concepts. As a
linear algebra consequence, each adjacency matrix quadrant, within the Density
Matrix, is square.

* Vectors Orthogonality—all software system modules within the adjacency matrix
should be mutually orthogonal because concepts in different modules have less
in common than concepts in the same module. The adjacency matrix is block
diagonal.

These linear algebraic constraints, within the Quantum Software context, are a
deeper justification for Brooks’ conceptual integrity idea, and also play a crucial
role in Quantum Software modularization. On the other way round, these constraints
are the beginning of the perception of Quantum Software as a verifiable theory of
software systems.

4.3 Modularity

Modules are formally defined as subspaces of the whole Quantum Software Density
matrix space. A Quantum Software formal modularization procedure is formulated
in the next textbox.
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Procedure 2 — Quantum Software Density Matrix Modules

{ Start - from Quantum Software Density Matrix;

* Assign basis Kets & Bras — Kets to Density Matrix columns, Bras to rows;

* Apply Density Matrix to basis Kets — obtaining the Density Matrix column
corresponding to the respective Ket;

* Express columns as algebraic sum of Kets — cach Ket fitting a non-zero matrix
element of the obtained column;

* Obtain basis Ket projector — juxtapose fitting Bra at the end of sum of Kets;

* Express the whole Density Matrix — as a sum of basis Ket projectors;

* Obtain Modules — partition basis Ket projectors into disjoint sets of Kets/Bras }

The best clarification of this procedure is to illustrate it with an example, such
as recycle bin. The assignment of the basis kets and bras to the Density Matrix
columns and rows is already done in Fig. 5. Modularization results for the recycle
bin software concept system are shown in Fig. 6.

Some relevant comments referring to Fig. 6 are:

* Kets’ columns and bras’ rows—it is easily checked that kets and bras in the
projectors (middle column in Fig. 6) neatly fit to the Density Matrix columns and
rows (in both quadrants of Fig. 5) indexed by the structors and functionals (r.h.s.
column in Fig. 6).

* Mathematical manipulation—concepts are not directly manipulated in any
procedure, due to the complex richness of natural language. Only their indices
structors Sj and functionals Fk, kets and bras, which are clear-cut and unambigu-

Module
Concepts Projectors
M1 Item [3%( [000)*(000| + [001)*(001| + S182
[011)*(011] + |100)*(100| ) ] F1 F2
M2 | Bin | 2*(/010)- [101)] * [(010] - (101]] S3F3

Fig. 6 Recycle bin Quantum Software—modules. These are obtained using Procedure 2. The bin
module has a single projector shown in this figure. The item module has more projectors than the
ones shown in this figure, but the displayed projectors are representative, since they contain all
the kets and bras appearing in all other projectors. One clearly perceives that the item module
projectors have kets and bras disjoint to those in the bin module projectors. For the sake of
simplicity, the projectors do not include the Density Matrix normalizing factor
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ous, are directly involved in any kind of calculation. The module concept names
in the Lh.s. column of Fig. 6 are for illustration only.

e Results confirmed by strict linear algebra—the results in Fig. 6 are confirmed
by a purely linear algebraic procedure: calculate Density Matrix eigenvectors and
eigenvalues; modules are obtained from eigenvectors having eigenvalues equal to
zero (see, e.g., [18]).

* Absence of connectors—connectors link modules allowing evolution (see Sect.
4.4). Here, the recycle bin Quantum Software does not have connectors, since
there is no necessary linkage between the two modules, viz., item functionals
and the bin “empty” functional. Items can be deleted or recycled, without the
bin being emptied and vice versa, e.g., by an actuator external to the recycle bin
system.

4.4 Evolution and Measurement

Density Matrix evolution means a highest-level simulated transition from state to
state, in general from one module to the next one, equivalent to a low-level software
run (see, e.g., Exman [19]).

Quantum Software Density Matrix evolution is done by means of unitary
operators U and their adjoint, i.e., complex conjugate transpose U’ (U dagger)
operators, defined in Eq. (8):

vut=U'v=1 (®)

where [ is the identity operator. Thus, UU" is normalized.

Connectors are Density Matrix elements outside modules enabling evolution.
Connectors serve as “cursors” defined by Feynman (see Feynman’s 1985 paper [20],
p- 15)—in analogy to a display movable indicator, pointing to a location where an
evolution step may be selected. Unitary operators activate connectors: the simulation
evolves by its focus moving from one module to the next one. This is indirect time
simulation by state transitions, from module to module.

Quantum Software measurement upon its Density Matrix is actually done in a
projective manner, again as Feynman previewed in his 1982 paper [1], by executing
it several times until it converges to a stable value of the probabilistic result (see
Exman and Zvulunov [21]).

5 Sample Quantum Software Concepts

This section offers a small set of Quantum Software concepts embodied in sample
systems—one purely classical, some strictly quantum, and a hybrid combination
of classical and quantum subsystems. The purpose is to illustrate the uniform
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approach to the variety of Quantum Software concepts, in the tabular concept and
the corresponding Density Matrix for each case.

The emphasis is on modules, the essential highest abstraction level entities of
Quantum Software. Modules obey linear algebraic constraints (from Sect. 4.2),
especially orthogonality, and express conceptual meaning understood by human
beings. We also point to specific modularity difficulties.

5.1 Reservation: A Purely Classical Concept

The reservation software concept ([10], p. 55) functionality is well known from
everyday life: to make a reservation for a hotel room, a seat in a train or airplane,
or a table at a restaurant. The goal, from the resource provider viewpoint, is to
efficiently manage limited resources. It has two modules:

a) Resource—for instance, the rooms of a hotel; they may be provided to hotel
guests after cleaning or retracted if the room needs periodic maintenance or
repairs.

b) User—for example, hotel guests may make a reservation, use it as intended, or
cancel it.

The reservation tabular concept is shown in Fig. 7.
The reservation Quantum Software Density Matrix in Fig. 8 fits the tabular
concept in Fig. 7.

Concept: Reservation > Modules: resource & potential users
Purpose: to efficiently manage limited resources

Resource _: Provision - Retraction -

Resource | Functional Behaviors | :
Add-to-available (resource) E

Remove-from-available (resource

User _: Reservation - (‘anccllation-. Usage .

User | Functional Behaviors |:

Reserve El Cancel . Use IE]
User-Resource | Connector | Reservation=>Remove-from-available; -@

Operational Principle:

After Reserve, and not Cancelled, can Use

Fig. 7 Reservation Quantum Software—tabular concept. One sees two modules: resource with
structors {S1, S2} and functionals {F1, F2}; user with structors {S3, S4, S5} and functionals {F3,
F4, F5}, and one user-resource connector linking the two modules by means of a single matrix
element {S3-F2}
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[0000) [ [0001) | 0010) | [0011) | [0100) | (0101) | [0110) [ [0111) [ [1000) | [1001)

F1 | F2 | F3 [ F4 | FS5 | S1 | S2 | S3 | S4 | S5
(0000 F1 0 0 0 0 -2 0 0 0 0
(0001]| F2 0 0 0 0 -1 -2 0 0
(0010 F3 0 0 0 0 0 0 -2 0 0
(oo11|| F4 0 0 0 0 0 0 -1 -2 0
@ Fs |, 1, 00 o]0 0o o i lo =2
(o101]| S1 28 | 2 -1 0 0 0 0 0 0 0
(0110 | S2 0 -2 0 0 0 0 0 0 0
(o11|| S3 0 -2 -1 -1 0 0 0 0
(1000[| S4 0 0 0 -2 0 0 0 0 0
(1001|| S5 0 0 0 0 -2 0 0 0 0

Fig. 8 Reservation Quantum Software—Density Matrix. In analogy to the recycle bin Density
Matrix p in Fig. 5, one perceives the normalization factor whose value here is 1/28, the basis
kets above the matrix columns, and fitting basis bras to the left of the matrix rows. Consumed
functionals internal to the modules have a —1 value (hatched blue background). Please note the
connector in the matrix element {S3-F2} (hatched brown background), also with a —1 value,
linking the user 3-by-3 module to the resource 2-by-2 module

Comments on the reservation Quantum Software Density Matrix in Fig. 8 are:

* Connector Evolution Step—the specific purpose of this matrix in this chapter,
with just one connector {S3-F2}, is to illustrate the very connector idea,
as evolution enabler. The corresponding possible evolution step would be a
transition from the user module making a reservation to the resource module
removing the resource from the available ones.

e Additional Connectors—There could be additional connectors, not shown here;
for example, Cancellation— Add-to-available could be added to the matrix
element {S4-F1}.

e Internally Consumed Functionals—there are three consumed functionals inside
their respective modules, whose meanings are: {S1-F2} a provided resource
can be removed by the resource provision from the available ones, e.g., for
maintenance or repairs; {S3-F4} a reservation can be cancelled by the user; {S3-
F5} a reservation can be used by the respective user.

* Modularization Confirmed by Strict Linear Algebra—similar to the recycle bin
(Fig. 6), the modularization in Fig. 8 is confirmed by a purely linear algebraic
procedure based upon Density Matrix eigenvectors and eigenvalues [18]. Note
that the highest degree values in the diagonal degree matrix are those referring to
the connector matrix element. Excluding the connector from the Density Matrix
leaves exactly two neat modules, resource and user.
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Concept: Grover Search = Modules: Initiator, Grover Iteration, Measuring Device

Purpose: to speed-up search of non-sorted database

Initiator _: Hadamard Initiator -
Initiator | Functional Behavior |: Equal Supcrposilion@
Grover-Iteration _: Oracle - Amplifier -
Grover-Iteration [ Functional Behaviors ]: Mark-Target @ Inversion about Average IE]

Measuring-Device _: Measurement .

Measuring-Device [ Functional Behavior I: Measure

Initiator — Grover-Iteration Connector | Equal Superposition = Oracle E-
Grover-Iteration - Measuring-Device | Connector | Inversion about average = Mcasurcmcnl@.

Operational Principle:

After Initiator, activate Grover-Iteration, then finally activate Measuring-Device

Fig. 9 Grover search Quantum Software—tabular concept. It has three modules (initiator, Grover
iteration, and measuring device) and two connectors linking the modules initiator to Grover
iteration, and linking Grover iteration to measuring device

5.2 Grover Search: A Modular Quantum Concept

Grover search is a well-known quantum computing algorithm [22]. It speeds up
search of a non-sorted database of N elements with a computational complexity of
O(4/N), compared to a classical algorithm with a complexity of O(N). The Grover
tabular concept, at the highest abstraction level, is shown in Fig. 9. The respective
Quantum Software Density Matrix is shown in Fig. 10.

The obvious modularity of this Quantum Software concept is clearly perceived in
the operational principle in Fig. 9. It corresponds to a quantum circuit strictly linear
and sequential, widely described in literature sources (see, e.g., [14], page 251; [23]
p. 168) with a single register of n qubits, where the number of search elements is
N=2". There may be additional qubits internal to the oracle workspace. The Grover
iteration is repeated O(,/N) times.

Some comments about the Grover search Quantum Software concept in Fig. 9
are:

* This is a highest-abstraction level model—quantum gates implementation do not
appear in the tabular concept or in the Density Matrix. For instance, one knows
that Equal Superposition is performed by Hadamard Gates HO" but they are
not explicit here. The same is true for the threshold number of Grover cycle
repetitions, which is absent.

* Modules are orthogonal—this is clearly seen by the Density Matrix element
colors (blue and hatched blue); like in the reservation case, by eliminating
connectors, one retains the neat modules.
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| 1000) ] 1001) [ [010) ] j011) [ [100) | ||o|)| |uo)] 111y ]

|F1|F2[F3[Fa]s1|s2[s3]s4]

©00] | [ F1 |
©o1 | [ F2
o0 | [F3
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(10| S3
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Fig. 10 Grover search Quantum Software—Density Matrix. It shows the three modules of Fig.
9, in descending order in the upper-right and lower-left quadrants: 1-by-1 initiator, 2-by-2 Grover
iteration, and 1-by-1 measuring device (all three modules with blue matrix elements and the Grover
iteration consumed functionals with hatched blue). One also sees the two connectors (F1, S2) and
(F3, S4) (hatched brown), basis kets above the Density Matrix columns, basis bras to the left of the
matrix rows, the diagonal degree matrix (green), and the normalization factor 1/24

* Modules have meaning—modules’ meaning is given by their associated natural
language concepts, found in general language dictionaries: initiator, iteration, and
measuring device. Even structor and functional names have a long history (see
the discussion in Sect. 7.3).

5.3 QFT and Order Finding: The Modularity Viewpoint

This section contrasts one of the simplest examples of QFT (quantum Fourier
transform) with the order finding algorithm, which itself uses inverse QFT as one
of its ingredients. It shows that such a simple QFT is not modular in the two senses
that we have seen before:

* No orthogonality—one cannot easily compose its gates into a reduced number of
most natural modules.
e No meaning—there is no natural language assignment to the potential modules.

To this end, we look at the well-known three qubits QFT quantum circuit in Fig.
11.
The Rk gates are unitary transformations defined in Eq. (9):

1 0
Rk = (0 eZ][i/Zk ) (9)
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Fig. 11 Three qubits QFT—typical quantum circuit. Each horizontal line represents the time
passing of each qubit. Time increases from left to right. The leftmost kets are the three input
states |j1),. . .,|j3). The quantum gates are H the Hadamard gate, and Ry gates, which are 2-by-2
matrices seen in Eq. (9). The three Rk boxes are each part of a controlled-Rg gate. The rightmost
symbol linking the first and third qubits is a swap gate. See below an explanation of this circuit

What is the essential reason for the three qubits QFT not being modular—in the
above senses of orthogonality and meaning?

This is due to the nature of controlled-gates. Each of these gates involves two
endpoints: one is the controller—graphically represented by a black dot—and the
other is the target which is a single-qubit gate. The critical issue is that two endpoints
sit on different qubits. The most common controlled-gate is the controlled-NOT,
abbreviated CNOT. If the controller qubit value is |1), the target gate is activated;
otherwise, if the controller value is |0), the target gate is not activated and there is
no change of the target qubit value.

One can clearly see in Fig. 11 that controlled-gate endpoints link diverse pairs
of qubits. For instance, counting from the left-hand side, the first controlled-R;
links the upper qubit with the middle qubit, while the controlled-R3 links the upper
qubit with the lowest qubit. Moreover, these controlled-Ry gates are intermingled
with Hadamard gates. The outcome of this situation is the difficulty of slicing the
quantum circuit vertically—into orthogonal modules: there are no consecutive gate
groups referring to the same qubits. Similarly, it is difficult to slice the quantum
circuit horizontally—into coherent meaning modules: there are no consecutive gate
groups performing the same functionality.

The conclusion is quite clear: this three qubits QFT is a circuit of too low
abstraction level in order to afford meaningful modules. See the discussion in Sect.
7.1 on the definition of modules.

We significantly jump upward in abstraction level and deal with the order finding
algorithm, used in Shor’s ([14, 15, 24, 25]) quantum factorization algorithm. A
quantum circuit is shown in Fig. 12.

The quantum circuit in Fig. 12 is not new; there are several variants in the
quantum computing scientific literature (e.g., [14]), which the reader should be
familiar with. Some clarifying comments are:

* Definition of order—assume a pair of positive integers a < N, which have no
common factors; the order of a mod N is formally defined as the least positive
integer x such that a* = 1 (mod N).

* Order finding problem—given a pair of positive integers, a, N, find the order x.
The function of relevance to the order finding problem, f = a* mod N, obtaining
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st Register |0)+ H®t L QFTT D : q

t qubits
e Measurement

2 Register
Lqubis 100 7F——(a* mod N

Fig. 12 Order finding algorithm—quantum circuit. Its entities, reminiscent of single quantum
gates, actually stand for whole modules: from left to right, in the first register is the Hadamard
initiator, a controller black dot, an inverse QFT (quantum Fourier transform—the dagger { here
means “inverse”), and a measurement device. The module in the second register is a modular
exponentiation represented by a term giving the “remainder after division of a* by N” (more details
in the text below). The kets |0) at the left-side origin of both registers are computational initial
states. The slash after the initial states is a conventional indication that each of these registers has
a certain number of qubits, instead of just one

the remainder after division of a* by N, is periodic. The big numbers factoring
problem reduces to finding the period of a function.

e Do not confuse module with modulo or mod = modulus—it is somewhat unfor-
tunate that this chapter must refer to two (or three) well-established concepts
with quite different meanings, and so similar writing. Even worse, the adjective
“modular” is used with both meanings. Module is a separable component of
a system; modulus (abbreviated mod) is a natural number used as a divisor in
modular arithmetic; modulo means with respect to a specified modulus.

* Modular exponentiation—in this expression, ‘“modular” refers to modulus and
not to modules.

It is legitimate to still have a few reminders of quantum gates in the higher-
level quantum circuit. This enables us to understand the ability to vertically slice
the circuit into orthogonal modules. The obvious case is the initiator module whose
gate implementation is a single Hadamard gate H to the tensor power of £. This
is impossible in the three qubits QFT lower-level quantum circuit since there the
Hadamard gates are intermingled with controlled-Ry gates.

The novel and important contribution of this Quantum Software concept example
is the observation that going upward toward the modules highest abstraction level,
one is well above the quantum gates and qubit registers implementation. These gates
and registers are considered analogous to the lower machine language of classical
software, whose history we do not wish to repeat.

In the tabular concept and its Quantum Software Density Matrix, we strictly
avoid any reference to quantum gates implementation or to qubit registers. Thus,
one regains modularity in the senses of orthogonality and conceptual meaning.

Figure 13 shows an order finding algorithm tabular concept, with modules,
without referring to any quantum gates or qubit registers. See the discussion on
proper names as concepts in Sect. 7.3.
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Concept: Order Finding < Modules: Initiator, mod N, QFT+, Measuring-Device

Purpose: Order-Finding subroutine applicable to Shor’s Quantum Factorization

Initiator _: Hadamard lnilialor- | Functional Behavior : Equal Superposition IE]
Mod N[ Structor type | : Ctrl Mod [§2]} [Functional Behavior|:  Controlled Mod| F2 |
Mod N _: Modular exponentiation - Functional Behavior |: Remainder: a* mod N@

QFT+ _ QFourierTransform+ - [ Functional Behavior ]: Inverse OFT

Measuring-Device _: Measurement - | Functional Behavior |: Measum@

Three intermediate [[Connectors ; Initiator > mod N[F|[§8): mod N > oF T+ 3] [§4l:
QFT+ -»Measuring-Device -:

Operational Principle:
After Initiator, activate mod N, then QFT#, finally Measuring-Device

Fig. 13 Order finding algorithm Quantum Software—tabular concept With the same format as
in previous tabular concepts, one sees four modules and respective structors and functionals. The
number of connectors could in principle be changed (see the Density Matrix and its comments
below)

10000) | |0001) | |0010) | |0011) | |0100) | |0101) | |0110) | |0111) | [1000) | [1001)

F1 | F2 | F3 | F4 | F5|S1|S2|S3|S4]85
(0000]/| F1 0 0 0 0| -2 0 0 0
(0001]|| F2 0 0 0 0 0 |=21-110 0
(0010} F3 0 0 0 0 0 0| -2 0
0o11]|| F4 0 0 0 0 0 0 0|2
(0100| F5 _1.10 0 0 0 0 0 0 0|2
ool s1 P=28 210000 00 00
{0110/ || S2 2|0 0 0 0 0 0 0
o1 S3 0|-11-=2]0 0 0 0 0 0
(1000 || S4 0 0 2|0 0 0 0 0
(1001]| S5 0 0 0 2|0 0 0 0

Fig. 14 Order finding algorithm Quantum Software—Density Matrix. One can see its four
modules (blue background): all of them of 1-by-1 size, except the 2-by-2 Mod N module, with
two structors {S2, S3} and two functionals {F2, F3}. The functional F2 (hatched blue) is internally
consumed by the S3 structor. Transitions between pairs of modules are enabled by connectors
(hatched brown). As usual, one also sees the diagonal degree matrix (green), the normalizing factor
1/28, the basis kets above columns, and basis bras to the left of the matrix rows

Figure 14 shows the order finding Density Matrix corresponding to the tabular
concept in Fig. 13.
A comment on the Order Finding Density Matrix in Fig. 14 is:

* Controlled Mod N—the pragmatic Density Matrix solution to avoid explicit ref-
erence even to a generic so-to-speak controlled quantum gate seen in the quantum
circuit in Fig. 12 has a 2-by-2 Mod N module, where the information transmitted
from the controller structor S2 is conveyed by the internally consumed functional
F2 to the target structor S3.



Simulating Quantum Software with Density Matrices:. . . 33
5.4 Modularity Within Hybrid Teleportation

The hybrid Quantum Software example is the teleportation protocol. Quantum
circuits and detailed explanations of the teleportation protocol are widely found
in the literature (e.g., [15] p. 82; [14] p. 26). Its purpose, based on entanglement of
EPR (Einstein-Podolsky-Rosen [26]) pairs, is to teleport an unknown quantum state
|¢) from Alice’s location A to Bob’s other location B.

After a preliminary preparation in a joint Alice and Bob location A and B of an
initial EPR pair, compare Eq. (4) in Sect. 3.1—in which Alice controls the first qubit
“a” and Bob the second qubit “b”:

[EPRg) = 1//2% (1020p) + [1alp)) (10)

Then Alice and Bob separate: Alice goes to location A, where she holds |¢), and
Bob goes to location B.
The teleportation hybrid character is characterized by three stages:

o [nitial quantum stage—Alice’s initial state in location A is |¢)X)|EPRy); she
performs decoding.

* Classical stage—Alice performs measurement of its two qubits in location A,
projecting her state to Bob’s state in B; then Alice does classical transmission of
two bits.

e Final quantum stage—Bob receives two classical bits and does encoding by
means of Pauli transforms, which are used to restore the original quantum state
|¢) in location B.

The teleportation protocol Quantum Software tabular concept is shown in Fig.
15. The corresponding Density Matrix is shown in Fig. 16.
A comment on the teleportation protocol Density Matrix is:

* Classical communication message—is represented in the Density Matrix, with-
out any difference from purely quantum modules, by its structor and functional.

6 Related Work

The scientific literature dealing with relevant subjects is quite large, well beyond the
reasonable scope of this chapter. We mention here a focused sample of references,
among others covering the mutual interaction of programming, software, and
physical systems.
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Concept: Teleportation = Modules: Prep EPR, Decoding, Measuring-Device, Classical Comm., Encoding

Purpose: Teleport, by EPR entanglement, an unknown quantum state from a location A to another location B

Prep. EPR _: lnitialor- : Prepare EPR in joint location IE
Decoding: _: Dccodcr- Decode for Measurement inA@

Measuring-Device _: Measurement [83] | Functional Behavior |: Measure inA@
Measuring-Device —: Projcc(ion- | Functional Behavior | : Project to B

Classical Comm. _: Sendcr.' Functional Behavior | : Send classical msg to B @
Encoding _: Encoder - [ Functional Behavior |: Pauli transforms in BIE]

Intermediate| Connectors |: Prep.EPR-> Decoding; @- Decoding = Measuring-Device;@-
Classical Comm.-)Encoding;@-

Tosrtrrrsistisas o/

Measuring-Device=>Classical Comm.; -

Operational Principle:
After Prep EPR, activate Decoding in A, then Measuring-Device, Classical Comm., finally Encoding in B

Fig. 15 Teleportation protocol Quantum Software—tabular concept. The teleportation protocol
always triggers a surprise at first sight. Its causes are well exposed in this tabular concept. In
particular, worthy of attention is the measuring device with two structors and their respective
functionals: measurement in location A and projection to location B

10000) [ j0001) [ j0010) [ jor1) [ jo100) [ o101y [ jori0)y T joren) [ {1000y [ 1001y [ j1o10) [ [1011)

F1 |F2 |[F3|F4 |F5[F6[S1|S2[S3|S4]|85]S6
(0000 F1 000 0] 0]|-2 0|0 00
0001/ F2 0 0/ 0/0/0 02 0. 0/0
(0010 F3 00 0o/ o0/o|o o0o|=2l-1]0]0
(0011]| F4 0/ 0/0 0|0 0/0/0/|-=2 0
(0100 F5 0|00 o0 0/o0/of[o0o]o0]|=2
O F6 | ,_ 1. 0/0]0]0 0 0 . 0/0/|0/|0][-2
(0110 S1 P30l 0l0l0]0 0|0 000
(o111 | S2 2(0/0/0/0]0 0[0/0 0
(1000/| S3 0 2/0/0[0]|0]0 0 0,0
(1001)| S4 olof-aal2]/0[0]o0of[o0]0 0|0
(1010 S5 0|00 2(0/0[0]0]0 0
(1011|| S6 0000 2(0 0000

Fig. 16 Teleportation protocol Quantum Software—Density Matrix. Similar to its tabular concept
in Fig. 15, the module worthy of attention is the 2-by-2 measuring device, whose structors are {S3,
S4} with functionals {F3, F4}, as it represents both measurement in location A and projection to
location B. The F3-S4 matrix element (hatched blue) is an internal functional F3 consumed by the
structor S4, enabling transition from measurement to projection

6.1 Operators and Superoperators

A superoperator is a linear operator acting on a vector space of linear operators.
Specifically, it may refer to a TPCP map, i.e., a trace-preserving completely positive
map. This is especially the case for mappings of density operators to density
operators (see, e.g., Preskill [27]).
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Mauerer [28] presented a quantum programming language cQPL (an extended
QPL), capable of quantum communication. This language has a denotational seman-
tics based on a partial order of superoperators. In general, superoperators applied to
Density Matrices describe quantum mechanical processes, being significant to this
chapter’s contents.

Javanainen [29] in his paper “The Software Atom” developed a set of C++
classes, abstracting concepts of quantum mechanics in a specific context of inter-
actions between atom energy levels and light fields. The idea is to emphasize the
possibility of such abstract software development and not to provide optimized end-
user programs. Besides standard vector and matrix algebra, the abstract set of classes
includes linear operators such as the density operator p and superoperators.

6.2 Extended UML

While the approach of this chapter is centered on the Quantum Software entity
of Density Matrix, whose application is naturally extended to classical and hybrid
kinds of software systems, one finds in the literature the opposite direction: to take
existing classical sets of diagrams, mostly UML, the unified modeling language,
and extend them to be applicable to Quantum Software systems.

Perez-Delgado [30] (pages 103-119, in Serrano et al. [31]) proposed Q-UML,
a very preliminary extension of UML to model Quantum Software, with the goal
of minimally changing the base UML. In other words, for a strictly classical
software system, its modeling by Q-UML should be identical to the modeling by
the original base UML. Q-UML diagrams—such as a class or sequence diagrams
of a system—may contain together both quantum and classical elements. In Q-
UML, quantum classes/objects are marked to distinguish them from the classical
UML counterparts. This, in contrast to the Quantum Software Density Matrix of the
current chapter which represents both quantum and classical modules in a uniform
way, and purposefully avoids distinguishing quantum from classical systems.

Perez-Castillo, Jimenez-Navajas, and Piattini [32] in their paper “Modelling
Quantum Circuits with UML” propose to define a UML profile for quantum
modeling based upon UML metamodels. This is a lightweight extension of the
UML Activity Diagram. The UML profile displays six stereotypes: quantum circuit,
qubit, quantum gate, controlled qubit, measure, and reset. These stereotypes have
their corresponding metaclasses. Once the metamodel is designed, one can use it to
obtain specific quantum circuits represented with UML.

UML extensions have the advantage of being familiar to software developers,
demanding a mild learning curve. On the other hand, UML and its extensions
are informal, and do not offer the underlying theoretical richness of the Quantum
Software Density Matrix of the current chapter.
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6.3 Modules

Modularity is an important idea for classical computing, and indeed for any
engineering discipline, as described in the Baldwin and Clark book Design Rules,
whose volume 1 is entitled The Power of Modularity [33]. Their approach is from
an economic perspective. The paper by Sullivan et al. on “The Structure and Value
of Modularity in Software Design” [34] also refers to classical computing. Despite
being more software oriented, it applies the economic approach of Baldwin and
Clark. Newman and Girvan, in their paper “Finding and evaluating community
structure in networks” [35], published in the physics literature, offers a widely used
criterion for modularity.

There are many module definitions in the quantum computing literature. Here are
two examples.

An interesting and quite recent (April 2023) paper by Kang and Oh [36] entitled
“Modular Component-Based Quantum Circuit Synthesis” has some objectives
similar to the current chapter. These authors observed that previous work (known as
unitary synthesis) obtained quantum circuits which are nonintuitive, making their
effects on data values difficult to comprehend. Kang and Oh’s stated objectives
are to generate human-readable, high-level circuits revealing the algorithm’s inner
workings. There is a subtle but significant difference between “readable” and mean-
ingful. This follows from their assumptions and their procedures. They characterize
as modules any arbitrary slicing of a quantum circuit. See the discussion in Sect.
7.1.

A thought-provoking paper by Thompson, Modi, Vedral, and Gu [37] entitled
“Quantum Plug n’ Play: Modular Computation in the Quantum Regime” was
published in the New Journal of Physics in 2018. It enables usage of prefabricated
circuits without knowing their construction. The lack of knowledge has many
advantages, such as allowing partial outsourcing of quantum circuits, with exchange
or upgrade of individual components. On the other hand, they prove a negative
theorem: that it is not always possible to use quantum circuits without knowing
their construction. They ask interesting questions such as: To what extent can a
client invoke a server to automatically perform a computation P(U), whenever one
transforms an input |¢) into U|¢)?

7 Discussion

This section is meant to coherently summarize this chapter with the following
intentions:

* Sharpen central ideas of this work, such as modules and connectors.
¢ Clarify the importance of Quantum Software conceptualization.
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e Offer Quantum Software practical applications, beyond the fundamental theoret-
ical basis.
* Suggest Quantum Software’s future potential roles.

7.1 Definition and Meaning of Quantum Software Modules

As stated at the beginning of Sect. 4.3, modules of Quantum Software are formally
defined as subspaces of the whole Density Matrix space. These in turn have an
essential conceptual meaning afforded by the subsumed structors and functionals,
columns and rows, as assigned by their indices Sj, F.

To compare with alternatives in the scientific literature, mentioned in Sect.
6.3, we emphasize that our view of modules has two inseparable complementary
aspects:

o Tabular concept = modules have meaning—natural language understood by
humans

e Density Matrix = modules are orthogonal—subspaces of the whole Density
Matrix

The already referred paper by Kang and Oh [36] defines modules in terms of
quantum circuits, as consecutive slices of quantum gates. There is no notion of
Density Matrix generated from a conceptual starting point. Contrasted with this
chapter’s modules, Kang and Oh’s modules display two properties:

(a) May have arbitrary size—one can slice quantum circuits as desired: a single
quantum circuit may have multiple modular representations.

(b) Do not have intrinsic meaning—human readability of quantum circuits does
not necessarily imply modules with conceptual meaning.

A related issue demands high abstraction level of a Quantum Software system
to attain modules with self-consistent meaning. The problem was illustrated by the
intermingling of controlled-gates in the three qubits QFT counterexample (in Sect.
5.3). In this respect, the paper by Shende, Bullock, and Markov [38] on “Synthesis
of Quantum Logic Circuits” states two relevant facts:

(a) Quantum controlled-gates are considered “expensive gates”—in particular,
CNOTs which are often the standard two-qubit gate, up to the point that the cost
of a quantum circuit can be realistically estimated by counting CNOT gates.

(b) The number of CNOT gates is exponential on the number of qubits—and
there is a theoretical lower bound for the number of CNOT gates in any
Quantum Software system. Moreover, if one insists in using the implementation
technology with only nearest-neighbor gates, it significantly increases the
number of gates.
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7.2 Connector Roles Within the Quantum Software Density
Matrix

In this chapter, connectors were defined in Sect. 4.4. Connectors are Density
Matrix elements outside modules enabling evolution. Connectors serve as cursors
as defined by Feynman (in his 1985 paper [20], on p. 15), pointing to a location
where an evolution step may be selected.

Comparing the Quantum Software examples in Sect. 5, one perceives different
connector roles, some of which may also be performed by internally consumed
functionals:

o Single connector between two modules—is the simplest case. The presence of a
connector does not imply its usage. In the middle of an evolution, in the absence
of a connector, a transition between two modules is done automatically.

* Two looping connectors—in the example of the Grover search, in Figs. 9 and
10, instead of two connectors, the iteration is performed by a pair of internally
consumed functionals.

* Two connectors in opposite directions—for instance, in the recycle bin, in Figs.
1 and 5, the delete functional F1 moves an item from accessible to deleted, while
the recycle functional F2 moves an item back from deleted to accessible. These
could be connectors, but in Fig. 5, they are performed by internally consumed
functionals.

7.3 Conceptualization: Metaphors and Proper Names as
Concepts

Conceptualization is a central activity for Quantum Software development, demand-
ing significant amounts of creativity. The purpose of this short section is to
characterize two deep conceptualization issues:

* The unavoidable limitations of programming languages—programming lan-
guages have a fixed number of reserved words defined by their syntax. They are
inevitably restricted to low-level abstraction, insufficient for full range software
development. This began to change with the ideas of abstract types and classes
(described at the beginning of Sect. 2 of this chapter) but could never be liberated
from their inherent limitations.

* The complexity of natural languages—natural languages seem to be the suitable
linguistic tools for high-level abstraction software development, overcoming the
programming limitations. Then a different difficulty appears: the richness and
complexity of natural languages is an obstacle for a formal scientific theory of
software, with a notion of verifiable correctness.

The proposed solution for the latter obstacle, offered in this chapter, is a
complementary combination of two entities. Each Quantum Software system should



Simulating Quantum Software with Density Matrices:. . . 39

be defined by a tabular concept freely expressed in natural language, together with
the corresponding Density Matrix chosen as the necessary formal basis of a scientific
theory. These two entities are supposed to be linked by a one-to-one relationship
given by the indexing of the natural language concepts.

‘We emphasize that these two entities are essential since:

e Natural languages are indispensable and intrinsic to the meaning of software.

¢ On the other hand, natural languages are continuously evolving and apparently
are too complex to be the basis of a foundational and stable scientific theory of
software.

We conclude this short consideration of natural languages with a few observa-
tions. Most of the natural language concept meanings are adopted from everyday
conversation: reservation, cancellation, recycle, and so on. But there are words with
deeper cultural roots.

A wonderful example is the concept of an oracle—in the Grover search tabular
concept. The huge contrast is notable between the underlying history, full of
significant nuances—the oracle of Delphi, Greek mythology—and the clarity and
conciseness of a software oracle, indeed, an excellent metaphor for software. How
is this achieved?

A further example is proper names as common concepts. (Jacques) Hadamard is
neither a quantum gate nor a transform. He was a prolific French mathematician,
with a broader view of culture, who published a book on “The Psychology of
Invention in the Mathematical Field” [39]. (Joseph) Fourier is not a high-level QFT
gate, a transform, or a series. Another French mathematician and physicist, whose
name has become synonymous with a concept with a relatively broad meaning, in
the context of periodic phenomena, is found even in natural language dictionaries.

Perhaps in the conceptualization process we lose most of the original meaning
of metaphors and proper names. Or do clarity and conciseness distill the essence of
the original meaning?

7.4 Applications of Quantum Software

The main goal of this chapter is to delineate and open the way for a self-consistent
theory of Quantum Software and emphasize its necessity and importance. Nonethe-
less, a strictly pure theory without testing it in practice against real applications is
sterile.

This section is an intentional declaration that regardless of the possible cal-
culations with Quantum Software Density Matrix, they should lead to practical
applications of Quantum Software.

Modularization
Modules are the basic sine qua non for many applications of the Quantum Software
Density Matrix. Modules are generated by this chapter’s Procedure 2 in Sect. 4.3
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(see Exman and Shmilovich [40]). It can be double-checked by a purely linear
algebraic spectral approach, independent of any quantum theory considerations
(Exman and Sakhnini [18], Fiedler [41], De Abreu [42]). Modularization leads to
evolution, measurement, and compositionality applications.

Evolution

The evolution of a Quantum Software Density Matrix by means of unitary operators
is the simulative equivalent of running an actual software system, which may not be
available, among other reasons due to lack of its implementation.

The practical application in this situation is logical debugging (see Exman [19]),
to check that (a) the Density Matrix faithfully reflects the tabular concept, and in the
negative case to correct them and rerun the checking and (b) whether some basic
concept is lacking; for instance, in the reservation tabular concept, by evolution
running, one may notice that a second connector is lacking: Cancellation— Add-to-
available, which also demands an addition to the Density Matrix.

Measurement

A practical application of measuring the Quantum Software Density Matrix is
the efficiency improvement of quantum state tomography, by usage of “quantum
modules tomography.” The number of measurements to recover the whole software
system Density Matrix is thereby significantly reduced (see Exman and Zvulunov

[21D).

Compositionality
Compositionality means that the whole Quantum Software system Density Matrix
can be decomposed into the component modules’ smaller Density Matrices using a
direct sum. This can be reversed, recomposing the whole system from its modules
(see Exman and Nechaev [43]).

The practical application, in the “Plug n’ Play” spirit of Thompson et al. [37], is
to recompose a new Quantum Software system Density Matrix, by substituting one
or more original modules with new versions or totally novel modules.

Open Issues
There are numerous potential applications of Quantum Software, beyond those
mentioned above. We are systematically working on these new applications.

7.5 Quantum Software’s Potential Roles

The potential roles of Quantum Software may be looked at from two quite general
and different viewpoints: one qualitative and another quantitative.

The qualitative point of view refers to software system design, applications, and
their improvements. Following the calculations and experiments referred to in the
previous section, first of all, one obtains the software system modules. One then uses
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them to test design correctness and potential applications of the software system.
The correctness is meant in conceptual terms.

The novelty of the quite different, quantitative point of view demands assignment
to each module, and its component quantum gates, realistic run times which are
proportional to run times of actual gates in a given common technology. The overall
result should be a reliable simulation timing of the quantum computation in the spirit
of Feynman, without having constructed a real quantum computing machine.

The proportional run-times assignment can be obtained from partial experimental
data and/or estimates from computational complexity classes. These estimates
should be carefully verified, before being used in actual simulations.

7.6 Main Contribution

The main contribution of this chapter is the reinterpretation of Feynman’s “Sim-
ulating Physics with Computers” leading to a refined Quantum Software theory,
based upon linear algebra, embodied in a Density Matrix generated from its tabular
concept freely expressed in natural language.

Time will tell us whether Quantum Software theory already covers the full range
of future software, or whether nonlinear algebra and more fundamental theoretical
changes will be indispensable.
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Superoperators for Quantum Software )
Engineering Qe

Wolfgang Mauerer

Abstract As implementations of quantum computers grow in size and maturity,
the question of how to program this new class of machines is attracting increasing
attention in the software engineering domain. Yet, many questions from how
to design expressible quantum languages augmented with formal semantics via
implementing appropriate optimizing compilers to abstracting details of machine
properties in software systems remain challenging. Performing research at this
intersection of quantum computing and software engineering requires sufficient
knowledge of the physical processes underlying quantum computations, and how to
model these. In this chapter, we review a superoperator-based approach to quantum
dynamics, as it can provide means that are sufficiently abstract, yet concrete enough
to be useful in quantum software and systems engineering, and outline how it is
used in several important applications in the field.

Keywords Quantum computing - Software engineering - Quantum software
engineering - Density operator - Superoperators - Formal semantics

1 Introduction

The actual and hypothesized capabilities of performing computational tasks based
on the laws of quantum mechanics have made the implementation of quantum
computers a target of interest to physics and engineering. Yet, producing software
(and algorithms) for this class of machines has by far not reached the level of
productivity and ease of handling that computer science has come to expect for
classical machines following decades of development. This is likely because at the
current level of abstraction, expressing algorithms resides close to the underlying
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physical concepts. This necessitates strong inter-domain knowledge for researchers
working in the field.

Detailed knowledge of alternative methods of describing the dynamics of
quantum systems beyond applying unitary operators on finite-dimensional quantum
states might not be universally spread in the software engineering community. This
implies that appreciation of the usefulness of such descriptions for many open
problems in quantum software engineering could be further fostered. Consequently,
we provide an exposition of one particularly important such formalism—Iinear
superoperators acting on density operators—in this chapter especially tailored
toward software engineering research. We include a discussion of the possible
benefits in various application areas in the domain.

Quantum circuits are the basis of many software engineering considerations,
albeit at a low level of abstraction. Any typical introduction to quantum computing
for computer scientists includes a discussion of circuits for the foundational set of
algorithms like the ones invented by Grover, Shor, or Deutsch. In essence, a quantum
state | ) (we provide precise formal definitions later) propagates through a quantum
circuit in three phases—initialization, application of a sequence of quantum oper-
ations, and a measurement delivering stochastic results—that constitute a quantum
program. The first two actions are described by so-called unitary operators U that
capture possibilities (and limitations) of quantum operations, and exhibit peculiar
properties that engineers are not accustomed to from classical programming.
Keeping in mind that measurements, which are realized by other means than unitary
transformations, are an important ingredient of quantum algorithms, the core part of
any such algorithm can nonetheless be expressed as a unitary transformation of an
appropriately initialized quantum state |v/) by |¥) = U|y) = |¢').

However, for most known algorithms, quantum circuits (or any other equivalent
representation of operations on quantum states) only capture part of the overall
computational sequence. Any required classical operations or the implementation
of control flow is usually described (and handled) separately from the manipulation
of purely quantum mechanical states. Variational algorithms that underlie many
considerations of the current era of noisy, intermediate-scale quantum (NISQ)
machines rely inherently on interleaved classical and quantum operations, and
explicitly operate on quantum and classical data. Consequently, it is helpful to
consider a mathematical formalism that can capture all these aspects in a unified
description. Likewise, the unavoidable effects of noise and imperfections that
exercise probabilistic influence on a quantum state, and thus directly concern
any real-world analysis of algorithmic properties, must be taken into account. A
good mathematical framework for this purpose is the density operator formalism,
which generalizes quantum states |¢) into density operators o that can describe
both quantum and classical aspects of a computational state. Instead of unitary
operators U that act on states and describe operations, superoperators A map
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density operators to density operators (i.e., ¢ — A(g) = o), and therefore
generalize unitary quantum operations.

In this chapter, we present an exposition of these concepts that targets the needs
of software engineers working on the relatively new field of quantum software
engineering, which necessitates gaining an understanding of quantum programming
languages and possible approaches to equip them with formal semantics, or produce
software with correctness by construction approaches. While we aim at using
enough mathematical formalism to arrive at a precise and unambiguous presenta-
tion, we avoid the use of advanced mathematics, especially category theory, that
is commonplace in research work on quantum programming language semantics,
yet may act as an impediment to obtaining a higher-level view of the issues from a
software engineering perspective.

This chapter nonetheless relies on some amount of formalism, and the particular
mathematical topics might not be present in every computer science curriculum (and
even if they are, it might have been a while since the reader had to deal with these
topics). For those who are curious to hear the software engineering essentials short
and crisp, if you trust us that

* adensity operator ¢ can, compared to ket representations |y), describe quantum
states that suffer from imperfections and intricacies of the real world;

» superoperators extend the role of quantum gates to this scenario; and

» the Kraus representation allows us to describe such operators in a form that is
particularly convenient for computer science and software engineering purposes,

then you can skip directly to Sect. 5 that shows some of the most important software-
centric applications for superoperators: formal semantics for and verification of
quantum programs, communicating and distributed quantum systems, and dealing
with imperfections in real-world NISQ machines.

1.1 Challenges in Quantum Software

Following the recent review by Garhwal et al. [5] and the textbook [34], currently
established programming languages follow an either imperative paradigm (e.g.,
QCL [19], Silq [2], or Q# [27]) or functional paradigm (e.g., QPL [26],
Quipper [7], or LIQUiD [31]). While they differ in their capabilities and degrees of
abstraction, their quantum features center around generating quantum circuits that
eventually apply lists of operators on quantum states. The same observations can
be made for commercial approaches (e.g., Cirq, Ocean, or Qiskit) to the quantum

! The mathematical formalism of superoperators can handle more general operators than density
operators, and we will see later how that can benefit software engineering when trace-decreasing
operations come into play.
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programming problem where instructions on how to generate quantum circuits are
embedded into a host language, typically Python.

While software engineering research has established a multitude of methods,
techniques, and processes aimed at systematically constructing high-quality soft-
ware artifacts, some of the elementary developmental options like debugging,
tracing, and some variants of testing are not directly applicable in a meaningful
way in the quantum domain. Given the resulting reduction of engineering options,
ascertaining the quality (or correctness) of quantum programs must focus more on
other methods like formal verification. This, in turn, requires means of properly
formalizing quantum programs. Starting with the seminal work [26], research on
numerous approaches of equipping quantum programming languages with formal
semantics, based on which verification efforts can take place, has been conducted.
Yet, the current state of the art is still lagging behind the classical level of maturity.

While it should not be required to educate all software engineers working on
quantum computing on the bells and whistles of quantum physics, a reasonable
awareness of the underlying principles, methods, and formalisms is important
for determining effective layers of abstraction. The situation is not unlike at the
advent of software engineering as a discipline: then, the need for using structured
engineering approaches to construct software became apparent, yet low-level details
remained crucial—as embodied, for instance, by research topics like the construc-
tion of efficient compilers for expressive high-level languages that nonetheless
catered to the very distinct hardware properties of then-current systems. We believe
the superoperator-based view of quantum computing is an apt starting point for
deriving such sound, practical, and useful abstractions using established methods of
computer science for quantum programming and quantum software engineering.

2 Mathematical Foundations

In this and the following section, we introduce the necessary formalities to under-
stand the superoperator-based view of quantum dynamics. We assume knowledge
of the standard computer science curriculum of linear algebra, but try to give an
otherwise self-contained exposition. All mathematical statements and facts that
we refer to without providing an explicit rationale or proof sketch are part of the
standard literature on quantum computing and quantum information theory, for
instance [18, 28, 4, 22], to which we refer readers interested in a more in-depth
formal treatment or explicit proofs.

2.1 The Need for Formalization

A quantum program enacts a transformation of a state (in the sense of computer
science) comprised of quantum and classical input data to quantum and classical
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output data. While it is not possible to perform intermediate measurements on the
quantum part of the state without influencing the state itself, this state nonetheless
exists uniquely during the whole computation: after preparing required initial
states based on classical input data, in each step of performing the computational
sequence, and before performing any measurements. The latter, finally, reduce (parts
of) the quantum data to classical information, usually in a stochastic way. A quantum
program can, depending on the input data, lead to many possible intermediate states,
and likewise to many possible different outputs, even when perfect machines are
assumed for execution. This is similar to stochastic algorithms that find ample use
in classical software, and mathematical frameworks that allow us to model such
scenarios have been established.

Consequently, we need to deal with three different entities: the state of a system,
a quantum program that acts on this state, and a transformation between the
quantum program (specified in whatever programming language) and an appropriate
collection of formal operations that represent the state transformations, and most
importantly allow us to reason about properties of the quantum program with
established and new methods. While the scenario in general is very similar to
the approaches used in programming language semantics, a crucial difference is
that the state is not open to direct inspection by observers, and is described by
different mathematical objects than for classical computation. Also, the admissible
transformations between states differ radically from classical approaches.

From a physical standpoint, there are different ways of viewing this scenario:
a quantum program can be translated (and most of the contemporary compilers
follow this approach) into a sequence of gates that are applied to a quantum state
(together with a suitable formalization of the classical state), which can be expressed
as the element of a Hilbert space. However, this formalism only applies to perfect
underlying quantum computers that faithfully execute each gate, and are able to
prepare initial quantum states that exactly represent the desired form without any
stochastic uncertainties.

When machines are subject to noise and imperfections, gate operations, state
preparation, readout, etc. are affected by uncontrolled influences that introduce
stochasticity into the quantum state; straightforward kets cannot represent the aris-
ing statistical mixture of quantum states that requires an additional characterization
of the associated classical distribution to be included in their description. This is,
however, possible in the density operator formulation of quantum mechanics. As
we have seen previously, superoperators extend the role of perfect gates in the
bra-ket picture. We believe this formal representation is well suited to augmenting
a quantum program with formal semantics, as it can capture a wider range of
phenomena that cannot be ignored at the current state of hardware development,
and will with some likelihood also be of interest in the long run. While the picture
is solidly established in physics-centric research, this does not universally hold for
computer science and software engineering. The aim of this chapter is to provide an
introduction to the formalism tailored to the particular needs of software engineering
researchers.
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First, let us fix some notation conventions: a quantum register |R) is an element
of a Hilbert space H. This space is, in the finite-dimensional case relevant for
quantum computing, a complex vector space with an inner product, which implies
the existence of an orthonormal standard basis {|i)} (the infinite-dimensional case
requires more care, but is only very rarely relevant for the computer science
aspects of quantum computing). Operations on quantum registers are carried out
using unitary (linear) operators U (satisfying UUT = UTU = 1, where the
dagger operation 1 denotes taking the adjoint of a linear operator). (R] is the co-
vector from the dual space of H associated with |R). The inner product between
two quantum registers is denoted by (R | Ry); recall that it satisfies, despite
the somewhat different notation compared to inner products on vector spaces,
(a) conjugate symmetry (x | y) = (y | x), (b) linearity in the second argument
(x|(aly1) + Bly2)) = alx | y1) + B(y2)%, and (c) positive definiteness (x | x) > 0.
Since quantum states are normalized, the latter condition effectively reads (x | x) =
1.

2.2 Linear and Hilbert-Schmid Operators

The notion of linearity is well established in physics and computer science, and
linear maps find use in many domains. The concept of linearity can of course be
easily applied to operators; for the sake of completeness, let us recall the exact
definition of a linear operator on normed spaces, as it is the formal backbone of our
considerations:

Definition 1 (Linear Operator) A linear operator T from a normed space X to
another normed space Y is a linear map from D(T) C X (the domain of T) to Y
with the following property for x, y € D(T), o, B € K, where K is an unspecified
field:

T(ax + By) = aT (x) + BT (y). ey
A particularly important class of operators in quantum computing (including,

most importantly, density and unitary operators) is bounded as by the following
definition:

Definition 2 (Bounded Operator) An operator is called bounded if 3C > 0, C €
IR such that

Tx]] = C-lx]| 2

for all x € D(T).

2 The standard scalar product on vector spaces requires linearity in the first argument.
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We write B(-) to denote the set of all bounded operators acting on an underlying
space. Operators that map Hilbert spaces to Hilbert spaces are crucial for our
considerations:

Definition 3 (Hilbert-Schmidt Operator) Let X, Y be Hilbert spaces. An opera-
tor K € B(X,Y) is called Hilbert-Schmidt operator if there exists an orthonormal

basis {ey : @ € A} (where A is some index set) with ZaeA IIKeD,II2 < 00.

Using the trace of an operator M given by tr M = )", (i|M|i) for an orthonormal
basis {|i)} of the Hilbert space H, we can also express the latter condition in the
above definition by tr KTK < oo, which is obviously fulfilled if K € B(#) and
dim(H) < oo, and therefore for the finite-dimensional Hilbert spaces relevant for
quantum computing.

Theorem 1 (Hilbert Space of Hilbert-Schmidt Operators) For Hilbert-Schmidt
operators K, L of a Hilbert space X to a Hilbert space Y, ||-||ys is a norm on this
space induced by the scalar product

(K. L)gs =Y _ (Keq, Ley). 3)

o

In the quantum computing literature (and more general expositions from quantum
physics), this is usually expressed by using the trace operation:

(K,L)ys =trKTL. “)

Proof If K is a Hilbert-Schmidt operator, aK is a Hilbert-Schmidt operator as well
for every a € K. If K, L are HS operators, then for every orthonormal basis {e,}, it
holds that

SO + Deal? =23 (IIKeal? + lILealP) < oo, )

which makes K + L a Hilbert-Schmidt operator. By (-, -), we denote the scalar
product in the space of Hilbert-Schmidt operators, and ||K||gs = (K, K) [1{/52 (of

course, the scalar product induces a metric). O

A comparison of Hilbert spaces for quantum states and Hilbert spaces with a
Hilbert-Schmidt operator basis that extend and generalize this concept is given in
Table 1. The similarities between the two constructions that may seem very different
at a first glance are particularly obvious when viewed in direct comparison.
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Table 1 A comparison between standard Hilbert spaces used for quantum states and Hilbert
spaces based on Hilbert-Schmidt operators.

Entity Hilbert space Hilbert space of Hilbert-Schmidt operators
State If)eH D:H—>H
Operator H—H: D|x) = |x') A:D>D=H—>H) > (H—>H)
Norm A= VLS ID|lus = vVtr DD
Operator norm? ID|| = sup |D|f)| [|All = sup A(D) = suptr A(D) A(D)
|f)eH Den DeH
A=< I1DlI<1 I1D)=<1

2 Other choices for the Hilbert space norm that fulfill the required properties are possible.

3 Modeling Hybrid Quantum-Classical Systems

Having laid out the mathematical preliminaries, we commence with discussing how
to apply the formalism to model hybrid quantum-classical systems, as they form the
basis of essentially all known quantum algorithms.

3.1 States and Effects

Ideally, an experiment resulting in a probability distribution can be carried out
by repeating the following two processes until a a meaningful level of statistical
significance is reached.

* Preparation of a (quantum mechanical) state according to some fixed procedure
that can be repeated a sufficient number of times.

* Measurement of some observable quantity (e.g., spin, energy, ...). Effects are a
special class of measurement that can result in either the answer “yes” or “no”
according to some probability distribution.

It is important to note that quantum measurements do not correspond to a passive
acquisition of information that is common in classical computing. While it is a
physical process, it is described by a different set of mathematical tools in the
standard formalism of quantum computing based on states and operators. This
unsatisfactory difference can be mostly mended by the use of superoperators.

Since quantum computing does not only deal with pure quantum states (and, at
least in the NISQ era, statistical mixtures), but needs to handle classical and quantum
data, the formalism must be able to account for such settings. Resulting systems are
usually termed hybrid systems. It is obvious that any measurement results obtained
from quantum systems fall into the classical category since measurement gauges
that materialize in the macroscopic world are used to infer them from the quantum
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system, whatever their exact mechanism of performing the measurement is; this
requires providing mechanisms that reduce quantum to classical data.’

Every quantum system can be completely characterized by its observable
quantities which in turn are characterized by self-adjoint operators. These operators
form an algebra 4; since we only deal with finite-dimensional Hilbert spaces here,
we can restrict ourselves to sub-algebras of B(#H) (i.e., A C B(H)). A is called
the observable algebra of the system and is often identified with the system itself
because it is possible to deduce all properties of the system from its observable
algebra. The dual algebra of A is denoted by A* and is the algebra defined on the
dual space.

To capture the notions of state and effect mathematically, two sets (S representing
all states, and £ containing all effects) are defined as follows:

S(A) =foe A" |o=0n0() =1}, (6)
EA) ={AcA|A>0AA<1). (7

For every tuple (o, A) € S x &, there exists a map (0, A) — o(A) € [0, 1] which
gives the probability p = ¢(A) that measuring an effect A on a (system prepared in
the) state o results in the answer “yes.” Accordingly, the probability for the answer
“no’ is given by 1 — p. 0(A) is called the expectation value of an effect A; states are
thus defined as expectation value functionals from an abstract point of view. These
expectation value functionals can be uniquely connected with a normalized trace-
class operator (for which the value of the trace operation is independent of the basis
chosen to evaluate the trace) o such that p(A) = tr(¢A). In principle, it would be
necessary to introduce two different symbols for the expectation value functional
and the operator, but for simplicity, we omit this complication.

We need to distinguish between two different kinds of states: pure and mixed
ones. This is a consequence of both S and £ being convex spaces: for two states
01,02 € S(A) and A € R,0 < A < 1, the convex combination 291 + (1 — 1)02
is also an element of S(A). The same statement holds for the elements of £(A).
This decomposition provides a nice insight into the structure of both spaces:
extremal points cannot be written as a proper convex decomposition, that is, for
x = Ay + (1 — A)z it follows that A = 1, or A = 0, or x = y = z. They can be
interpreted as follows:

* For §(A), extremal points are pure states with no associated classical uncer-
tainty.

* For £(A), extremal points describe measurements which do not allow any
fuzziness as is, for instance, introduced by a detector which detects some property

3 The problem of how measurements of a quantum system are to be interpreted (or even how
the whole process can be described consistently) has been and still is one of the fundamental
philosophical problems of quantum mechanics [1]. Fortunately, choosing an interpretation (or
answering the question if an interpretation is necessary at all) is not relevant for any of the
formalisms discussed in this chapter.
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not with certainty, but only up to some finite error (alas, this applies to all real-
world detectors used in NISQ machines to read the result of a computation).

It can be shown that the density matrix 0 = |¢)(¢| of pure states fulfills the
property tr(o?) = 1, whereas for mixed states, tr(0?) < 1. Consequently, it is
possible to distinguish between pure and mixed states when a physical tomography
of the resulting state (or any intermediate state of a computation) is available. While
this is not within the usual functionalities offered by NISQ machines, it can be
implemented with some effort, and it is important to know from a software point
of view (especially in terms of result reliability and quality) that the approach is
available.

3.2 Observables

Until now, we have only considered effects, that is, measurements resulting in a
binary answer that is either “yes” or “no.” We also need to cover measurements with
a more complicated result range; this is necessary to describe general observables.
Although we would have to consider an infinite (even uncountable) number of
possible outcomes for a general description of quantum mechanics, it is sufficient
to consider only observables with a finite range for the purposes of quantum
computing.* Such observables are represented by maps which connect elements x
of a finite set R to some effect E, € £(A); this in turn gives rise to a probability
distribution p, = o(E,). More formally, we can put it as in the following:

Definition 4 (Positive Operator-Valued Measurement) A family £ = {E,},x €
R of effects E, € A is called a positive operator valued measurement (POVM) on
Rif)  pEx=1.

Note that the E, need not necessarily be projectors, that is, they must not
necessarily satisfy the identity E,% = E,. Should this be the case for all x, the
measurement is called a projective measurement, which is the type of measurement
used in most canonical quantum algorithms and variational approaches when a
projection onto the binary basis is performed.

Observables of this kind can be described by self-adjoint operators of the
underlying Hilbert space H which can be seen as follows: every self-adjoint operator
A on a Hilbert space H of finite dimension can (owing to the spectral theorem for
normal matrices) be decomposed as A = ;1) APy Here 0(A) denotes the

4 This is justified because quantum computers process states of the type (|0), |1))®". Although
quantum computers can possess an arbitrary number of qubits, it is still a fixed and (which is
most important) finite number; additionally, we are not concerned with any continuous quantum
properties of these objects. Note that special types of computations like analogue quantum
simulation of molecules of chemical compounds that are seen as possible use-cases for quantum
computers are not included in the framework discussed here.
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spectrum of A, while P, provide projectors onto the corresponding eigenspace. The
expectation value ), 20(P;) of A for a given state o can equivalently be calculated
by 0(A) = tr(pA). Since this is the standard way of formulating the expectation
value of an operator, both points of view coincide.

3.3 Classical Components

Systems consisting solely of quantum components are generally not to be found: at
the latest after a measurement has been performed, classical probabilities need to be
accounted for. Therefore, we need to pay attention to hybrid systems composed from
quantum and classical parts as well. Obviously, we have to orient ourselves along
the lines of Sect. 3.1 to provide proper grounding for both possibilities. Consider
a finite set X of elementary events, that is, all possible outcomes of an experiment.
Again, S(A) and £ (A) define the set of states and effects, respectively, but this time,
the observable algebra is given by all complex valued functions from the set X to C
as defined by

A=CX)={f:X — C}. (8)

By identifying the function f with the operator f given by

=" flxxl ©)

xeX

where |x) denotes a fixed orthonormal basis, the probability distribution can be
interpreted as an operator algebra similar to the quantum mechanical case because
f is an element of B(H). Thus, C(X) can be used as an observable algebra .4 along
any other quantum mechanical or classical constituent of a multi-partite composite
system.

3.4 Composite and Hybrid Systems

Since quantum mechanical and classical systems can be described with very similar
structures, the presented formalism is well suited for the presentation of composite
systems, as becomes necessary when quantum computations are subjected to a
classical control flow, or when hybrid quantum-classical calculations are performed,
as is the case for variational algorithms. Let A C B(#H) and A’ C B(K) be systems
given in terms of their observable algebras; the composite system is then given by

A® A =spanfA® B|A e A B e A). (10)
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Three cases for the choice of H, K can be distinguished:

« If both systems are quantum, then A ® A’ = B(H ® K).

+ If both systems are classical, then A ® A = C(X x Y) with C as defined by
Eq. (8)

e If Ais classical and A’ is quantum mechanical, we have a hybrid system; the
composite observable algebra is then given by C(X) ® B(#), which cannot be
simplified any further. Observables are operator-valued functions in this case, as
expected.

4 Completely Positive Maps and Their Representation

In quantum mechanics, time evolution is described by transformations of density
matrices with an operator A that is called a superoperator.® Before we can proceed
to formally define superoperators, let us fix some terminology: an operator O acting
on a Hilbert space is positive definite if (¥|O|¢¥) > O for all elements |¢) of
the Hilbert space, and positive semidefinite if (y|O|vy) is non-negative. Physical
density operators are Hermitian and positive semidefinite, which implies they have
real non-negative eigenvalues. A positive map A transforms positive operators into
positive operators. If A ® 1 is semidefinite positive (Vn € N : A ® 1, > 0), then
A is called a completely positive map.

Definition 5 (Superoperator) A superoperator A : B(H) — B(#H) has the
following properties for all density operators o with o’ = A(p):

. Ais linear.

. If of = o, then o'" = o’ (Hermiticity preservation).
. Iftro = 1, then tr ¢’ = 1 (trace preservation).

. A is a completely positive map.

BN =

Superoperators share the convenient property of linearity with many other
objects in computer science. Since physical density operators are Hermitian, the
preservation of Hermiticity in property (2) means this important characteristic of
a density operator is not changed by any superoperator. Specifically, it implies
that eigenvalues of the operator remain real-valued after transformations. Property
(3) means that statistical mixtures of quantum states are mapped to other valid

5 The Schrodinger equation ih%ll//(t)) = H|y(t)) governs, given a Hamilton operator H
(whose meaning is extensively discussed in the quantum software engineering chapter of this
book) the time evolution of a closed quantum system. The Liouville-von Neumann equation
ih%—f = [H,p0] = Ho — oH generalizes the Schrodinger equation to density operators. For
a time-independent system (which we take as a simple illustration, albeit the consideration
would also apply to time-dependent interactions), the density operator at time ¢, o(¢), can be
obtained as o(t) = exp(—iHt/h)o(t = 0)exp(i Ht/h), which is nothing other than a mapping
o(t = 0) — o(t) = A(p) using a superoperator A.
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statistical mixtures of quantum states, and we cannot produce “invalid” objects
by executing transformations described by superoperators. Note that if dissipative
processes are considered, the second condition must be loosened to tr(o’) < 1;
we will see later that relaxing this physically motivated condition is reasonable for
the computer science domain. Finally, property (4) is of physical importance: A is
not only positive semidefinite (i.e., ¢’ is non-negative if o is non-negative) on H 4,
but also on any possible extension H 4 ® Hp. This ensures that A maps a density
operator to another valid density operator even when the system under consideration
is entangled with some outside entity.

4.1 Operator-Sum Representation

Kraus [11] provides a seminal result about the decomposability of completely
positive maps that allows us to specify concrete, operational representations for
superoperators:

Theorem 2 (Kraus Representation Theorem) A superogerator A as defined in
Definition 5 can be written as a partition of 1 = Z,ivzl A, A where Ay are linear
operators acting on the Hilbert space of the system such that

N
o'=A(@) =) AwA] (11)
k=1

for any density matrix o that represents a mixed or a pure state.®

This representation is also known by the illustrative name operator-sum representa-
tion.

A unitary operator U that is applied to a (possibly mixed) density operator
o is a Kraus representation with a single element (¢ = 1) for the underlying
transformation, as ¢’ = UpU", and UTU = 1. Superoperators, in that sense,
generalize unitary transformations as they allow for expressing more complex
transformations than can be provided by o — UoU".

To further illustrate the Kraus representation, consider the situation that the
system is in contact with a (larger) environment, which is a common situation not
only for more general physical experiments, but especially for quantum computers:
the processing unit (QPU) where quantum effects take place is surrounded by
multiple levels of cooling, the laboratory room in an experimental facility (or a

6 Note that while Kraus published his representation theorem relatively late compared to the advent
of quantum mechanics, and coincidentally around the time when Feynman first considered the
computational power of quantum mechanics, the concept of density operators goes back much
further in history. Both concept and representation find widespread use outside quantum computing
in the dynamical description of general dissipative systems.
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data center), and ultimately, the rest of the universe. All of these can perturb
and therefore influence the QPU, which must be shielded from the influence of
this environment. Even setting aside engineering issues, a perfect shielding that
eliminates the influence of the environment is impossible to achieve, as this would
make it impossible to prepare initial states, apply transformations on them, and read
out the result.

If the environment is modeled sufficiently large, both systems form a closed
quantum system. Transformations in the combined system can be described by
a unitary transformation U € U(dim(#H) - dim(Heny)) where H denotes the
Hilbert space of the system under consideration and He,y the Hilbert space of the
environment. Assume that the environment is in a pure state |eg) (eo|.” The density
operator of the system under consideration affer the unitary operation was applied
to the total system can be recovered by tracing out the environment:

o' = A0) = trew(Uo ® le) (eo|U ) (12)
=Y (exlU (0 ® leo){eo) U lex) (13)

k
= (exlUleo)aleolUTlex) (14)

k
=Y AoA]. (15)

k

In the last step, we define Ay by Ay = (ex|Ulep). A set of Kraus operators {Ag}
implements a completely positive A if Vo e D : ), AkQAZ = A(o).

Theorem 3 The operation elements of a given superoperator A are not unique:
if {E;} is a set of Kraus operators, then a different set of Kraus operators {Fy}
describes the same operation if and only if there exists a unitary matrix U € U (n)
with n = card({Ex}) (where card(X) is the cardinality of the set X) such that

Fy =) UyE;. (16)
j

Note that the shorter set may be padded with zero elements until the cardinality of
both matches.

Let {Ax} be a set of Kraus operators that represents the cp-map A. Note that if
any number of elements A; is taken from {A}, the set still remains a completely
positive map, but is not trace preserving any more.

7 This assumption holds without loss of generality because it can be shown that a system can be
purified by introducing extra dimensions which do not have any physical consequences.
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Superoperators are elements of B(#), which makes it possible to apply many
theorems of linear operator algebra to superoperators. As we have seen above, super-
operators can themselves be used as elements of a Hilbert space, which implies that
from a structural point of view, any distinction between operators and superoperators
is mathematically irrelevant. However, we believe this is an argument in favor of
using superoperators to describe quantum programming languages, as insights and
techniques from linear operator theory can be immediately applied. Finally, note that
the number of Kraus elements needed to express any arbitrary completely positive
map T : B(H1) — B(H>) is bounded by dim(H1) - dim(H,).

S Applications in Quantum Software and Systems
Engineering

In this section, we provide concrete examples for the use of superoperators in
problems related to software engineering, embedding a brief discussion of seminal
and recent results.

5.1 Formal Semantics and Verification

Several semantic domains based on various mathematical formalisms of the under-
lying quantum physics have been used to provide semantics for quantum programs:
unitary operations or probabilistic functions on pure quantum states, admissible
transformations [21], or completely positive maps on density operators, for
which [26] initiated a series of follow-up results that established connections
between the physical framework outlined in this chapter and established approaches
to (denotational) semantics in computer science, in particular based on category
theory.

Following [16], it is known that modeling classical computational effects like
assignments or exceptions is possible using the category theoretical concept of
monads that have received considerable attention in computer science as abstract
data types in functional programming languages. Likewise, quantum computing
based on states and linear operators is known to be almost a monad [17]; by
extending the physical model to density operators and superoperators [29], it
is possible to formalize the computational semantics by the category theoretical
construct of arrows, which generalize monads. Importantly, such approaches do
not need to distinguish between computation and measurement, as the underlying
superoperator formalism unifies both aspects. As stated earlier, establishing con-
nections between quantum computations (in terms of the superoperator formalism)
and monads and arrows enables embeddings in current classical languages, and
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exposes connections to well-understood concepts from the semantics of (classical)
programming languages.

Earlier seminal work [26] defines a functional programming language that can
establish various compile-time guarantees, and is equipped with a denotational
semantics based on complete partial orders of superoperators: the established
Lowner partial order, in which A & B holds if and only if B — A is positive
semidefinite, is slightly extended to apply on matrix tuples. The approach also
offers a formal category theoretic treatment based on so-called complete partial
order-enriched traced monadial categories, for which categorical operations like
composition and tensor are Scott-continuous (i.e., they preserve least upper bounds
of increasing sequences), which allows for using the guaranteed existence of fix-
points of Scott-continuous endofunctions on pointed (i.e., equipped with a least
element) complete partial orders to deal with loops and recursion.

An additional recent approach, QUnity, [30] provides a type system based on
algebraic data types, and allows for combining (and nesting) the use of unitary
transformations and superoperators. Denotational semantics are provided in the
form of pure and mixed semantics, building upon unitary transformation of quantum
states and superoperators applied to density operators, respectively. Finally, let us
mention the review of formal verification [12] that summarizes further approaches
to quantum semantics, not limited to superoperator-based constructions.

Given the multitude of existing approaches, it is interesting to observe that actual
software containing quantum code [24] and patterns for quantum software [13]
are almost exclusively expressed in languages that are not equipped with advanced
formal semantics, while languages that enjoy this quality find popularity restricted
to within academic circles. This leaves important gaps to be filled, given that it is
textbook knowledge in software engineering how software quality and reliability
of systems can be considerably improved by formal verification, static analysis, or
correctness by construction. First results along this line for the quantum domain
have appeared recently (albeit also based, as is customary in this line of research,
on toy languages that expose only the most salient features without syntactic sugar)
[20, 35]; interestingly, both approaches revolve around denotational semantics [25]
for a “while” language [C] : B(H) — B(H) as denotation of program (fragment)
C. To convey the flavor of how the approaches relate to superoperators, consider the
following (incomplete) fragment of a language similar to what is used by Peduri et
al. and Zhou et al.:

S := skip | abort | § := U(G) | Si; S» | repeat N do S end |
while meas ¢ with B do S end
Here, S; denote quantum program fragments obtained from the production S, g

allows us to select quantum bits from the overall quantum register, and U is a
unitary operator, as usual. An application of the operator on a subset of the available
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quantum bits is given by U (g). A denotational semantics, again similar to the
variants used in the cited approaches, can be defined as follows:

[skip] = 1; that is, [skip](0) = 1o1" = o
[abort] = 0; that is, [abort](0) = 0
lq := U@)] = Ug; thatis, [§ := U(q)](0) = Ugi,oUé'
[S1; S2] = [S2] o [$1]
[repeat N do S end] = [S] o [S]o---o[S]
N times

[while meas g with B do S end] = ) ;2 (BO’,; o([S]o Bl,,;)k)

The definitions for the skip statement and unitary operator application on (a list
of) quantum states g defined in the first two lines make it clear that the denotations
for the fragments are superoperators that can be applied on concrete density matrices
0; however, a density matrix is not required to define the actual denotation. The
while statement uses two binary projective measurement operations that can also be
represented by superoperators that define the transformation: B; (o) = BiQBiT for
B; = |i)(i| in the computational standard basis.

Multiple approaches can establish that the while statement is well defined;
Peduri et al. base their consideration on an increasing sequence (in terms of the
Lowner partial order as defined above) of density operators obtained for termination
within an increasing number of iterations. To allow for modeling non-termination,
their considerations are based on sub-normalized density operators, that is, positive
semidefinite operators with trace ar most one instead of exactly one, which is
satisfied for physical density operators. It is immediately clear that the abort is
non-trace preserving, and the while loop can be non-trace preserving if it does not
terminate after a finite number of iterations.

However, despite recent progress and compared to the substantial body of
literature on classical programming language semantics, the field is still very much
in its early stages. Apt mathematical models to describe foundational semantics
that attract researchers from both fields, together with a common understanding
of necessities, can hopefully lead to fruitful progress in the future, possibly also
eventually benefiting classical software engineering. As many of the approaches
are implicitly or explicitly based on superoperators, it is not unlikely that this
formalization of quantum computing will play an important role in the further
development of quantum software semantics.

5.2 Communicating and Distributed Systems

Quantum communicating systems [10] can be seen as an example of restricted,
distributed quantum computers; while they are not intended for general-purpose
computing, they share some characteristics with quantum computers in that they
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prepare, manipulate, and measure quantum states. In contrast to NISQ machines
and future fault-tolerant quantum computers, quantum communication systems have
reached commercial maturity. In view of future distributed quantum computers that
will also face how to distribute quantum states over spatial distances, insights into
quantum communication systems can therefore benefit future quantum software
engineering. Again, superoperators play a pronounced role in this domain.

Let, for example, oap denote the density matrix of the state shared by Alice
and Bob, the two customary virtual representative parties of distributed (commu-
nication) systems. The information available for each of them can be inferred by
calculating the partial trace: oo = trg oaB and op = tra(0aB). The bipartite
density matrix can never be recovered from these partial density matrices because,
as is known in general, many bipartite density matrices give rise to the same
partial density matrices . It is also obvious that a density operator representing
an entangled state cannot be represented by a direct tensor product of unrelated
partial density operators by the very definition of entanglement. One of the goals of
denotational semantics as exemplified for the quantum case in the previous section
is, essentially, to assign sufficient information to every edge of a flow graph such
that the complete semantics of a program can be reconstructed by combining only
the information given by the edges constituting the program. The denotation of a
statement composed of several sub-statements must be completely determined only
by a function of the denotations of the sub-statements.

This is impossible when transformations between explicit density matrices are
considered. Since a combination of the partial density matrices pa, op which were
manipulated by Alice and Bob does not restore the total bipartite state pap, a
description that relies on a single density operator would obviously not comply with
the physical state afterwards.

A possible solution would be to annotate the complete flow graph, that is, of both
paths representing the control flow for Alice and Bob. In this case, the operations
performed by Alice and Bob would be written as tensor products of the type A ® 1
and 1 ® B that act on the combined density matrix oag. This way, we could assign
semantics to the program as a whole, but would lose the ability to construct the
denotation of a phrase from the denotations of its sub-phrases. This means that the
semantics of the complete program could not be constructed from the denotation
of Alice’s and Bob’s programs (each running on a separate computational entity)
alone, which contrasts the key idea of denotational semantics.

Therefore, we need to seek a solution that does not characterize quantum
operations by showing transformations of explicit density matrices (or provide
superoperators that operate on the overall density operator), but instead captures
the notion of a transformation in a more abstract sense. Completely positive
maps (as explicitly represented by a set of Kraus operators) obviously fulfill
this need, and we consequently deem them a good choice to describe quantum
communication processes, and more general quantum computations that involve
communication [15], or distributed computations [3]. While this requires some
additional care in making sure that the definition of denotations does not carry an
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implicit dependence on an actual density operator, this is possible with the Kraus
representation of superoperators as introduced above.

5.3 Noise and Imperfection Modeling

At the time of writing, all physically available quantum computers fall into the
class of noisy, intermediate-scale quantum (NISQ) machines that are not fully fault-
tolerant. This means that there is a difference between the intended transformation
of quantum states (and measurements) described by a quantum program and the
actual transformation performed by the hardware. While no physical obstacles
prevent the building of perfect machines that reduce error rates to arbitrary low
levels by using error-correcting codes, this comes at the expense of substantial
overhead in the amount of required qubits and other resources that are currently
much beyond experimental reach. Therefore, any formal and semantic consider-
ations that implicitly assume perfect quantum computers will be in disagreement
with experimental and practical reality, which is counter to their crucial point as
they are supposed to improve software quality and correctness, which is a strongly
practical desideratum.

However, even if this problem will disappear with the advent of perfect quantum
computers, there are reasons to believe that NISQ machines of sufficient quality
will be able to perform advantageous computations, and it cannot be ruled out that
this class of machines—given that it will likely be possible to manufacture them
at substantially reduced cost and effort in comparison to fault-tolerant machines
with application-specific co-design techniques [32, 23]—will be of long-term or
even permanent relevance. Considering the effects of imperfections is, consequently,
not only worthwhile in the NISQ area, but might also display benefits beyond,
and software engineering research should consider the respective implications:
we believe it is important to understand the scalability, performance, quality, and
reliability of quantum software on NISQ machines beyond empirical measurements,
as these are also core considerations for classical software executing on classical
hardware.

As NISQ systems can be seen as open quantum systems, superoperators are
again well suited to modeling their properties and behavior (other techniques like
Lindbladian dynamics [22] could model such scenarios, but are outside the scope
of our considerations).

Current software-centric research deals with effectively adapting noise models to
real machines [6] or the efficient learning of quantum noise [9], as characterizing
noise from first physical principles or even measuring the actual characteristics on
machines can be computationally prohibitive. The (non-)resilience against noise
of variational algorithms like the quantum alternating operator approach (QAOA),
an optimization algorithm targeted at NISQ machines, has been studied [14, 33].
From the software engineering point of view, [8] provide a didactic exposition to
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modeling imperfections of quantum computers with a focus on consequences for
non-functional properties; we partly follow their presentation below.

To model such imperfections, consider that while the evolution of a closed
quantum system is described by unitary operations, NISQ machines do not enjoy
a complete isolation against their environment. Until fully error-corrected systems
that mitigate this deficiency are available, the arising consequences will penetrate
into the quantum software and programming language layers. A noisy system is
subject to the influence of an external, uncontrolled environment that must be
included in any model of the system, eventually ending up with a larger, but closed
quantum system.

Similar to the earlier illustration of the Kraus representation theorem, o denotes
the open quantum system under consideration. It is combined with an uncontrolled
environment Qepy, €quating to a larger, closed system ¢ ® Qeny Subject to evolution
Ul ® 0env)U . This overall evolution is described by a unitary operator U.
By eliminating the uncontrolled environment using a partial trace operation, the
effective (and usually non-unitary) evolution of ¢ under noise is given by £(0) =
treny (U (0 ® 0env)U™).

Let B, = {|ex)}x be a basis of the environment. If the environment is measured
in B, after the time evolution, then the outcome determines the state of the principal
system. We end up with a random distribution of states for the principal system
depending on the measurement. The effect the environment had on o when the
outcome k occurred can be described by an operator Ej, leading to a mixed state
description

o+ ZE;(QE;. (17
k

This Kraus representation can be used to describe effects that occur in imperfect,
NISQ-era quantum systems. One canonical example of a probabilistic qubit flip that
randomly with probability p (i.e., by the influence of external factors like energy
dissipation, or the imperfect operation of quantum gates) negates a quantum bit can
be described by

o (1 —p)lel’ + pXoxT. (18)

The Pauli X gate is a unitary operator that, in state-based notation, flips a quantum
bit: X|0) = |1), and X|1) = |0). The operator can be applied as usual in a
quantum circuit to deterministically negate a quantum bit. In the above formulation
of Eq. (18), however, the gate is applied to the one qubit system ¢ with probability
p, and otherwise leaves the state as is. When the source of corresponding errors is
unclear in a NISQ system, probability p is an effective (classical) parameter of the
system whose magnitude can be determined by testing the system. By comparing
the structure of Eq. (17) with the above equation, it can be seen that this delivers
operators Ej. Similarly, randomly occurring phase flip errors (described in the state
formulation by a Pauli Z gate) or a combination of bit and phase flip error (described



Superoperators for Quantum Software Engineering 65

in the state formulation by a Pauli Y gate) can be constructed by replacing X by Z
or Y in Eq. (18). In each case, the interpretation of the operation is that the quantum
state is left intact with probability 1 — p by applying an identity transformation,
and affected by the error with probability p, resulting in a convex combination of
density operators that includes classical, stochastic uncertainty: while the actual
quantum system is in each of possibly multiple computational runs either in state
o (when no error occurred) or state XoX (in case an error occurred), an observer
does not know if a stochastic error occurred, and must therefore include this lack of
knowledge in the description of the quantum state. Note that while the initial state
may be a pure state that does not contain any lack of knowledge before the operation
induced by Eq. (18) is performed, it is also possible that a density operator already
featuring classical lack of knowledge enters the quantum operation, which then in
turn (usually) increases the lack of knowledge even further.

Generalizing from the binary error model use for bit, phase, and phase-bit
flips, the formalism also allows us to model more complex imperfections as they
occur in realistic systems, for instance with the commonly employed completely
depolarizing operator: one qubit is randomly subjected to one of the Pauli operators
X,Y,Z by

o — (1—p)lelf+
1 . (19)
Py (ﬂgﬂ + XoX' 4+ Yor' + ZQZ'> :

with a certain probability, and otherwise leaves the qubit as is. A quick calculation
reveals that (19) equals o —~ (1 — p)o + p%]l, where %]l is the density representing
the state of a system being in every basis state with equal probability. Hence, the
system either stays intact or all information gets destroyed with probability p. For
an n qubit system, we obtain

1
o> (l—p)9+p2—,,ll (20)

following a textbook calculation.

6 Summary and Conclusion

Superoperators provide a rigorous mathematical representation of quantum oper-
ations that go beyond unitary transformations, as they allow us to model mea-
surements and imperfections. In this chapter, we have provided an introductory
exposition to the concept tailored toward the domain of software engineering, and
have elaborated on existing and possible use-cases for the concept, including to
equip quantum programs with formal semantics, and how to handle communication
and imperfection in current and future quantum computers.
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While constructing practical software and algorithms for NISQ machines is
likely to differ substantially from approaches geared toward scalable and fault-
tolerant quantum computing, the superoperator formalism may provide a unified
and consistent representation that caters well to both scenarios. We expect that with
an increasing interest in quantum computing in software engineering, more uses of
the concept will appear in future literature, which makes it important for software
engineering researchers to be aware of the necessary structures and methods.
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Part I1
Quantum Software System Design



OSandbox: The Agile Quantum Software )
Sandbox oo

Taakov Exman

Abstract OSandbox is an agile software sandbox specifically designed for Quan-
tum Software research and development. QSandbox agility goes beyond the System
Under Development within the sandbox. QSandbox agility is itself modifiable since
its high-level modules are varied at will by Quantum Software developers.

QOSandbox has a series of unique features suitable for agile development. It
uses high-level abstraction meaningful modules, instead of low-level quantum
gates of conventional simulators. It has instantly synchronized dual views—high-
level quantum circuit and density matrix. It has uniform quantum and classical
representation, implying the innovative idea of quantum circuits for classical
software.

Keywords Quantum Software - Agile OQSandbox - High-level quantum circuit -
Density matrix - Abstraction - Meaningful modules - Quantum circuits for
classical software

1 Introduction

The relatively young Quantum Software discipline should adopt classic software
techniques that have demonstrated great advantages in software development (e.g.,
Kent Beck [1], Fox and Patterson [2]), to enable an agile approach to Quantum
Software systems.

A generic sandbox is a safe and isolated environment to test software, which has
been used for agile software development (e.g. [3]). The agile Quantum Software
sandbox—in short QSandbox—is specifically designed for Quantum Software.
QOSandbox agility goes beyond the System Under Development (SUD) within the
sandbox. QSandbox agility is itself modifiable by Quantum Software developers
and researchers, as an experimental substrate. Therefore, it preserves exactly what
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the Quantum Software professionals think are meaningful modules for their own
work. We use high-level abstraction modules, instead of low-level quantum gates of
conventional simulators.

The current chapter’s purpose is to characterize QSandbox as a theoretical based
but useful system in practice. It aims to be a concrete implementation of the ideas
exposed by Exman [4], enabling actual testing of those ideas.

1.1 Concise QSandbox Characterization

QSandbox is a software development environment specifically designed for Quan-
tum Software, either pure quantum or hybrid systems composed of quantum and
classical subsystems. QSandbox is useful for pure classical systems, as we believe
these are limiting cases of more general Quantum Software systems.

An essential QSandbox characteristic is ease of “modify and keep it meaningful”
or even “modify and sharpen its meaning.” Thus, it displays the following proper-
ties:

1. Dual views—consisting of instantly synchronized high-level “quantum circuit”
and its “density matrix”: if the quantum circuit is changed, the density matrix is
concurrently modified; if the density matrix is changed, the quantum circuit is
instantly modified as well. If a developer chooses to add an optional view, this
view is also automatically synchronized. Instant views synchronization avoids
special synchronization commands, shortening development time.

2. Modular perspective—QSandbox enables whole modules to be inserted/removed
from each of its dual views, for example, a module containing a complete set of
gates needed for the oracle recognition of the correct answer of a Grover search.
One should be able to easily substitute a module for another one.

Why the Insistence on Modules?

Modules must have meaning, due to the higher abstraction level of Quantum
Software systems, in which they are embedded.

The dual views and the modular approach, due to their theoretical basis, should
afford a significantly higher perspective to Quantum Software development and
immediate response by QSandbox.

1.2 Chapter Organization

This chapter is organized as follows. Section 2 presents a set of QSandbox focused
ideas. Section 3 overviews the QSandbox software architecture. Section 4 contains
an explanation of the dual views from a theoretical perspective. Section 5 presents
the novel idea of a quantum circuit for classical software. Section 6 displays agile
compressed views with a Quantum Software system case study. Section 7 refers
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to related work. Section 8 concludes the chapter with an in-depth discussion of
QSandbox, including open issues and future work.

2 (QSandbox Focused Ideas

QOSandbox is based upon a set of focused ideas, aiming at fundamentally changing
how a Quantum Software system is perceived by developers and researchers.

2.1 High Abstraction Level Interface: First Idea

An important goal of QSandbox is to hide any underlying low-level details that are
not essential for agile Quantum Software system development and understanding. It
is analogous to an operating system which hides the underlying computing machine,
be it real or virtual, or to the memory hierarchy—cache, RAM, virtual memory—
hiding the various hierarchy levels, to give an illusion that memory is almost always
very fast.

The high abstraction level interface deals with high-level modules, each one
having a well-understood meaning in natural language. Its advantages are:

(a) One avoids repeating mistakes of the history of classical computing. Low-level
quantum gates would be analogous to a return to classical machine language.

(b) Low-level quantum gates refer to specific problem solutions, e.g., a specific
number of qubits; high abstraction module level focuses on perceiving generic
solutions.

2.2 Modular Perspective: Second Idea

A unique trait of the QSandbox is the particular set of Quantum Software modules
available within a specific copy of QSandbox, at a certain development time and
place.

The set of high-level modules is varied at will by developers or researchers,
in contrast to the fixed set of simple quantum gates permanently available in
conventional simulators.

When first acquired, QSandbox offers a useful initial repertoire of modules.
An example of a high-level module has a variable number n of Hadamard gates
H®n frequently necessary to attain equal superposition. Another example is a
set of measurement devices. These, despite not strictly being a kind of quantum
gate, often appear in quantum circuits, as the way to acquire specific information
about a quantum subsystem by measuring its variables. A slightly different kind
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of “modules” offers localized types of control, for instance, a loop with a variable
number of cycles, easily inserted/removed around a desired set of modules.

Additional modules are expected to be collected by developer or researcher teams
along the lifetime of a given copy of OSandbox. Specific modules may also be
discarded if rarely used, or if deemed irrelevant by the software developers. Finally,
similar module versions may be preserved if they are frequently applied modules by
these teams.

2.3 Uniform Quantum and Classical System Representations:
Third Idea

The module representations in both views—high-level quantum circuit and density
matrix—are uniform and independent of the type of software system, whether pure
quantum, pure classical, or hybrid systems, composed of quantum and classical
subsystems.

The representation uniformity facilitates immediate recognition of modules
during research and development activities. Moreover, it stimulates innovative ideas
such as quantum circuits for classical software.

3 QSandbox Software Architecture Overview

This section describes the initial QSandbox from the following points of view:

1. Its software architecture, components, and their interrelations
2. The user interface as seen from the outside
3. The most important user commands and their purposes

3.1 QSandbox Software Architecture

The initial QSandbox software architecture has the following groups of components:

Active Components

* Views generator—generating and synchronizing the available views, either the
dual standard (quantum circuit and density matrix) or additional optional ones
(such as particular quantum computing languages)

e Simulator—to run and test any System Under Development (SUD), either upon
the quantum circuit or upon the density matrix

* Modulaser [5]—an internal software program designed to manipulate matrices,
in particular for density matrix modularization
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Fig. 1 Schematic diagram of the QSandbox software architecture—component types are grouped
with distinct colors: active components (light blue), internal views implementation (dark blue),
input (green), and output (orange)

* Views converter—to convert back and forth display representations to efficiently
save formats internally or exportable to external long-term memory devices

System Input/Output

e Input—to add new kinds of modules and possibly quantum gates.

e Qutput—views, menus, and simulator results on a computer/mobile phone
screen; the long-term memory contents may be exported to external memory
devices.

The QSandbox software architecture is summarized in Fig. 1. Component types
are grouped with distinct colors. The QSandbox center of gravity is the views
generator (light blue), linking internal views (dark blue), the views converter, and
their output. On the left-hand side, the input gets modules and gates. On the right-
hand side is the output to a screen.

Now, suppose that the developer wishes to make additions to the initial overall
software architecture. From Fig. 1, one can clearly see an essentially modular
architecture based on the idea that the components are grouped by component types,
which in Fig. 1 have distinct colors. This idea should be cautiously preserved in
every addition.

One may add a single component to an existing group, for instance, a new
optional view. A concrete example could be to add a view of a previously absent
quantum computing language. In this particular case, one essentially needs to link
the new optional view to the views generator.

Alternatively, one may add a whole new group. For example, in the future, a
system developer may wish to add a series of noise models, to allow one to test
various such models. In such a case, one needs to add a new group, with a number
of components as the number of models, and link all these models to the simulator.
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Fig. 2 (OSandbox default user interface—schematic diagram. The upper left-hand side shows the
default quantum circuit. On the right-hand side, one sees a default density matrix. The lower left-
hand side shows the four-button menus

3.2 User Interface

The QSandbox user interface, consistent with the purposeful approach—to hide
superfluous low-level details—is as neat and sharp as possible:

* The dual views—a quantum circuit with a schematic initial default diagram; a
density matrix with suggestive default values

* A concise menu—with four buttons: (1) quantum modules; (2) simple quantum
gates; (3) views; and (4) run program. Each of these buttons when clicked will
open a more detailed menu offering a choice of the respective items.

The default user interface view is shown in Fig. 2. In detail, the default quantum
circuit has a single register, four qubits with initial state values |0), and four empty
modules.

The default density matrix values, illustrated later on in Sects. 5 and 6, are eight
columns and eight rows, whose respective indices are four functionals followed by
four structors, with empty initial values; upon the columns, there are kets with values
from |000) to |111), and to the left of the rows, there are bras with values from (000|
to (111]; these default values are only for the sake of illustration.

The quantum modules detailed menu when opened offers the available modules
to add them to the quantum circuit, similar to the simple quantum gates.

The opened views menu shows six items:

* Optional views

* Restart view

* Save view and retrieve view

e Compress and decompress view
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Most views items are self-explanatory. Compress view reduces the internal
module details displayed in a view; it is defined in Sect. 4.3 and further illustrated
in Sect. 6.

The run program menu shows two items:

e Simulator
e Modulaser

Additions to the initial user interface are simpler than those to the overall
architecture. Looking at Fig. 2, possible additions can be made to the menus. One
may add a single component to an existing menu button, or one may need to add a
whole new button, containing a submenu with several possible alternatives.

3.3 User Commands’ Set

The QSandbox user commands’ set follows from the neat approach of the user
interface:

* Modules and Gates—one simply drags and drops the chosen module or gate icon
on the quantum circuit.

* Views—one chooses the desired command—save, retrieve, restart, compress,
decompress—and puts the pointer (say a mouse) on the view to which the
command should be applied. In case of an optional view, one should choose it,
move it out of the menu, and release it outside the menu to be usable.

* Run Program—for the simulator upon the quantum circuit, one can run one-
step-forward, run-to-the-end of the circuit, one-step-backward, or return-to-
the-beginning of the circuit. For the simulator upon the density matrix, one
chooses the desired initial matrix element and applies the relevant unitary
operator. For the modulaser, one should choose the desired matrix operation,
e.g., modularization.

There will also be trivial commands of practical value, for instance, to extend a
view to cover the whole screen, to reduce the view to its original size, and so on.

This is only a brief overview. For effective use of QSandbox, one will need a
self-explanatory interface and, to be on the safe side, a more detailed user’s guide.

4 Dual Views in Depth

This section explains and justifies the dual views by deep theoretical considerations.
The relatively abstract terms in this section are clarified in Sects. 5 and 6 by case
studies with concrete examples. The theory [4] defines Quantum Software modules
by two complementary aspects of high-level modules:
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* Modules have meaning—meaning is afforded by natural language concepts
understood by humans. Concepts are the essence of Quantum Software systems.

* Modules are orthogonal—modularization implies algebraic constraints, enabling
correctness verification; the purpose of a real software theory is to check whether
the software is correctly built as a self-consistent system.

For instance, a car braking system has no relation whatsoever with the car air-
conditioner. These are orthogonal modules; thus, the car is a self-consistent system.
It would be strange if in order to brake (reduce the car speed), one needed to turn on
the air-conditioner. This is inconsistent; these subsystems do not belong to a single
module.

But the meaning and orthogonality of high-level modules by themselves are not
enough to constitute a software theory useful in practice. One needs computable
entities. The computable entities corresponding to meaning and orthogonality are,
respectively, the high-level quantum circuit and its fitting density matrix, explained
in the next sections.

4.1 High-Level Quantum Circuit

How do we represent module concepts in a high-level quantum circuit of a Quantum
Software system?

First, by the high-level modules themselves named by concepts, which are
understood by human developers and researchers.

Second, the high-level modules contain indices of two types: structors {S1,
S2,...8Sj}, a term reminding one that this deals with structures), and functionals
{F1,F2,...FKk}, reminding one that these are “functions” performing computations.
The necessity for indices is discussed in Sect. 4.4 describing the density matrix.

High-level modules enable understanding the nature of computations but are
not themselves computing entities. To perform computations, one inserts low-
level modules with computing quantum gates into the high-level modules. Then
computation is feasible.

4.2 Computations with High-Level Quantum Circuits

What is the nature of the computations with a high-level quantum circuit?

Assume low-level modules were previously input in QSandbox. A run is a
sequential application of modules on the Quantum Software system states, sum-
marized in the next text box.
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Procedure 1—Computation with a High-Level Quantum Circuit
{ Given that high-level quantum circuits (QC) are composed with generic
modules, which are not computing entities by themselves:

Modules choice—for each generic module in the QC, choose a specific
low-level module composed of simple quantum gates from the long-term
memory. Specific modules are recognized by the number of qubits n and a
serial number for module type.

Substitute generic with specific modules—drag and drop specific modules
on the high-level quantum circuit with generic modules.

Loop: until the desired state, eventually doing steps-forward or steps-
backward

{ Run the QC upon the software system current state—starting from the
initial state, say |0), chose a command, e.g., one-step-forward, and apply it by
the relevant module upon the current state. }

}

4.3 Compressed Views

Compressed views is an additional agility tool, to shorten development time.
Suppose that computation results with one or more modules belonging to a given
Quantum Software system are already satisfactory, and there is no current need
for further detailed computations with these modules. Then one can compress its
internal structors and continue working only with the remaining modules. This is
the general idea of a compressed higher-level quantum circuit.
Compressing a set of modules is done as follows:

e Save Original Quantum Circuit—save the original high-level quantum circuit
to allow decompression, after all remaining modules have satisfactory computa-
tions.

*  Modules Substitution—substitute the whole set of modules to be compressed by
just one compressed module.

* Compressed Module Contents—the compressed module should have just a single
structor and a single functional, with names provided by the developer.

* Coalesced Structor and Functional Indices—the structor index is a pair of
coalesced juxtaposed indices of the first and the last compressed modules,
for instance, “S3S5,” and corresponding functional index, “F3F5,” where the
first compressed module is M3 and the last one is M5. Coalesced indices tell
QSandbox that the marked structor is inside a compressed module.

* Decompression—is done by restoring the saved original quantum circuit.
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4.4 Density Matrix

A density matrix,' usually designated by p (the Greek letter “rho”), is one of the
ways to describe the state of a quantum system. Formally, it is defined as a square
positive semi-definite trace-one Hermitian matrix. Trace-one means that the matrix
trace—the sum of the diagonal matrix elements—equals one. The density matrix in
this chapter serves to describe the overall state of a Quantum Software system.

What are the relationships between structors, functionals, modules, and a density
matrix?

We first observe that structors are a generalization of classes in object-oriented
design (OOD). Functionals generalize class methods in OOD. The generalizations
are needed since to describe a very complex system, one would use not just a single
density matrix but a hierarchy of density matrices, for example, a density matrix
for the whole car, other matrices for the subsystems—one for the air-conditioner,
another for the braking subsystem, etc. Each matrix has its structor and functional
sets.

For example, the air-conditioner could have three structors {S1=heater;
S2=cooler; S3=fan} and three functionals {Fl=heating function; F2=cooling;
F3=ventilating}. One can say that a structor provides a functional. For instance, the
heater provides the heating function. The number of functionals per structor is not
necessarily one to one. One could have two functionals (heating and warming) for
the same structor (the heater). The same functional provided by two structors is also
possible: this is OOD “inheritance.”

Each structor Sj and each functional Fk index should always and consistently
represent each respective concept. The necessity for Sj and Fk indices is that
matrices do not perform computations directly with concepts but rather with their
respective index values.

A matrix with structors represented by columns and functionals represented
by rows is called an adjacency matrix, whose nonzero matrix elements stand for
“neighbors,” marking which functionals are provided by their respective structors.

In order to minimize the structors and functionals number of a system, the
adjacency matrix set of columns must be linear independent. The same is true for
the set of rows of this matrix. Then, by linear algebra considerations, the adjacency
matrix must be square.

Modules are sub-matrices of the adjacency matrix, containing a consistent subset
of structors and functionals, with related meaning. An air-conditioner module
should have a set of columns (structors) as seen above: heater, cooler, and fan.
The braking system module should have a different set of columns (structors) such
as brake, handbrake, brake fluid, etc., in order to be self-consistent. The same is
true for matrix rows. There must not be mixing of concepts belonging to diverse
modules. The outcome is that modules are orthogonal. Thus, an adjacency matrix

1 Readers not familiar with quantum computing terms are encouraged to read relevant sections of
a quantum computing book (e.g., [6-9]).
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correctly modularized must be block-diagonal. This is the real Quantum Software
theory enabling modularity correctness verification.

Finally, any Quantum Software density matrix is composed of the diagonal with
trace equals one, an upper-right quadrant adjacency matrix above the diagonal, and
its reflection in the lower left below the diagonal. This is illustrated by case studies
in Sects. 5 and 6.

4.5 Computations with a Density Matrix

This section does not explain the nature of the computations with a density matrix
in detail. But these computations are so important that we provide here concise
descriptions of these computations and references to the relevant literature where
one can find these detailed descriptions.

* Modularization—this means a procedure to find the modules of a Quantum
Software system, given a density matrix. If the software developer or researcher
is not satisfied with the resulting modularization, one can reconceptualize the
system, obtaining a slightly different density matrix.

There are two ways to modularize a Quantum Software density matrix.
One is purely linear algebraic, based upon the fact that the density matrix
inherits properties of the Laplacian matrix (see, e.g., Braunstein et al. [10]).
Modules correspond to zero-valued matrix eigenvalues, whose size is given
by the corresponding eigenvectors (see, e.g., Exman and Sakhnini [11] and
references therein; see also von Luxburg [12]).

Another modularization method is by representing the density matrix as sums
of projectors. In this case, modules are given by disjoint sets of projectors (see
Exman and Shmilovich [13]).

* Projective Measurements—projective measurements are one of the well-known
kinds of quantum measurements, which may be used for several applications.
One possible application is to reduce the number of measurements in a quantum
tomography process. This reduction of the number of measurements is due to the
use of “modules” in a so-called modules tomography (see Exman and Zvulunov
[14] and references therein).

o System Simulation—instead of actually running a Quantum Software System,
whose code may not be available, one can perform evolution of the matrix state,
which is a very high-level simulation of running the Quantum Software system
represented by the density matrix.
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4.6 Optional Views

As discussed in the previous subsections, there are well-funded theoretical argu-
ments linking the high-level quantum circuit with the density matrix of a given
Quantum Software system, jointly consisting of the basic mandatory dual views
of QSandbox.

Besides the standard dual views, one can use optional views. A common optional
view is a translation of the high-level quantum circuit to a quantum computing
programming language, such as Qiskit [15], QWIRE [16], or Cirq [17] (see also
Serrano et al. [18]).

If optional views are available in a given QSandbox version, the basic dual views
mechanisms are applicable to the optional views. These mechanisms are instant
automatic views synchronization, views appearance in the views submenus, and
their preservation in the QSandbox long-term memory. The decision as to whether
to actually use optional views is left to the developer or researcher using his specific
QSandbox version.

5 Quantum Circuit for Classical Software: The Recycle Bin
Case Study

This case study offers plenty of challenges. The novelty is a quantum circuit for pure
classical software systems. It is legitimate as the latter are viewed as limiting cases
of quantum systems. The open question is the possibility of designing high-level
quantum circuits in general for classical software. A fitting density matrix is also
obtained.

5.1 Recycle Bin Overview and High-Level Quantum Circuit

What is a recycle bin? Any computer user is familiar with the waste basket in a
computer screen corner, where deleted files are pictorially thrown. A recycle bin
enables recycling of a file or an email message, previously deleted. Deleting and
then recycling can be done many times, until one empties the waste basket, and
recycling is not possible anymore.

A recycle bin (see Jackson [19], [20] p. 49) high-level quantum circuit is shown
in Fig. 3.

We start the high-level quantum circuit top-to-bottom description with mod-
ules:

e MI = Item—that can be deleted and recycled, such as a file or an email message
* M2 = Waste bin—Ilocation that can be emptied, and then items are permanently
unusable
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Modules contain structors:

e S1 = Accessible—structor with items that can be used.
e S2 = Deleted—structor with items that cannot be used.
* S3 = Bin—this is the only structor within the waste bin.

Structors provide functionals:

* F1 = Delete—move item from accessible to deleted.
¢ F2 = Recycle—move item from deleted to accessible.
¢ F3 = Empty—permanently remove all items from bin.

When connector is activated, it removes all deleted items, emptying the waste

bin.

Now we describe the quantum entities, which seem quite interesting:

¢ Number of qubits—is left unspecified as n; each qubit represents one item; but
there is just one qubit timeline; a slash in the beginning of the qubit line is a
conventional way to state that there are multiple qubits.

 Initial qubit value—it is |1) because an item is initially accessible.

¢ The operator Pauli X—is the quantum not, transforming [1) into |0) and back;
|0) represents a deleted item. Thus, delete and recycle are reversible, as they

should be.

¢ The empty operator is a measurement—since it should be irreversible.
* The connector is needed—emptying is a voluntary decision and not automati-

cally performed.

An exercise left for the reader is the following question: What is a reasonable
value for the result of the (empty) measurement? How is this function implemented?
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Fig. 4 Recycle bin Quantum Software density matrix—one sees diagonal matrix elements (green).
Above and below the diagonal is the square adjacency matrix with two modules in descending
order: a 2-by-2 item module (plain and hatched light blue) and a 1-by-1 waste bin module (plain
light blue). The connector is shown in {F2, S3}

5.2 Recycle Bin: Density Matrix

The density matrix fitting the high-level quantum circuit in Fig. 3 is shown in Fig.
4.

The recycle bin density matrix in Fig. 4 perfectly corresponds to the high-level
quantum circuit in Fig. 3. For instance, the item module is located in the density
matrix elements {S1, S2, F1, F2} fitting structors and functionals of the quantum
circuit.

6 Compressed Dual Views of Quantum Software: Grover
Search Case Study

Grover search is a well-known quantum computing algorithm. Here it concretely
illustrates usage facets of QSandbox, focusing on the user interface and modules.

After a concise Grover overview, we separate the two Grover search dual views,
to examine each of them in more detail. First, we have a look at the high-level
quantum circuit and its compressed version. Then, we look at the compressed
density matrix.

6.1 Grover Search Concise Overview

Grover’s overall idea [21] is, for an unsorted database of size N, to search a desired
database item. Assume a telephone directory sorted by subscriber names; asking
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for a phone number given a subscriber’s name, there are efficient classical search
algorithms.

But, given a telephone number and asking for the subscriber’s name, the same
telephone directory is unstructured for this request: a classical algorithm takes O(V)

search function evaluations, while Grover quantum search takes only 0(\/ N ), a

quadratic speed-up. The number of qubits necessary for Grover search is a register
of n = logy N qubits.

The algorithm initiates by an equal superposition of all states. Next, a Grover
iteration is performed where an “oracle” recognizes and marks the solution,
followed by an amplification of the marked solution, gradually increasing the
probability of finding the solution. A final measurement obtains the solution. The

iteration cycles number is 0<\/ﬁ )

6.2 Grover: High-Level Quantum Circuit

A high-level quantum circuit of the Grover Quantum Software system is shown in
Fig. 5.

The high-level quantum circuit in Fig. 5 is consistent with the QSandbox
approach in two senses: (a) there are only high-level modules, no explicit simple
quantum gates or registers; (b) all module names are natural language concepts,
understood by developers.

Hadamard, Grover, and Fourier for that matter are not “quantum gates” or
transforms; these are proper person names, scientists that became common natural
language concepts, for their contribution to science (see Discussion in [4]).

/ [(;rowr Search High-Level Quantum Circuit I \
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Fig. 5 Grover search—high-level quantum circuit. Time increases left to right. It has three
modules {M1, M2, M3} (light blue), four structors {S1, Hadamard init; S2, oracle; S3, amplifier;
S4, measurement} (green), four Functionals {F1, equal superposition; F2, mark target; F3,
inversion about average; F4, measure} (orange), and two connectors
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Below the connectors, between consecutive modules in the circuit of Fig. 5, there
are linking points: from the preceding module functional to the next module first
structor.

An important connectors’ role in this system is to delimit the beginning and end
of the Grover iteration cycles. One probably needs a better way to demarcate the
components of iterations, as suggested above in Sect. 2.2. The number of Grover
iteration cycles is not shown in this kind of quantum circuit: one wishes to keep it
as general as possible.

The number of qubits n is also unspecified, by the same generality consideration.
Similar to the recycle bin (in Fig. 3), there is just one qubit timeline, with a slash
right in the beginning, meaning multiple qubits. Here the initial state is |0).

QSandbox simulator computations apply the Hadamard init structor on the initial
|0) state, passing by the connector, to the next module, as described in Procedure 1
Sect. 4.2.

6.3 Grover: Compressed Higher-Level Quantum Circuit

The Grover quantum circuit obtained from Fig. 5, by compressing the intermediate
Grover iteration module M2, is shown in Fig. 6.

6.4 Grover: Compressed Density Matrix

The respective Grover Quantum Software system compressed density matrix is
shown in Fig. 7.
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Hadamard
2 Init m Loop Measurement
S0 | —
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Fig. 6 Grover search compressed higher-level quantum circuit—the “Grover iteration” module
M2 is compressed. Its two structors coalesced into a single “loop” structor and a single “increase
probability” functional. The original structor and functional indices coalesced into double indices,
“S2S3” and “F2F3.” The other modules were not changed
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Fig. 7 Grover search compressed density matrix p—the 3-by-3 adjacency matrix (upper-right and
lower-left quadrant) has 1-by-1 modules (light blue), in descending order: M, initiator {S1,F1}; M2,
compressed Grover iteration {S2S3, F2F3}; M3, measuring device {S4,F4}. Connectors (hatched
brown) are in {F1, S2S3} and {F2F3, S4}

The exact correspondence of the compressed density matrix in Fig. 7 with the
compressed higher-level quantum circuit modules of Fig. 6 is clearly seen. For
instance, the initiator module M1 in the quantum circuit contains the structor S1
and its functional F1; the corresponding initiator module M1 in the density matrix
is the matrix element {S1, F1}. The next module in both views is the compressed
Grover iterator M2 with just a single matrix element {S2S3, F2F3}. In between, one
sees the connector located in {F1, S253}.

All the density matrix columns sum to zero, and the same is true for all its
rows, a property inherited from the Laplacian matrix (see, e.g., [11]), being a
further checking of its correctness. The reason for not normalizing the density
matrix—actually dividing its matrix elements by the trace, whose value is 16—is
that algebraically adding some of these division outcomes gives results equaling
very close to but not exactly zero, due to rounding errors.

The kets above the density matrix columns and bras at the left of the density
matrix rows are relevant to the density matrix modularization, described elsewhere
(e.g., [13, 22]). A linear algebraic modularization can be performed by the modu-
laser [5] accessible within QSandbox (in Fig. 1).

7 Related Work

In this section, one can find a concise review of the scientific literature relevant to
the material in this chapter. It includes classical sandbox examples, such as the Java
sandbox.
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7.1 Classical Software Sandbox

Sandboxing operates a safe and isolated environment, decoupled from the sur-
rounding infrastructure, to test and analyze code. It is mainly used for security
considerations. But once it is usable to test code, in principle it can be applied to
software development.

The main purpose of the well-known classical Java sandbox is a secure envi-
ronment to run untrusted software code. Coker et al. [23] in their paper carried
out an empirical study to test the hypothesis that the Java security model affords
developers more flexibility than needed, i.e., its complexity compromises security
without improving practical functionality.

Herzog and Shahmehri [24] refer to the secure Java sandbox, with a slightly
different purpose. They investigate if the Java permission syntax can be used
to formulate policies for resource management of high-level resources. These
resources are, e.g., the file system, I/O device APIs (application programmer
interfaces), threads, sockets, or properties.

Wilcox et al. [3] take a very different approach to sandboxing. Their paper’s
focus is agile development, using many sandboxes to enable parallel development.
Their sandbox is a complete clone of the source code, including continuous
integration and deployment capabilities. They aggressively use sandboxes for all
changes beyond what has been completed in a day. The sandbox, apart from code,
has a running application instance. The book containing the Wilcox et al. paper (see
Book ref. [25]) is a potentially good source of ideas.

The classical software usage of sandboxes referred to above had a serious and
useful technological basis, mainly for security and software development.

In contrast, searching for references to quantum sandboxes for software applica-
tions, we found many papers using very liberally the sandbox terminology, but the
technological aspects are very disappointing. We decided not to include references
to those papers.

8 Discussion

This section discusses central assumptions behind QSandbox, speculating somewhat
about open issues and future work, and concludes with the main contribution of this
chapter.
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8.1 Main QSandbox Assumptions

Here are the most important QSandbox assumptions:

* Two complementary and inseparable views—the high-level quantum circuit with
modules named by natural language understood by humans and the density
matrix enabling exact computations with Quantum Software.

* The usage of abstract and generic high-level modules—the deeper reason for
high-level quantum modules, instead of low-level quantum gates, is the ability to
compose abstract and generic quantum circuits from concrete specific modules.

8.2 Open Issues: Quantum Circuit for Classical Software

The quantum circuit of the recycle bin—a quantum circuit for a pure classical
software (Sect. 5.2)—opens wider and very interesting questions: Why and how
should one make routine use of quantum circuits for classical software?

Concerning the “why”” question: What have we learned from the quantum circuit
of the recycle bin? The remarkable answer is that it is so obvious, because the
recycle bin quantum circuit is readable and understandable, like any other quantum
circuit of an actual Quantum Software, that we would not have asked such a
question.

Concerning the “how” question explicitly formulated: How to systematically
generate a quantum circuit for classical software? This seems more challenging,
deserving further consideration.

We have justified quantum circuits for classical software, claiming that classical
software is a limiting case of quantum systems. This needs a deeper argumentation.

8.3 Quantum Agile Software?

Classical agile software development as expressed as the four rules of simple design
(see Kent Beck [1, 26], Bekkers [27], Fowler [28], Haines [29]) tells us two things:

1. Learn from experience in the laboratory—it is an objective test indifferent to our
chaotic thoughts.

2. The importance of theory—theory is also an objective test: theories are checked
again and again, accumulating knowledge independent of capricious decisions;
they are expressed in mathematical terms, the language of science.

To attain the “four rules” of quantum agility, one needs an acceptable theory
and/or laboratory experience. But while quantum computing theory is well devel-
oped, quantum laboratory experience is still at a very far level from agile software.
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8.4 Future Work

The QSandbox feasibility test in practice, and the proof of the expected QSandbox
efficiency is the full QSandbox implementation as described in this chapter, and
subsequent performance of experiments with a variety of Quantum Software
systems, under diverse conditions.

8.5 Main Contribution

The main chapter contribution is the software architecture and the user interface of
the OSandbox, based upon the theoretical basis of the dual views—the high-level
quantum circuit and a fitting density matrix—specifically designed to be applicable
to any Quantum Software system.
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Verification and Validation of Quantum )
Software et

Daniel Fortunato, Luis Jiménez-Navajas, José Campos, and Rui Abreu

Abstract Quantum software—Ilike classic software—needs to be designed, spec-
ified, developed, and, most importantly, tested by developers. Writing tests is a
complex, error-prone, and time-consuming task. Due to the particular properties
of quantum physics (e.g., superposition), quantum software is inherently more
complex to develop and effectively test than classical software. Nevertheless, some
preliminary works have tried to bring commonly used classical testing practices
for quantum computing to assess and improve the quality of quantum programs. In
this chapter, we first gather 16 quantum software testing techniques that have been
proposed for the IBM quantum framework, Qiskit. Then, whenever possible, we
illustrate the usage of each technique (through the proposed tool that implements
it, if available) on a given running example. We showcase that although several
works have been proposed to ease the burn of testing quantum software, we are
still in the early stages of testing in the quantum world. Researchers should focus
on delivering artifacts that are usable without much hindrance to the rest of the
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community, and the development of quantum benchmarks should be a priority to
facilitate reproducibility, replicability, and comparison between different testing
techniques.

Keywords Quantum software - Verification and validation - Software testing

1 Introduction

In the last few years, quantum computing has evolved enormously in many aspects.
It was not until 2019 that IBM unveiled its first commercial quantum computer with
20 qubits [1] and, in 2022, the same company developed a quantum computer with
433 qubits [2]. In addition, these hardware breakthroughs have been accompanied
by software, where the largest companies in the world have created quantum
programming languages [3] (such as Microsoft with Q# or IBM with OpenQASM),
libraries to develop quantum software (such as Google with Cirq or IBM with
Qiskit), or services to run and design quantum software (such as Amazon with
Braket).

The entire ecosystem that quantum computing vendors have built allows users
and organizations to develop and run quantum software in a straightforward
manner [4]. This implies that, at some point, organizations that can take advantage
of the potential benefits of this new technology will design and develop quantum
components that can provide them with speedup. In other words, quantum software
will be developed in a large-scale industrial context in the same way that classic
software is nowadays produced [5].

Quantum software, as classical software, will, at some point in its development
life cycle, need to be tested [6]. Apart from the evaluation of the functionality of
the quantum software, concerns related to security vulnerabilities can also appear in
this new programming domain [7].

However, we face three main challenges when testing quantum software [8].
First, unlike classical computing, with quantum computing, we cannot read the state
of qubits at any time. If a qubit in superposition is measured, its state collapses.
Second, the inherent nature of this new paradigm is non-deterministic. This implies
that we will likely get a different result every time we run the quantum software.
Third, the fact that current quantum computers are sensitive to noise and are fault-
tolerant implies that when we run a quantum program and the result is different than
expected, we cannot be sure whether the failure is caused by noise or by natural
randomness.

Over the past few years, several approaches have been developed to alleviate the
challenges associated with quantum testing. Regarding the verification of quantum
programs, one can find works based on Hoare logic [9, 10, 11] or static analysis of
source code [12, 13, 14, 15]. Concerning the validation of quantum programs, there
are works related to the generation of data inputs aiming at detecting faults [16, 17,
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18], oracle generation [19, 20], and a combination of both techniques [21, 22, 23,
24, 25, 26].

This chapter details current testing approaches used to help developers verify
and validate their quantum software. More specifically, we focus our analysis
on testing approaches designed to test quantum circuits since most quantum
software is written through the application of quantum gates to quantum circuits.
Consequently, we only present techniques and tools designed for circuit-based
techniques. For instance, testing techniques for quantum annealing [27] are not
included. Additionally, given that Qiskit [28], the circuit-based IBM framework, is
one of the most popular quantum software development frameworks, we focus our
analysis on works that use it.

This chapter is organized as follows. We present some concepts and definitions
in Sect. 2. In Sect. 3, we discuss techniques that have been proposed for quantum
software testing. Section 4 discusses current quantum fault benchmarks. We discuss
some limitations of quantum software testing in Sect. 5 and conclude the chapter in
Sect. 6.

2 Concepts and Definitions

2.1 Quantum Computing

Given that quantum computing is an emerging field, the definition of certain key
concepts is warranted.

Qubit Unlike classical computers that use bits, quantum computers use the quan-
tum bit (qubit for short) as their fundamental unit of memory. A qubit, just like the
bit, has a state that can be |0) or | 1), but contrary to the bit, those are just two possible
states. The Dyrac notation, ‘|)’, is used to represent states in quantum mechanics.
The difference between classic states and quantum states is that quantum states can
be in superposition [29], meaning that it is possible to form linear combinations of
states. A qubit can be expressed as |¥) = «|0) + S]1).

Unlike the classical bit, in which we can easily determine whether it is in state
0 or 1, we cannot determine a qubit’s state [29]. We can only measure a qubit, and
when we do, we obtain either O with |a|? probability or 1 with ||? probability.
Another important qubit property is entanglement. Entanglement is, at the moment,
still an ill-defined concept currently being subjected to heavy research, but its main
idea is that the state of a qubit affects the state of other qubits in the system, meaning
that there is a correlation between them.

Quantum Circuits A classical computer is built from electrical circuits containing
wires and logic gates. Similarly, some quantum computers are built from quantum
circuits (there are other types of quantum computers, although these are out of the
scope of this chapter) containing wires and quantum gates that carry around and
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operate on qubits. One of the quantum gates used throughout this chapter is the Not
gate. Classically, this gate brings a bit from O to 1 and from 1 to 0. The quantum Not
gate [29] interchanges the weights on « and . It is represented by the following X

matrix:
01
X = 1
[1 0} M)

If we have the following quantum state «|0) 4+ B|1), its vector notation would be

o
s 2
M @

and applying the Not gate to this state would yield the following output:

()12}

This is how gates are applied to qubits and how we can alter their state.

Quantum Programs A program is considered to be guantum when it initializes
qubits and performs some operations that alter their state through the application of
quantum gates. Quantum programs can be hybrid (i.e., they combine classical and
quantum operations), the more common option, or pure (i.e., they only use quantum
operations), the less common option.

2.2 Software Testing

As described by the IEEE Std. 610.12-1990, “Software testing is the process
of operating a system or component under specified conditions, observing and
recording the results, and making an evaluation.” In other words, in software testing,
a test case sets up a testing scenario that exercises software behavior and assesses
whether the observed behavior matches the expected one; if not, a fault has been
found. These faults, also known as bugs or defects, can cause failures in software
systems.

Although a simple idea, it is far from easy—recent studies estimate that 20%
to 80% of the total cost and time to develop a classical software system is fully
dedicated to software testing and debugging [30], mostly because

(i) Assessing whether a piece of software performs correctly could be extremely
complex due to the extremely large or even infinite number of possible tests
that exist for any non-trivial system.

(ii) Software testing is traditionally a manual and tedious process that is subject to
incompleteness and further errors.
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The usage of some testing concepts throughout this chapter justifies their
clarification.

Mutation Testing This testing technique refers to the change/mutation of statements
in the source code (Fig. 1 is an example of a mutant) to check if tests can find errors
in the source code. Mutation testing aims to ensure the quality of the source code’s
test suite. This is measured through the source code’s mutation score, the number of
killed mutants divided by the number of total mutants generated.

Coverage This is a testing metric that measures how thoroughly tests cover a given
program. A test suite’s coverage is the percentage of lines, branches, or paths of the
code covered by at least one test case.

3 Automatic Verification and Validation of Quantum
Software

Verifying and validating code is laborious, error-prone, and time-consuming in the
classical realm. Given the added complexity of quantum programs, this endeavor
is even more challenging in the quantum world [31, 5, 32]. Additionally, not all
technologies are fully tailored to this new paradigm, and neither are the developers
who would have to understand quantum physics/mechanics.

Nevertheless, some preliminary works are bringing commonly used classical
testing practices for quantum computing [5] to assess and improve the quality of
quantum programs. Regarding verification, there are works on the application of
Hoare Logic [9, 10] and static code analysis [12, 14, 15, 11, 33]. And regarding
validation, there are also techniques designed to automatically generate test inputs
and/or full test cases based on mutation [34, 35, 36, 37, 18], metamorphic [19, 20],
fuzzing [16], differential [17], projection [38], search-based [24, 23, 25, 26], and
combinatorial testing [22, 21].

Table 1 shows the details of the collected research papers. These papers present
tools that are ‘Available’ and can be used and experimented with, tools that are
‘Unavailable’ and do not provide any artifact with their paper, and tools that we
considered ‘Unusable’ since they are not easily available or capable of testing any
other program than the ones used in the empirical study of the tool. For instance,
although LintQ’s [33] source code is available online, it is stored in an anonymous
repository that does not allow its download or cloning. QDiff [17] and Abreu
et al. [19]’s tool only allows one to reproduce the experiments described in the
paper, i.e., in order to run the proposed tool on any program, its source code would
have to be adapted (which is out of the scope of this chapter). We discuss the
“Available” tools in detail in the following subsections. It is also worth pointing out
that there are several other works on verification and validation of quantum software
applied on different quantum frameworks, test levels, or issues related to quantum
software testing that are not included in this study as they target different quantum
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Table 1 Details of the collected research papers

ID | Topic Paper title Tool Year | Reference
Verification
1 | Hoare Logic Floyd—Hoare Logic for Quantum | Unavailable | 2012| [9]
Programs
2 | Hoare Logic An Applied Quantum Hoare Unavailable |2019| [10]
Logic
3 | Static analysis QChecker: Detecting Bugs in Available 2023 [12]
Quantum Programs via Static
Analysis

4 | Static/Dynamic analysis | The Smelly Eight: An Empirical | Available 2023 [51]
Study on the Prevalence of Code
Smells in Quantum Computing

5 | Static analysis Quantum abstract interpretation | Unavailable | 2021 [13]

Static analysis Static Entanglement Analysis of | Unavailable | 2023 | [14]
Quantum Programs

7 | Static analysis A Uniform Representation of Unavailable | 2023 | [15]

Classical and Quantum Source
Code for Static Code Analysis

8 | Static analysis LintQ: A Static Analysis Unusable 2023 [33]
Framework for Qiskit Quantum
Programs
Validation
9 | Data generation QuanFuzz: Fuzz Testing of Unavailable | 2018 [16]
Quantum Program
10 | Data generation QDiff: Differential Testing of Unusable 2021 [17]
Quantum Software Stacks
11 | Data generation Mutation-Based Test Generation | Unavailable | 2022 | [18]

for Quantum Programs with
Multi-Objective Search

12 | Oracle generation Metamorphic testing of oracle Unusable 2022 [19]
quantum programs

13 | Oracle generation MorphQ: Metamorphic Testing | Available 2022 [20]
of Quantum Computing
Platforms

14 | Data/Oracle generation | Application of Combinatorial Available 2021 [21,22]
Testing To Quantum Programs

15 | Data/Oracle generation | Generating Failing Test Suites Available 2021 [23,24]
for Quantum Programs With
Search

16 | Data/Oracle generation | Assessing the Effectiveness of | Available 2021 [25,26]
Input and Output Coverage
Criteria for Testing Quantum
Programs
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frameworks or used quantum physics knowledge that cannot be applied directly to
software. The following paragraph briefly mentions them.

Mugeet et al. [39] propose a testing technique aware of the inherent problem
of quantum computing related to noise. Zhang et al. [40] examine whether flaky
tests (i.e., intermittently failing tests) affect quantum software development. They
identify flaky tests in 12 out of 14 quantum software projects and note that quantum
programmers need to start using flaky test countermeasures developed by software
engineers. Long and Zhao [41, 42] address specific testing requirements of multi-
subroutine quantum programs in their work. They present a systematic testing
process tailored to the intricacies of quantum programming. They cover unit and
integration testing, focusing on IO analysis, quantum relation checking, structural
testing, behavior testing, and test case generation for Q#. Honarvar et al. [11]
present a property-based framework applied for Q# derived from Hoare logic [43].
They review various aspects of design concerning property specification, test case
generation, and test result analysis. Xia and Zhao [14] present a static analysis tool
that constructs an interprocedural control flow graph for Q# programs and gathers
the entanglement information within quantum programs. A similar tool is proposed
by Yamaguchi et al. [44] for Qiskit; we detail it in Sect. 3.2. de la Barrera et al.
[45] propose QuMU, a quantum mutation tool based on the Quirk! quantum circuit
simulator. QuMU exports quantum circuits as JSON objects from Quirk and creates
a circuit representation that shows the quantum operations of a quantum program.
Mutation operators defined in QuMU can mutate the circuit representation of a
quantum program, and their tool can then execute these mutants in Quirk.

3.1 Running Example

Let us introduce a running example for the remainder of this section. The quantum
program in Fig. 1 implements a Bell state [46], the simplest example of quantum
entanglement. Bell states are four entangled two-qubit states. We obtain a Bell state
by applying the Hadamard gate to qubit 1 (line 13) and the Control-Not with qubit
1 as the control qubit and qubit 2 as the target qubit (line 16). This means that when
the quantum program is executed, the qubits are dependent on each other, and one
will obtain either 00 or 11 as a result, with a 50% chance of getting either one. Note
that Qiskit initializes qubits as zero.

The quantum program listed in Fig. 1 follows the specification reported in
Table 2. Note that although inputs 01 and 11 do not produce a Bell state, we still
list them in the table to have the full program specification.

Suppose we introduce a fault in the program’s source code to create a faulty
version of the program. For instance, swap the Hadamard gate (h) in line 13 for
the Not gate (x) in line 13. Note that this is a change (i.e., mutation) that a tool

!https://algassert.com/quirk, visited October 2023.
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# Bell State quantum program example
from qiskit import *

def BellState(input=’00’):

# Create a Quantum Circuit object acting on a quantum and classical
# register of two qubits/bits

gr = QuantumRegister(2)

cr = ClassicalRegister(2)

circ = QuantumCircuit(qr, cr)

circ.initialize(input, circ.qubits)

# Add a H gate on qubit O, putting this qubit in superposition
circ.h(qr[0])

circ.x(qr[0]) // Introduce a FAULT, swaped Hadamard gate for the Not gate
# Add a CX (CNOT) gate on control qubit O and target qubit 1, putting the
# qubits in a Bell state

circ.cx(qr[0], qrl1l)

# Add measurement to the circuit

circ.measure(qr, cr)

# Execute the circuit

backend = BasicAer.get_backend(’gasm_simulator’)
job = execute(circ, backend, shots=1000)

counts = job.result().get_counts()

return counts

Fig. 1 Fault-free and faulty Bell state quantum program

in Fig. 1

Table 2 Specification of the Input | Output | Output Probability
Bell state quantum program 00 00 50%

00 11 50%

01 00 50%

01 11 50%

10 10 50%

10 01 50%

11 01 50%

11 10 50%

like Muskit [37] or QMutPy [34, 35, 36] (described in Sect. 3.3.4) can produce.
We then apply different verification and validation techniques on this faulty version
of the running example in the following subsections to understand to what extent
techniques can detect this fault. Note that if a tool of a specific technique is not
available or usable, we do not apply it.

3.2 Automatic Verification of Quantum Software

Verification aims to assess whether developers have built the software correctly, i.e.,

it answers the question: Does the software correctly do what has been specified?
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3.2.1 Hoare Logic

The Hoare logic testing [43] is a formal system with a set of logical rules for formal
verification of the correctness of an algorithm against a formal specification. This
logic is based on the idea of a specification as a contract between the implementation
of a function and its client. To prove the correctness of a specification, it provides
a mathematical framework using logical assertions, a pre- and post-condition, for
describing the desired behavior of a program before and after its execution.

The central component of the Hoare logic is the Hoare triple. A Hoare triple is
a notation used to express the relationship between a pre-condition, a program or
program segment, and a post-condition. It is written as {P}S{Q} where P is the
pre-condition (predicate describing the condition the function relies on for correct
operation), Q is the post-condition (predicate describing the condition the function
establishes after correctly running), and S the statement implementing the function.
The Hoare logic also provides a set of axioms and rules of inference that can be
used in proofs of the properties of computer programs.

Regarding quantum software testing, Ying [9] derives from Hoare logic the
Quantum Hoare Logic (QHL) for verifying the correctness of quantum programs.
The correctness formula of QHL is also written as {P}S{Q}, but § is a quantum
program, and both P and Q are quantum predicates on Hg,y, which is the tensor
product of the state spaces of all quantum variables.

Zhou et al. [10] further develop the work of Ying [9]. They propose aQHL,
a new class of Hermitian operators (i.e., an operator that is equal to its conjugate
transpose, e.g., A = AY), which are used in the pre- and post-conditions and
allow a simplification of the inference rules in case statements, and loops and
computation of ranking functions in QHL. The authors prove that with aQHL they
can verify the correctness of a well-known quantum algorithm for linear systems
of equations, the HHL (Harrow-Hassidim-Lloyd) [47] algorithm. Zhou et al. [10]
also propose several rules for reasoning about the robustness of quantum programs,
i.e., error bounds of the output software programs, to prove that the outputs of
a quantum program approximately satisfy a post-condition. They use these new
rules to verify the quantum Principal Component Analysis (PCA) [48], a machine
learning algorithm.

3.2.2 Static Analysis

Zhao et al. [12] propose QChecker,” a static analysis tool that generates warning
messages to assist developers in pinpointing potential faults in their quantum
programs. QChecker starts by extracting the abstract syntactic tree of a quantum
program and parses it through a detection module equipped with a catalog of
quantum faults patterns [49]. If the source code of a quantum program matches any

2 https://github.com/Z-928/QChecker, visited October 2023.
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of the patterns, a true fault might have been identified. The authors evaluate their
tool on 20 real faults® from open-source quantum programs written in Qiskit [50]
and their results attest to the efficiency and effectiveness of QChecker—all faults
were detected.

Applying QChecker to our faulty running example (Fig. 1) we obtained two
warnings (that might be frue faults):

1. Incorrect initial state in lines 7 and 8. To fix it, one would have to create a
variable n = 2 and then reuse n in lines 7 and 8, i.e.,

- gr = QuantumRegister(2)
8 - cr = ClassicalRegister(2)
n = 2; qr = QuantumRegister(n)
8 + cr = ClassicalRegister(n)

on

The rationale is that one might initialize the QuantumRegister with a number
of qubits and/or the ClassicalRegister with a different number of bits. This
potential error is mitigated with a variable that defines the number of bits.

2. Parameter error in line 21. To fix it, one would have to hard code line 21 as the
second parameter of the execute function in line 22, i.e.,

- backend = BasicAer.get_backend(’gasm_simulator’)
- job = execute(circ, backend, shots=1000)
+ job = execute(circ, BasicAer.get_backend(’gasm_simulator’), shots=1000)

We could not find any rationale for this QChecker warning and were inclined
to label it as a false positive. Note that if we apply QChecker suggestion and
the execute call starts to fail, we will not know whether the failure is due to
execute or get_backend. This would make debugging more difficult.

It is worth noting that QChecker did not produce any warning regarding the fault we
introduced in line 13 (in Fig. 1).

Chen et al. [51] define, for Qiskit programs, eight quantum-specific smells
(which might lead to a fault) inspired by the best coding practices suggested by
Google Cirq’s team.* For example, LC (Long circuit) smell—the wider the circuit,
the higher the probability of quantum noise affecting a quantum circuit’s intended
behavior. They also developed a tool named QSmell® that supports the proposed
quantum-specific smells and empirically evaluated its effectiveness at detecting the
smells in 15 quantum programs. Their results show that most quantum programs
(73%) have at least one smell and, on average, a program has three smells; LC is the
most common smell.

3 Although the first version of the catalog proposed by Zhao et al. [49] is composed by only 36
real faults, Zhao et al. [12] used an augmented version of the catalog with 42 real faults of which
only 22 can be detected by running the quantum program. Thus, Zhao et al. [12] only consider the
remaining 20 in the evaluation conducted with QChecker.

4 https://quantumai.google/cirg/google/best_practices, visited October 2023.

3 https://github.com/jose/qsmell, visited October 2023.
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Fig. 2 Quantum circuit of
the faulty Bell state quantum q O 0
program
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When we apply QSmell to our faulty running example (Fig. 1), one smell is
reported by the tool, IdQ (Idle Qubits). With current quantum computers, it is
only possible to ensure the correctness of a qubit’s state for very short periods of
time. This means that having idle qubits for too long enhances the loss of quantum
information and might jeopardize the results of the running quantum programs. In
a nutshell, QSmell reports that qubit 1 is idle between lines 10 and 16 (in Fig. 1) or
between the first and third operations (Fig. 2), which might indicate a fault. In this
case, and to the best of our knowledge, there is no other way to write the quantum
circuit to avoid that. Thus, we consider this a false positive.

Yu and Palsberg [13] propose an abstract interpretation of quantum programs
and use it to automatically verify whether a program might behave as expected
in polynomial time. To achieve this, the authors take the density matrix of a
quantum program and divide it into parts (i.e., reduced density matrixes). Then,
they approximate each reduced matrix by a projection. Recall that a projection is the
closest point/vector in a subspace to a given point in the space. This enables them to
define abstract states to be a tuple of projections. To transition from abstract state to
abstract state, the authors present a new abstract interpretation of quantum programs
with new abstractions and concretization functions that form a Galois connection,
and they use them to define abstract operations. Yu and Palsberg [13] evaluate
their approach on three quantum programs. They first run the abstract interpretation,
which produces an abstraction of the state of each quantum program. Then, they
abstract the assertion (i.e., the circuit output desired) to the same format as the
abstract states, and finally, they check that the abstract state satisfies the abstracted
assertion. If the check succeeds, then the assertion is correct. For all three programs,
the authors successfully verified their assertions.

Applying this technique would detect the fault in our running example. Starting
with qubit state |00) and successfully generating the abstract states to be a tuple of
projections through the application of the Not and Controlled-Not would not result
in a successful assertion with our desired output, i.e., {|00), |11)}. However, our
correct running example would.

Paltenghi and Pradel [33] propose LintQ, a static analysis framework for
detecting faults in quantum programs. LintQ receives a quantum program as input
and extracts general information about Python code, such as control flow paths,
data flow facts, and how to resolve imports. Then it represents the behavior of the
quantum program using a set of reusable quantum programming abstractions, such
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as qubits, gates, and circuits. Finally, LintQ contains a set of nine quantum analyses
that detect potential faults. LinQ performs three main types of analysis:

1. Measurement-related and gate-related problems
2. Resource allocation problems
3. Implicit API constraints

The authors perform an empirical study applying LintQ to a quantum program
dataset containing 7568 quantum programs where LintQ found multiple true posi-
tives with a precision of 80.5%. The authors also tried LintQ with the Bugs4Q [50]
benchmark of real faults and obtained a recall of only 4.8%. The authors argue that
the low recall achieved in the Bugs4Q benchmark programs is mainly due to the
incomplete code snippets gathered from issues and forum questions provided by the
benchmark.

Kaul et al. [15] extend the Code Property Graph (CPG) static code analysis
technique [44] used in classical computing to quantum computing. CPG is a
computer program representation that captures syntactic structure, control flow, and
data dependencies in a language-independent property graph model. The authors
extended this concept to quantum computing by modeling the memory and opera-
tions as well as dependencies between qubits and quantum registers. Their prototype
supports Qiskit [28] and QASM [52] programs. It also includes information
from the quantum realm in the graph (i.e., qubits, gates, gates arguments) and
demonstrates CPG’s ability to analyze classical and quantum source code. By
combining all relevant information into a single detailed analysis, this tool can
facilitate quantum source code analysis. To that end, the authors propose a series
of eight queries that return specific information about the quantum program to the
user, such as the quantum/classical parts of the program, constant conditions, or the
result bits. This allows users to have a clearer picture of the implementation of the
program.

3.3 Automatic Validation of Quantum Software

Validation aims to assess whether developers have built the correct software
according to the user requirements, i.e., it answers the question: Does the software
do what it is supposed to do?

To improve the effectiveness of software testing and to reduce its cost,
researchers have devised approaches (in both the classical and quantum realm)
to automate the generation of test cases and validate quantum software. Automating
the creation of test cases offers several benefits over manually writing the test
cases. In classical computing, it is computationally cheap to automatically generate
test cases, and they are often more complete as they are generated systematically;
there is no evidence that it would be otherwise for the automatic generation of test
cases for quantum programs. Automatic test generation is a two-step process: (1)
generation of fest data, i.e., inputs to exercise the software, and (2) generation of
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test oracles (also known as assertions) to verify whether the execution of the test
data reveals any fault.

3.3.1 Test Data Generation

Wang et al. [17] propose QDiff, a differential testing approach for quantum
programs, which can be used with three quantum frameworks: Qiskit, Cirq, and
Pyquil. QDiff takes as input a quantum program and derives equivalent programs
from it (i.e., programs that are supposed to produce identical behavior) that trigger
unexpected behavior on the target quantum framework. To speed up their analysis,
QDiff analyzes static program characteristics such as circuit depth (i.e., the longest
sequence of applied gates to the circuit), the number of two-qubit gates, and
known error rates. Finally, QDiff performs a statistical comparison between the
measurements of the equivalent circuits. The empirical evaluation of QDiff found
six sources of instability in the three quantum frameworks and managed to reduce
compute-intensive simulation.

Fuzz testing [53, 54, 55, 56, 57, 58]—a set of software testing techniques imply-
ing the generation of a set of inputs aiming at finding errors/crashes and identifying
security flaws—is gaining relevance in quantum software testing [16]. Wang et al.
[16] adapt this technique to the quantum realm and present QuanFuzz, a search-
based test input generator for quantum programs. In a nutshell, it can automatically
find the input that triggers the quantum-sensitive branches. QuanFuzz was evaluated
with seven programs and outperformed a random technique, increasing branch
coverage by 20% to 60%.

Wang et al. [18] propose MutTG, a multi-objective and search-based approach
to generate the minimum number of test cases that kill as many mutants as
possible. The authors introduce a discount factor to tackle the equivalent mutants
problem [59, 60, 61, 62, 63] ever-present in mutation testing (i.e., mutants that are
equivalent to the source code and do not alter its result) to prevent their approach
from repeatedly trying to kill those non-killable mutants. The authors employ
NSGA-II as the multi-objective search algorithm and use five quantum programs
for which they created 20 different versions (four mutants per program) with three
distinct difficulty levels of killing mutants (easy, medium, difficult) to evaluate their
approach. Results from their experimental evaluation show that NSGA-II [64]
significantly outperforms the random search technique employed as a baseline for
all the difficult benchmarks composed of subtle mutants (i.e., mutants that are killed
by few inputs). Also, they show that their discount factor is effective in avoiding
spending meaningless effort trying to kill non-killable mutants.

3.3.2 Test Oracle Generation

The well-known oracle problem [65] for classical testing becomes even more
complex in this new programming paradigm. Test oracle automation is essential to
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remove the bottleneck that inhibits greater overall test automation. In other words,
without a formal specification of how software should behave, it is impossible to
generate effective fault-revealing test oracles. Thus, techniques that generate tests
usually generate regression tests.

To the best of our knowledge, two metamorphic approaches [19, 20] have
attempted to address the oracle problem by substituting conventional oracles with
mutated versions of the quantum program under test. Recall that metamorphic
testing consists of injecting small mutations to the code that do not alter a program’s
execution (e.g., in classical computing, adding zero to a number; in quantum
computing, introducing the identity gate to a circuit).

The approaches that Abreu et al. [19] and Paltenghi and Pradel [20] propose
are similar in nature and define oracle quantum programs which validate a source
quantum program’s properties by doing mutations to its source code that do not
alter the program output. Both of these approaches define a set of metamorphic rules
and assert whether their mutated program behaves when executed. They empirically
evaluate their metamorphic rules on quantum programs (i.e., they create a mutated
version of a quantum program that is expected to produce the same result) and
find that metamorphic rules are effective at finding crashes and incorrect outputs
in quantum programs.

3.3.3 Test Data and Oracle Generation

Wang et al. [26] propose QUITO® (QUantum InpuT Output testing) consisting of
three coverage criteria defined by the inputs and outputs of a quantum program:

1. Input coverage: checks that for a valid input, the quantum program produces a
valid output. Only one execution of the program is necessary for this criterion.
This is the least expensive (i.e., runs the smallest number of tests).

2. Output coverage: checks that all valid outputs are covered, iterating over all valid
inputs until a wrong output value is detected or time runs out. This is the second
most expensive criterion.

3. Input-Output coverage: checks that all possible output values are covered for all
valid inputs, iterating over all valid inputs until a wrong output value is detected
or time runs out. This is the most expensive criterion.

It also consists of two oracle generation strategies:

1. Wrong Output Oracle (WOO), which asserts whether the quantum program
produced expected output values

2. Output Probability Oracle (OPO), which asserts whether the quantum program
produced an expected output with its corresponding expected probability

To assess the effectiveness of the three coverage criteria, the authors perform an
empirical study on 78 mutated versions of four quantum programs. They generate

6 https://github.com/Simula-COMPLEX/quito, visited October 2023.
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def run(circ):
# Add (incorrectly) a X gate on qubit 0
circ.x(0)
# Add a CX (CNOT) gate on control qubit O and target qubit 1, putting the
# qubits in a bell state
6 circ.cx(0, 1)
7 # Add measurement to the circuit
circ.measure([0,1], [0,1])

Fig. 3 Faulty Bell state program adapted to be executed with QuCAT [21], QUITO [26], and
QuSBT [23]

[program]
2> ;The absolute root of your quantum program file.
root=bell_state.py
;The total number of qubits of your quantum program.
num_qubit=2
¢ ;The ID of input qubits.
7 inputID=0,1
s ;The ID of output qubits which are the qubits to be measured.
o outputID=0,1

i [program_specification_category]
> ;The category of your program specification. Choice: full/partial/no
ps_category=full

[quito_configuration]
;The coverage criterion you choose. Choice: IC/0C/IOC
coverage_criterion=IC

[program_specification]

20 ;The program specification. Format: <input,output=probability>
21 00,00=0.
22 00,11=0.
23 01,00=0.
4+ 01,11=0.
25 10,10=0.
26 10,01=0.
27 11,01=0.
2s11,10=0.

oo oo oo

Fig. 4 Configuration for the QUITO tool. In this figure, we only list the required parameters
and which values we used. Other parameters were left with their default values. Consult
QUITO’s documentation (https://github.com/Simula-COMPLEX/quito/blob/main/README.md,
visited October 2023) for more information

these mutants with the Muskit [37] tool. After generating a set of test cases for
each mutant using the three coverage criteria, the authors evaluate them with WOO,
stopping the testing if a failure occurs, and then the OPO. Results indicate that input
coverage is more effective than the others.

We run QUITO with our faulty running example in Fig. 1. To test our example,
we had to adapt it to the tool’s requirements (Fig. 3) and create a configuration
file where we define the number of input and output qubits our program would
have, in our case, two input qubits and two output qubits (see Fig. 4). We also set
input coverage (line 17 in Fig. 4) as the coverage criterion as it is the most effective
according to QUITO’s authors. Finally, we also detail the program specification
(lines 21-29 in Fig. 4) for our example as shown in Table 2. QUITO generates 800
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tests (total number of test suites, i.e., 200 by default x number of possible input
states, i.e., four). For our example, all of our eight input/output qubit combinations
fail with the OPO oracle.

Wang et al. [21, 22] proposed QuCAT’ (QUantum CombinAtorial Testing),
which attempts to trigger faults by particular input combinations of a given strength.
These faults are found through the two oracles previously defined in QUITO (i.e.,
WOO and OPO). The strength of a combination is the number of input qubits used,
meaning that two input qubits are a combination of strength two, three input qubits
are a combination of strength three, and so on. QuCAT supports two test generation
scenarios:

1. The generation of combinatorial test cases of a given strength
2. The incremental generation of combinatorial test cases of increasing strengths

The authors performed an empirical study on six Qiskit quantum programs, in which
they manually introduced three faults in each. They found that their combinatorial
technique of strength four (highest strength attempted) always detects the faults,
tests of strength three have more difficulty in detecting all faults, and strength two
only detects one fault consistently. Thus, with increased cost, this combinatorial
technique increases in effectiveness. Also, results showed that combinatorial testing
is always more effective than random testing in terms of generating test cases that
expose program failure and performs better in 88% of the faulty programs.

Trying QuCAT was similar to QUITO. We include in its configuration file the
same qubit and specification information as before. However, we also define the
strength of the input combination as two as our program has two input qubits (see
Fig. 5). This means that we execute QuCAT with the first test generation scenario
(i.e., we generated combinatorial test cases of strength two). The tool generates
four tests in a Python file and the results of the oracles in a separate text file, these
bundled together in Fig. 6 for reading convenience. As we can see, the generated
tests perform a print of the execution of the program with certain inputs. Although
no explicit oracle (e.g., assert) exists in any test, all reveal the fault. If one compares
the tests’ output and the program’s specification, one will notice that each output
has only one result with 100% probability instead of two results with 50% each. To
have fully automated tests, QuCAT should have generated the test oracles in Fig. 7
for test_bell_state_0 (line 3 in Fig. 6). These test oracles would fail in lines
6 (as we obtained one pair of bits as output and not two), 7 (as there were no 00
results), 9 (since the probability of obtaining 11 is 100% which is superior to 55%),
and 10 (because the probability of obtaining 00 is 0%, which is inferior to 45%).
Line 8 does not fail; there are results of state 11.

Wang et al. [23, 24] propose QuSBT® (Quantum Search-Based Testing), a test
generation tool for quantum programs that uses an evolutionary algorithm to search
for the maximum set of tests that reveal the fault. The authors also use the WOO and

7 https://github.com/Simula-COMPLEX/qucat-tool, visited October 2023.
8 https://github.com/Simula- COMPLEX/qusbt-tool, visited October 2023.
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[program]
2> ;The absolute root of your quantum program file.
root=bell_state.py
;The total number of qubit of your quantum program.
num_qubit=2
6 ;The IDs of input qubits.
7 inputID=0,1
¢ ;The IDs of output qubits which are the qubits to be measured.
o outputID=0,1

1 [qucat_configuration]
;The maximum value of strength of a combination as the number of inputs used.
k=2

¢ ;The program specification. Format: <input,output=probability>
7 00,00=0.

¢ 00,11=0.
o 01,00=0.
20 01,11=0.
21 10,10=0.
22 10,01=0.
23 11,01=0.
24 11,10=0.

1
1
1
1
1
15 [program_specification]
1
1
1
1

oo o oo

Fig. 5 Configuration for the QuCAT tool. In this figure, we only list the required parameters and
which values we use. We left all other parameters with their default values. Consult QuCAT’s
documentation (https://github.com/Simula-COMPLEX/qucat-tool/blob/main/README.md, vis-
ited October 2023) for more information

class bell_stateFun1K2Test(unittest.TestCase):

def test_bell_state_O(self):
input = ’00’
print (execute_quantum_program([0,1], [0,1], 2, input, "bell_state", 200))
# output ’11’ | result OPO

8 def test_bell_state_1(self):

input = ’01’
0 print (execute_quantum_program([0,1], [0,1], 2, input, "bell_state", 200))
i # output ’00’ | result OPO

1
1
1
| def test_bell_state_2(self):

1 input = ’10’

15 print (execute_quantum_program([0,1], [0,1], 2, input, "bell_state", 200))
1 # output ’01’ | result OPO

1

1

1

8 def test_bell_state_3(self):
) input = ’11’
print (execute_quantum_program([0,1], [0,1], 2, input, "bell_state", 200))
# output ’10’ | result OPO

Fig. 6 Tests generated by the QuCAT tool [21, 22] for the faulty Bell state quantum program

OPO oracles in QuSBT. The authors evaluate QuSBT on six quantum programs, in
which they manually introduce five faults in each and compare QuSBT’s results
with a random search strategy. The authors find that for the majority of the faulty
programs (87%), QuSBT performs significantly better than the random approach.
For the remainder of the faulty programs, no significant differences are detected.
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print (execute_quantum program([0,1], [0,1], 2, input, "bell_state", 200))
counts = execute_quantum_program([0,1], [0,1], 2, input, "bell_state", 200)
self.assertTrue(len(counts) ==

self.assertTrue(’00’ in counts)

self.assertTrue(’11’ in counts) // nao falha

self.assertTrue(0.45 < counts[’00°]/200 < 0.55)

self.assertTrue(0.45 < counts[’11°]/200 < 0.55)

‘
+ 4+ o+ o+

Fig. 7 Ideal set of test oracles for the test_bell_state_0 test (in Fig. 6)

[program]
;The absolute root of your quantum program file.
root=bell_state.py
;The total number of qubit of your quantum program.
num_qubit=2

6 ;The IDs of input qubits.

7 inputID=0,1

¢ ;The IDs of output qubits which are the qubits to be measured.
outputID=0,1

X
11 [qusbt_configuration]

1 ;A percentage of the inputs as the number of generated tests, 0.05 by default.
13 beta=1.0

1 ;The confidence level for the statistical test, 0.01 by default.

1 ;Although it is not required according to the official documentation, it is

16 ;required at runtime.
17 confidence_level=0.01
1

1

[program_specification]

;The program specification. Format: <input,output=probability>
21 00,00=0.
22 00,11=0.
25 01,00=0.
24 01,11=0.
25 10,10=0.
26 10,01=0.
27 11,01=0.
x11,10=0.

aooooooo

Fig. 8 Configuration for the QuSBT tool. In this figure, we only list the required parameters and
the values we use. Other parameters are left with their default values. Consult QuSBT’s documenta-
tion (https://github.com/Simula- COMPLEX/qusbt-tool/blob/main/README.md, visited October
2023) for more information

Running QuSBT requires the same initial configurations as QUITO and QuCAT
(i.e., number of input and output qubits, program specification). Additionally, we set
the beta parameter, a percentage of the inputs, as the number of generated tests, so
that all possible tests are generated (see Fig. 8). The default value of beta is 0.05,
which would mean, for our example, that only one test would have been generated.
QuSBT generates two tests (similar to the first and third tests generated by QuCAT;
see Fig. 9) that also fail with the OPO oracle. Note that extending QuSBT tests as
we did for QuCAT in Fig. 7 would pass and fail for the same assertions.
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class Bell_StateTest(unittest.TestCase):

def test_bell_State_O(self):
#Input: 00
print (execute_quantum_program([0, 1], [0, 1], 2, 0, "bell_state", 200))

def test_bell_State_1(self):
#Input: 10
print (execute_quantum_program([0, 1], [0, 1], 2, 2, "bell_state", 200))

Fig. 9 Tests generated by the QuSBT tool [23, 24] for the faulty Bell state quantum program

3.3.4 Test Adequacy Measurements

In the quantum realm, a few approaches and tools (based on the ideas borrowed from
the classical realm) have been proposed to measure the effectiveness of manually
written or automatically generated tests of quantum programs.

Structural Coverage

Code coverage and other source-code metrics used for classical software have not
been adopted for quantum programs [66]. This may be because the differences in
the importance between quantum code and classical code have not yet been fully
explored. Also, thresholds for source code metrics and their significance as predic-
tors of defects [67] cannot be used as a starting point for quantum programs since
quantum programmers and their knowledge of this new programming paradigm are
likely to be completely different.

Thus, recent studies propose other metrics besides traditional coverage. For
instance, Kumar [68] proposes single-, two-, and three-qubit gate coverage and
multiple controlled qubit gate coverage, which are defined by the total number
of times test cases would execute these types of gates divided by the number of
instances that gate is used in the code. Ali et al. [25] also propose three new
types of coverage criteria previously discussed in Sect. 3.3.3: input coverage, output
coverage, and input-output coverage.

Nevertheless, other studies still use classical coverage. For instance, the previ-
ously discussed work of Wang et al. [16] empirically evaluates whether their input
generation technique increases coverage compared to random input generation (see
Sect. 3.3.1). Also, Fortunato et al. [34] measure the coverage of 24 real Qiskit
programs and find that tests covered on average 90% of the lines of code of a
quantum program.

Fault Detection

Classically, mutation testing is often used as a practical substitute for real faults
since mutant detection is positively correlated with fault detection [69]. Current
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from qiskit import *

# Create a Quantum Circuit object acting on a quantum and classical
# register of two qubits/bits

qr = QuantumRegister(2)

cr = ClassicalRegister(2)

circ = QuantumCircuit(qr, cr)

circ.initialize(’00’, circ.qubits)

# Add a H gate on qubit O, putting this qubit in superposition
circ.h(qr[0])

# Add a CX (CNOT) gate on control qubit O and target qubit 1, putting the
# qubits in a Bell state

circ.cx(qr[0], qr[1])

Fig. 10 Fault-free Bell state program implementation for Muskit

research in quantum testing uses mutants to artificially generate faults in programs
and evaluate the effectiveness of their approaches at detecting the mutant, as seen in
Sect. 3.3.3. Mendiluze et al. [37] propose Muskit® and Fortunato et al. [34, 36, 35]
propose QMutPy!? to perform mutation analysis. These tools are similar in nature
since they perform mutations (i.e., artificial faults) to the input source program.

On the one hand, Muskit requires the raw circuit of a program to be able to
execute. This means that real programs such as our running example in Fig. 1 would
need to be transformed to the one in Fig. 10. Then to use Muskit, we have to:

* Create a configuration file to specify what we are going to mutate (i.e., which
gates, which types of gates (1-qubit, 2-qubit, etc.), the maximum number of
mutants to generate, what mutation operators we are going to use (Muskit
mutation operators are Add, Remove, and Replace Gate), and the location of
where to Add a new gate if the Add operator is selected).

 Create the executor file to specify the number of times we want to execute the
circuit, if we are going to use all possible input values (in the case of Fig. 10,
those would be 00, 01, 10, or 11) or not, and if we want to specify our input
values we would need to create another custom test file where we specify which
ones we want to use.

 Create an analyzer file to specify the number of qubits our program has that we
want to measure (in our case, we have two qubits and want to measure both of
them) and what is the significance level (p-value) for our tests.

To determine whether a mutant was detected, Muskit uses two oracles already
explained in Sect. 3.3.3: the WOO (i.e., if the program output is wrong, the mutant
is detected) and the OPO (i.e., if our p-value is lower than the chosen significance
level the mutant is detected). Suppose we apply the Remove gate operator to both
our gates with input values 00 (the default Qiskit qubit initialization value) to our
running example (Fig. 1). After setting up all of the necessary files described above

? https://github.com/Simula-COMPLEX/muskit, visited October 2023.
10 https://github.com/danielfobooss/mutpy, visited October 2023.
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from unittest import TestCase
class BellStateTest(TestCase):

def test(self):
counts = BellState()
self.assertTrue(len(counts) == 2)
self.assertTrue(’00’ in counts)
self.assertTrue(’11’ in counts)
self.assertTrue(0.45 < counts[’00°]/1000 < 0.55)
self.assertTrue(0.45 < counts[’11°]/1000 < 0.55)

Fig. 11 Manually written test for the Bell state quantum program

and running the tool, Muskit reports that two mutants were generated and that both
were detected by the WOO. This is expected as the output value of our example
without the Hadamard gate will always be 00 (i.e., only one correct output instead of
two), and without the Controlled-Not gate, it will always be 00 with 50% probability,
which is a correct output, and 10 with 50% probability, which is an incorrect output.

On the other hand, QMutPy only requires a Qiskit program and its set of test
cases (either written in unittest'! or pytest'?). QMutPy allows us to select from five
quantum mutation operators:

* QGD—Quantum Gate Deletion (equivalent to the Remove operator from Muskit)

* QGI—Quantum Gate Insertion (equivalent to the Add operator from Muskit)

* QGR—Quantum Gate Replacement (equivalent to the Replace operator from
Muskit)

¢ QMD—Quantum Measurement Deletion

¢ QMI—Quantum Measurement Insertion

To run QMutPy, we simply execute a command where we select the target program
file (i.e., the fault-free version in Fig. 1) and the target test file (Fig. 11) and select
which operators we want to use. If we perform the same experiment (i.e., select the
QGD operator), QMutPy will also report that both mutants were detected.

The empirical results from both studies [37, 34] show that both Muskit and
QMutPy tools are efficient and effective at assessing the performance of programs’
specifications or test cases. However, as we can see, QMutPy is far simpler to set
up than Muskit since it does not require a formal specification of each quantum
program. It only requires the program’s source code and its corresponding tests.
Also, in case we wish to re-run our experiment with different setups, we would have
to manually alter our program specification files for Muskit, while for QMutPy we
would only need to select additional or fewer operators to use. It is worth pointing
out that Muskit could run a mutation analysis with different inputs, and for QMutPy
to do this, it would be necessary to create more tests for the quantum program under

T https://docs.python.org/3/library/unittest.html, visited October 2023.
12 https://docs.pytest.org, visited October 2023.
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test. However, the QMutPy’s authors left for future work the addition of an input
mutation operator to the tool.

4 Benchmarks of Real Faults in Open-Source Quantum
Programs

Although several techniques and tools have been proposed to verify and validate
quantum programs (see Sect. 3), reproducing'® previous studies or evaluating/-
comparing new techniques is still challenging. The lack of widely accepted and
easy-to-use databases of real quantum faults (i.e., faults that have occurred in real
quantum projects) is one of the main challenges. For instance, Fortunato et al. [34]
and Mendiluze et al. [37] proposed a similar tool for mutation analysis, but both
conducted an empirical evaluation on a different set of Qiskit quantum programs.
Hence, it is not possible to answer the question: Which tool performs better?

In classical computing, many databases of real faults have been proposed, e.g.,
Defects4] [70] for Java, BugsJS [71] for JavaScript, and BugsInPy [72] for Python.
These benchmarks have allowed researchers to conduct empirical studies on real
faults on different research topics, e.g., automatic test generation [73, 74], test
prioritization [75, 76], fault localization [77, 78, 79, 80, 81], automatic program
repair [82], on whether artificial faults might be a practical substitute for real
faults [69], etc.

In quantum computing, to the best of our knowledge, only three benchmarks (not
yet widely accepted or easy to use) have been proposed in quantum computing [83,
50, 84].

Campos and Souto [83] propose QBugs, a framework that includes a catalog
of reproducible faults of real quantum programs and an infrastructure to enable
empirical and controlled experiments in quantum software testing and debugging.
QBugs is not available at the time of writing this chapter.

Zhao et al. [50] propose Bugs4Q,'* a benchmark of 36 real and manually
validated faults on programs written in Qiskit.!> These faulty programs are not
accompanied by, for example, any test that reproduces and reveals the faulty
behavior (as, for example, in the Defects4J [70] benchmark). Furthermore, Bugs4Q

13 ACM defines reproducibility as the measurement obtained with stated precision by a different
team using the same measurement procedure, the same measuring system, under the same
operating conditions, in the same or a different location on multiple trials for the same artifact. For
computational experiments, this means that an independent group can obtain the same result as the
author using the author’s artifacts. https://www.acm.org/publications/policies/artifact-review-and-
badging-current, visited October 2023.

14 https://github.com/Z-928/Bugs4Q, visited October 2023.
15 Since its release, Bugs4Q has been augmented with seven more faults on programs written in

Qiskit, two faults on programs written in Q#, and seven faults on programs written in Cirq (October
2023).
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only provides (for each fault) the faulty and fixed files. In other words, it does
not provide fully faulty programs (i.e., including configuration files, build files,
documentation, commit history, etc.) that might be relevant to some tools or other
research venues. For instance, Paltenghi and Pradel [33] pointed out that the low
precision of the LintQ tool in the Bugs4Q benchmark was due to incomplete faulty
programs. Other research venues, for example, fault predictors that require the
commit history of a program to predict which components (e.g., functions) are likely
faulty [85, 86, 87, 88, 89, 75], might also perform poorly or not work at all due to
the lack of such information.

Paltenghi and Pradel [84]'° present a catalog of 223 real-world faults mined from
18 open-source quantum computing platforms (including Qiskit, Cirq, and Q#) and
perform an in-depth analysis of the types of faults most frequently found in quantum
software. The authors make available the faults as a catalog, the type of faults found,
and their fixes. Similar to the Bugs4Q benchmark, there is no interface to interact
with the catalog of faults.

To the best of our knowledge, QChecker [12] and LintQ [33] are the only tools
evaluated on real faults, i.e., that considered the Bugs4Q benchmark.

5 Discussion

Despite the many advances in the verification and validation of quantum programs,
most approaches remain to be adopted or perfected. Based on our observations,
we have compiled a list of limitations that researchers (Sect. 5.1), tool developers
(Sect. 5.2), and benchmark developers (Sect. 5.3) should try to address in the future.

5.1 For Researchers

The approaches presented in Sect. 3 do not exercise to their full extent the
underlying idiosyncrasies of the quantum programs under test [31, 5, 32], for
example, the number of independent paths generated due to the superposition of
each qubit [68].

5.2  For Developers of Testing Tools

Developing a quantum testing tool is not an easy endeavor. We highlight four key
aspects for developers of testing tools to keep in mind.

16 https://github.com/MattePalte/Bugs- Quantum-Computing-Platforms, visited October 2023.
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* Setup: The installation and configuration of each tool require a huge amount of
time to perform correctly. For instance, QuSBT [24], QuCAT [22], QUITO
[26], and Muskit [37] require that we clone the tool from GitHub, set up the
correct environment with the right packages and the right packages’ versions,
manually create a configuration file and set some parameters, execute a Python
file, and then select options from a menu on the command line at runtime. All
of these requirements and steps might discourage users from using these tools.
Even tools like QMutPy [34] or QChecker [12] that only require the cloning, the
environment setup, and the execution of a single command can be inconvenient
and frustrating.

» Usage: Developers of tools should aim to, for example, integrate their tools with
common Integrated Development Environments (IDEs) such as Visual Studio or
IntelliJ IDEA to ease their usage. Tools such as EvoSuite [90] (a test generation
automation tool for Java programs) increase their usability when integrated with
an IDE. It should be no different for quantum tools.

* Produce test suites source code: Tools like QUITO [26] do not generate tests
source code (i.e., written in Python) and therefore do not use any of the common
testing frameworks (unittest'” and pytest'®). Without such functionalities, tests
cannot be executed or integrated into any project. Thus, tests could not be used to,
for example, (i) detect regressions in future versions of the quantum program or
(ii) assist developers in localizing [91, 77] and repairing faults [82], as has been
proposed in classical computing.

¢ Produce test suites with an oracle: Tools like QuCAT [22] and QuSBT [24]
do generate tests source code (i.e., written in Python), but they do not generate
an explicit oracle (i.e., assertion). Oracleless tests hold down the adoption of
automatically generated tests as they would not be able to detect any fault in the
program under test.

5.3 For Developers of Quantum Faults Benchmarks

Benchmarks, which are a pillar of reproducibility and applicability, allow one to
compare the performance of different techniques with the same datasets. Currently,
benchmarks are lacking in quantum software testing, and in regard to our focus of
interest, more specifically, quantum faults benchmarks. This is mainly due to the
fact that there are still few quantum programs to analyze, and fault patterns are
still being extracted from real faulty quantum programs. As pointed out in Sect. 4,
to support different venues of research in quantum software testing, benchmarks
for quantum software testing should (1) provide an interface to interact with the
fixed and faulty version of a quantum program, (2) provide fully fixed and faulty

17 https://docs.python.org/3/library/unittest.html, visited October 2023.
18 https://docs.pytest.org, visited October 2023.
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programs, and (3) provide fault-revealing test cases (either manually written or
automatically generated).

6 Conclusion

The field of quantum computing is developing at a very fast pace. Therefore, the
development of tools to ensure the correctness of quantum programs is of the utmost
importance. In this chapter, we presented and detailed novel techniques and tools
researchers have proposed to verify and validate quantum programs. Based on our
exploration of the many techniques, tools, and benchmarks that have been proposed
in quantum verification and validation, we highlighted key aspects of what is still
lacking in the field and offered suggestions for future work. In short, researchers
should focus on further exploring the properties of quantum programs. Developers
should work on delivering tools and quantum fault benchmarks in ways that promote
their adoption and usefulness to the scientific community.
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Quantum Software Quality Metrics )

Check for
updates

José A. Cruz-Lemus, Moisés Rodriguez, Raiil Barba-Rojas,
and Mario Piattini

Abstract Until now, the quality problems of quantum software have been largely
ignored. This chapter analyzes the applicability of models and metrics for quantum
software and, to mitigate this lack of attention to quality issues, presents a set
of metrics that have been proposed and empirically validated to characterize the
complexity of quantum circuits in terms of their understandability. The validation
experiment design, execution, and results are reported. In addition, the main func-
tionalities of a prototype tool that has been created for the automatic computation
of the metrics are briefly presented.

Keywords Quantum computing - Quantum software engineering - Quantum
circuits understandability - Metrics validation

1 Introduction

To drive the large-scale production of quantum software, an adequate level of quality
is required [20] so that society can truly benefit from the promising quantum
applications that exist in different domains. In a quantum information system,
there are several factors that influence the quality of the results: the quality of the
quantum hardware, the quality of the quantum software platform (development and
operational), and the quality of the quantum software itself. Regarding the first
factor, there are different types of simulators and quantum computers (adiabatic,
gate-based, measurement-based, etc.); however, to date, most of them are still
flawed, and hence their name: noisy intermediate-scale quantum (NISQ) [21].
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As far as platform quality is concerned, an analysis of how quantum computing
affects the most relevant software quality characteristics is proposed in [19].
However, quantum hardware and platforms are not the only important issues
in achieving high-quality quantum information systems; software quality is also
essential. In fact, quantum software engineering (QSE) is an essential contribution
to the success of quantum computing. One of the tenets of the Talavera Manifesto
for Quantum Software Engineering and Programming [19] states that “QSE must
ensure the quality of quantum software. Quality management of both processes and
products is essential if quantum software is to be produced at the expected quality
levels.”

In fact, it would be necessary to adapt the quality models as specified in ISO/IEC
25010 [16], as some quality characteristics should be redefined and perhaps others
incorporated to take into account the peculiarities of quantum software. In any case,
there are characteristics such as understandability that are still fundamental, since
quantum software that cannot be understood is not quantum software.

Unfortunately, until now, the quality problems of quantum software have been
largely ignored, and hence this chapter aims to alleviate this situation. First, we
will focus on defining and empirically validating a set of metrics for assessing the
understandability of quantum circuits. As interesting as it is, quantum annealing is
out of the scope of this research, although the quality of this quantum computing
approach will eventually be dealt with in the future.

The remainder of this chapter is organized as follows. In Sect. 2, the proposals
that have been found in the literature are detailed. In Sect. 2.2 a proposal of metrics
for quantum circuits is presented. An empirical validation of these metrics is briefly
explained in Sect. 4, while Sect. 5 presents a prototype of a tool that has been
developed to calculate these metrics automatically. Finally, in Sect. 6 the most
important conclusions of this chapter are detailed.

2 State-of-the-Art

2.1 Quality in Quantum Computing Software

Sodhi and Kapur [28] published an analysis of the main quantum programming
platforms, examining how they affect the most relevant software quality charac-
teristics: availability, interoperability, maintainability, manageability, performance,
reliability, scalability, security, testability, and usability. In their study, some of the
characteristics that most affect the quality attributes are:

1. Lower level of programming abstractions, which increases the complexity of the
code impacting maintainability, testability, reliability, and availability

2. Platform heterogeneity, which impairs software cohesion, affecting maintainabil-
ity, reliability, robustness, reusability, and system manageability and testability
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3. Remote software development and deployment, which slows programming,
testing, and debugging of quantum programs, affecting maintainability and
testability

4. Dependence on known quantum algorithms, which affects the ability to perform
enhancements and corrective maintenance, as well as testability and interoper-
ability (with classical software)

5. Limited software portability, resulting in a lack of standardization in several
areas, affecting availability, interoperability, maintainability, and scalability

6. Lack of a native quantum operating system, which decreases performance,
manageability, reliability, scalability, and security

7. Fundamentally different programming models, which can increase code com-
plexity and affect maintainability, interoperability, security, and testability

As for other related work, most of the existing research efforts related to quantum
software quality have generally focused on quantum program verification [23] and
specifically on verified compilation [22], verification protocols [15], relational
verification of quantum programs [1], formal description of quantum programs [6],
formal verification and certification of programs [7], and equivalence checking for
quantum circuits [5]. But, as in classical computer science, formal verification is
not a realistic solution since it is only useful for very specific programs of small size
and requires mathematical knowledge that is foreign to most computer scientists.
This is why it is much more convenient to have a set of metrics that can guide the
work of quantum software designers and programmers.

2.2  Metrics for Quantum Computing Software

It is important to adapt software quality metrics to the characteristics of quantum
systems. In fact, on the one hand, there is a lot of research on metrics for classical
conceptual models [8, 10, 12, 26], but very little for quantum software.

On the other hand, for quantum circuits, there is the “quantum volume” metric,
which summarizes performance as a function of a few factors: number of physical
qubits, number of gates, device connectivity, and number of operations that can
be executed in parallel [2]. But it is intended as a hardware performance metric
measuring the useful amount of quantum computation performed by a device in
space and time, or as an alternative means of formalizing the complexity of quantum
algorithms [25].

Different “quantum circuit performance measures” are collected in [29]: cubic
cost (total number of qubits required to design the quantum circuit), gate count
(total number of gates used in the quantum circuit), “junk” gates (all gates that exist
to preserve reversibility but are not primary inputs or useful outputs), ancillae (all
constant inputs to the quantum circuit), and depth (the number of layers of gates in
the circuit).
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In [18], QUANTIFY, an open source framework for quantitative analysis of
quantum circuits, is proposed, which uses the number of physical qubits and the
amount of time to operate the physical qubits, which influence the total energy
consumed to perform the computation.

Finally, some other proposals can be found in [17, 27, 31].

3 Metrics for Quantum Circuits

We are aware that the easier it is to understand a quantum circuit, as with any
modeling artifact, the easier the tasks of debugging, testing, and, in general,
maintenance of quantum software will be, and we will be able to achieve quality
quantum applications. Hence a set of metrics has been defined to measure the
understandability of quantum circuits. Thus, this section presents a set of metrics
[9] to evaluate the understandability of quantum circuits, which can influence
the time and resources required for their development, their testability, and their
maintainability. For better understanding, the metrics have been grouped according
to their measurement objective.

3.1 Circuit Size

Intuitively, the larger the circuit, the more complex it must also be to understand.
The metrics in this group are:

e Width: Number of qubits in the circuit
* Depth: Maximum number of operations applied to a qubit in the circuit

3.2 Circuit Density

This group of metrics refers to the number of gates applied to each qubit in the
circuit. We can find several equivalent circuits in which the gates are deployed
differently (see Fig. 1). The density of these two circuits, i.e., the number of steps
needed in the quantum circuit to perform the same number of operations, is different.
This group contains the following metrics:

e MaxDens: Maximum number of operations applied to the qubits
¢ AvgDens: Average number of operations applied to the qubits
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3.3 Single-Qubit Gates

This group contains the gates most commonly used in quantum circuits:

¢ NoP-X: Number of Pauli-X gates (NOT)

e NoP-Y: Number of Pauli-Y gates

e NoP-Z: Number of Pauli-Z gates

e TNo-P: Total number of Pauli gates in the circuit (calculated as the sum of the
previous three)

e NoH: Number of Hadamard gates

* %SpposQ: Ratio of qubits with a Hadamard gate as an initial gate (qubits in
superposition state)

¢ NoOtherSG: Number of other single-qubit gates in the circuit

¢ TNoSQG: Total number of single-qubit gates

¢ TNoCSQG: Total number of controlled single-qubit gates

3.4 Multi-Qubit Gates

This group includes gates involving several qubits as input and output:

¢ NoCAnyG: Number of controlled gates (any).
¢ NoSWAP: Number of exchange gates.
¢ NoCNOT: Number of NOT controlled gates (CNOT).
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* %QinCNOT: Ratio of qubits affected by CNOT gates. Both the controlled qubit
and the target qubit in a CNOT will be considered affected for the calculation of
this metric.

* AvgCNOT: Average number of CNOT gates directed to any qubit in a circuit.

¢ MaxCNOT: Maximum number of CNOT gates directed to any qubit of a circuit.

* NoToff: Number of Toffoli gates.

* %QinToff: Ratio of qubits affected by Toffoli gates. The calculation will take
into account the controlled qubit and the target qubits as affected.

* AvgToff: Average number of Toffoli gates targeting any qubit of a circuit.

* MaxToff: Maximum number of Toffoli gates targeting any qubit of a circuit.

3.5 All Gates in the Circuit

* NoGates: Total number of gates in the circuit
* NoCGates: Total number of controlled gates in the circuit
* NoGates: Ratio of single gates to total gates

3.6 Oracles

We are aware that there are certain features regarding the use of oracles in quantum
circuits that could affect their understandability but, because they behave as “black
boxes,” it is not possible to compute them. However, a comprehensive study of how
oracles affect the understandability of quantum circuits is planned for future work.

e NoOr: Number of oracles in the circuit.

e NoCOr: Number of controlled oracles in the circuit.

*  %QinOr: Proportion of qubits affected by the oracles. For the calculation of this
metric, only the oracle input qubits will be considered affected.

* %QinCOr: Ratio of qubits affected by controlled oracles. The controlled qubit
and the oracle input qubits will be considered affected for the calculation of this
metric.

e AvgOrD: Average depth of an oracle in the circuit.

e MaxOrD: Maximum depth of an oracle in the circuit.

3.7 Measurement Gates

e NoQM: Number of measured qubits
* %QM: Ratio of measured qubits
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3.8 Other Metrics

* %Anc: Ratio of ancilla (auxiliary) qubits in the circuit

3.9 Metrics for Quantum Circuits Calculation Examples

In this section, a couple of examples (Figs.2 and 3) are used to illustrate the
calculation of the metrics proposed in the previous section. Table 1 shows these
calculations when applied to the examples.
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Fig. 2 An example (A) of a quantum circuit
10> 1 L 2
10> o
10
A /L
- VANV

10

T

D
D
N

A
\

N

U

Fig. 3 Another example (B) of a quantum circuit
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Table 1 Metrics calculation for the given examples

Metric Example A Example B Metric Example A Example B
Width 5 5 MaxCNOT 0 3
Depth 10 7 NoToff 0 1
MaxDens 3 1 %QinCNOT 0 0.60
AvgDens 1.20 1 AvgToff(q) 0 0.20
NoP-X 0 0 MaxToft(q) 0 1
NoP-Y 0 0 NoGates 12 7
NoP-Z 0 0 NoCGates 6 7
TNo-P 0 0 %SGates 0.75 1.00
NoH 6 0 NoOr 3 0

9% SpposQ 0.60 0 NoCOr 3 0
NoOtherSG 3 0 %QinOr 0.40 0
TNoSQG 9 0 %QinCOr 1.00 0
TNoCSQG 3 0 AvgOrD 2.00 0
NoCAnyG 6 7 MaxOrD 2 0
NoSWAP 0 0 NoQM 3 0
NoCNOT 0 6 % QM 0.60 0
%QinCNOT 0 1.00 % Anc 0.40 0
AvgCNOT 0 1.20

4 Validation of Quantum Circuits Metrics

This section briefly describes an experiment performed to empirically validate the
metrics proposed in Sect. 3. In different subsections, its design, execution, results,
conclusions, and limitations will be explained.

4.1 Experiment Design

The whole experimental process is based on the methodology proposed in [30].

First, the main goal of the experiment was to validate the set of metrics presented
in Sect. 3. The experimental null hypothesis (Hp) was defined as the quantum circuit
aspects measured by each of the metrics under study do not have an impact on the
understandability of the quantum circuit .

The experiment was carried out online from mid-April until the end of May of
2023 and, as for the experimental subjects, over 600 quantum software researchers
and professionals were sent an invitation to participate in the experiment, but finally,
only 32 of them filled out the online materials, consisting of a set of questionnaires
with a quantum circuit on each of them and questions about that circuit, state change
when some gates were added or removed, results on several qubits, etc. Part of one
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Fig. 4 Spearman’s correlation coefficient results

of the questionnaires can be found as an example in the appendix at the end of the
chapter (see Fig. 12).

4.2 Experiment Results

When trying to apply the typical correlation analyses, we obtained that Pearson’s
coefficient could not be applied as the data did not meet the conditions required
to do so. On the other hand, we could apply Spearman’s correlation coefficient to
the obtained data. When doing so, only one metric showed a statistically significant
result (see Fig.4). It was the metric TNoCSQG that, as mentioned in Sect. 3.3,
counts the total number of controlled single-qubit gates.

As these results had been quite discouraging so far, because only one of the whole
set of metrics had been validated, we decided to use several machine learning (ML)
techniques, such as decision trees [3] and random forests [4], on a discretized and
a non-discretized version of the dataset.

The color code in Fig. 5 puts a green square where a certain metric had a feature
relevance higher than the third quartile related to a certain technique. This implies
that the metric is affecting how the quantum circuit has been understood by the
subjects. It also puts a red square when the feature relevance was lower than the first
quartile and, finally, leaves a white square on the other cases.

Thus, it can be observed that there is a subset of metrics with green squares in
several techniques, which means that they have been validated as good indicators
for assessing the understandability of quantum circuits. These metrics are Depth,
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Fig. 5 Machine learning techniques results
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NoOtherSG, TNoCSQG (confirming the results of the Spearman’s correlation),
Width, and % SGates.

4.3 Experiment Limitations

This experiment has a set of limitations that need to be taken into account. First,
the use of ML techniques for validating the metrics is a different approach from
other metrics validation processes [11]. In this case, several ML techniques were
used, and metrics are validated when they are located in the highest quartile in a
relevant number of cases. Also, the number of experimental subjects (32) is quite
low. Unfortunately, the quantum computing community is still growing, and it is
hoped that we will have more experimental subjects in future replication studies.
Finally, although a methodological approach has been undertaken for the design,
execution, and analysis of the data collected by this experiment, further replication
studies should be conducted to confirm the strength of the conclusions achieved in
this experiment.

5 QMetrics

A tool prototype called QMetrics was created for the automatic calculation of the
proposed metrics. Essentially, it is a Web application that allows for automatically
calculating each of the metrics proposed over a quantum circuit provided by the user.
An example of use is presented in this section, to highlight its main functionalities,
which will be commented on next:

1. Adding a new quantum circuit (optional): The first step to perform the
calculation of the metrics for a given quantum circuit is to add such a circuit,
provided the quantum circuit is not already loaded on the tool. To insert the
quantum circuit, the user must specify its code, generated by QPainter, another
tool that allows the graphical designing of quantum circuits, similar to other tools
such as IBM Composer' or Quirk.> The name of the circuit has to be added too
(see Fig. 6).

2. Selecting the circuit: In the following step, the circuit on which the metrics will
be calculated can be selected from the list of quantum circuits loaded on the tool
(see Fig. 7).

U https://quantum-computing.ibm.com/composer/.
2 https://algassert.com/quirk.


https://quantum-computing.ibm.com/composer/
https://quantum-computing.ibm.com/composer/
https://quantum-computing.ibm.com/composer/
https://quantum-computing.ibm.com/composer/
https://quantum-computing.ibm.com/composer/
https://quantum-computing.ibm.com/composer/
https://algassert.com/quirk
https://algassert.com/quirk
https://algassert.com/quirk
https://algassert.com/quirk

136 J. A. Cruz-Lemus et al.

Here is the JSON code of your cirouit
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Do you want 1o save a new wuit? If you do, simply copy and paste the code of your circuit into the text area, put a name of your choice and click the “Save my cirouit” buttos

Fig. 6 Adding a quantum circuit in QMetrics

1. Introduce your circuit ¥

You can either select a circuit from the list of circuits, or you can introduce a new circuit in the next section.

Available Circuits: [Q Teleportation v]

Fig. 7 Selecting a quantum circuit in QMetrics

3. Visualize your circuit ¥

If you want 1o visualize the introduced circuit, you can visualize it (as it is displayed in QPainter) by simply clicking the “Draw my circuit” button.

Draw my circuit

qlo]

ql1]

2) X X
¥ )

Fig. 8 Visualizing a quantum circuit in QMetrics

3. Visualizing the circuit: The tool provides a component for the visualization of
quantum circuits, using the QPainter interface. Once a quantum circuit is selected
and loaded, it is graphically shown (see Fig. 8).

4. Selecting the metrics to be calculated: After that, the metrics to be computed
can be selected. The user can decide to compute all the metrics or only a subset
of them (see Fig.9).

5. Calculating the metrics: In order to compute the metrics for the selected circuit,
a “Calculate Metrics” is clicked, obtaining a table with the metrics values, as
shown in Fig. 10. The table can be exported to several file formats, such as PDF
or CSV.

6. Visualizing the results: Finally, QMetrics offers some charts to visualize the
calculated metrics (see Fig. 11).
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4. Metric Selector ¥
Use this section 10 select the metrics that will be calculated for your circuit.

Validated metrics Circuit density Single qubit gates Multiple qubit gates All gates
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Oracles

Measurement gates

8 TNoCSQG 8 TNo-P 8 AvgCNOT
8 %SGates @ NoH 8 MaxCNOT
8 %SpposQ 8 NoToff
8 TNoSQG 8 %QinToff
8 AvgToff
8 MaxToff

8 %QInCOr
& AvgOrD
8 MaxOrD

Fig. 9 Selecting metrics in QMetrics

5. Metric Calculator ¥,

M you want 10 calculate the metrics for the selecied Cocuit, then Click the bumon “Calculase Metnics™

Vou can ahvo dow noad the table by selecting 2 file format and clicking the “Dowslosd”
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Fig. 10 Calculating metrics in QMetrics
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6. Metric Analyzer ¥
In this section you will be able to understand, graphically, the metrics that were computed before. You can download the charts by blicking the “Download as POF” button

Ciick the “Analyze Metrics™ button If you want to refresh the chart regarding the current calculation.
Note: If you want a specific metric to not appear in the chart, you must make sure it is deselected before analyzing the metrics.

Percentage Metrics Radar Chart Gate-Count Metrics Bar Chart

R Ot -

’
2
°

) 7 R

Circuit-Size Metrics Bar Chart Avg-Max Metrics Bar Chart

. O oo Arage N Maarm

"
"
e
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o
°
owor Own

Fig. 11 Visualizing the calculated metrics in QMetrics
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6 Conclusions

Establishing solid foundations is crucial when creating new disciplines, such as
quantum software engineering (QSE). One of the fundamental principles of this
new area is the establishment of a QSE that is agnostic with respect to quantum
programming languages and technologies to ensure the quality of quantum software.
The quality characteristics of classical software are still valid in quantum software,
but it is essential to have a set of appropriate metrics, adapted to the peculiarities of
these systems, that are able to accurately measure quantum circuits.

In this chapter, a set of metrics has been defined to measure the understandability
of quantum circuits. In addition, a first empirical study has been presented in which
a subset of these metrics have been validated as indicators of the understandability
of quantum circuits. Finally, a prototype tool capable of automatically calculating
the proposed metrics has been described.

After this first step, there are several challenges on which we will focus our
efforts. The first will obviously consist of future experimental replications to endorse
the conclusions obtained.

Also in the future, it is considered interesting to develop refactoring techniques
for quantum circuits that will allow us to improve their understandability in any new
improved and equivalent version that maintains all the original functionality.

Finally, as stated in the introduction, we consider it crucial to carry out an in-
depth study of the quality of quantum annealing systems.
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Appendix. Example of Experimental Material

See Fig. 12.

O 04:42

q[0]

Q1] m— X -.=

Circuit @

Without modifying the quantum circuit, is it possible to achieve the state |00> (assume the
initial state [00>)? * 13 (1 Point)
O ves

O
L)iNo

O 1o not know

If the gates in the last column were removed, which of the following final states of the
quantum circuit would be possible (assume initial state |00>)?

Note: the last column is, in this case, the column containing the measure gate (it counts!!) *
G (1 Point)

00>

O

"
./
v

')
./

Both |00> and |11>

None of the other options is correct

N
./

'

) 1do not know

Fig. 12 Experimental materials: Part of a questionnaire
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1 Introduction

Over the past few decades, quantum computing has steadily garnered attention
owing to its potentially transformative applications in various fields including
cryptography [1], material science [2], linear algebra [3], and combinatorial
optimization [4], among others. The possibility to vastly improve computational
efficiencies in solving certain classes of problems, compared to classical computers,
has driven significant interest and investment in quantum computing technologies
from both the scientific community and industry.

In recent years the field has reached a new level of maturity, characterized by
the development of more stable qubit systems and increased gate fidelities [5].
The emergence of quantum hardware platforms from academia and industry has
underlined the significant strides made in this direction, creating a foundation for
more advanced research and practical explorations in quantum computing [6].
However, it must be acknowledged that while substantial, these advancements are
but the precursors to a fully fault-tolerant quantum computing potential.

Despite the progress, the current era of noisy intermediate-scale quantum (NISQ)
devices [7] presents significant challenges, including limited qubit connectivity, low
coherence times, and gate cross-talk. Moreover, the reliable physical fabrication
of these devices, especially on an industrial scale, involves considerable hurdles:
ensuring the purity of materials, achieving the precise alignment of nanostructures,
and maintaining the ultra-low temperatures necessary for operation present ongoing
challenges. Another problem is our limited understanding concerning the underlying
principles of quantum algorithms, with a yet limited selection of algorithmic build-
ing blocks available, like the quantum Fourier transformation and the amplitude
amplification. The development of a diverse and comprehensive portfolio of high-
level algorithms is central to advancing the quantum computing field.

These factors naturally lead to the question: What is necessary to advance the
field of quantum algorithms and how can we obtain meaningful results from these
near-term quantum devices given the existing limitations? It is evident that, in the
NISQ era, the fruitful utilization of quantum devices necessitates approaches that
can effectively navigate the noise and errors inherent to current hardware.

In answer to this central question, we propose the necessity of creating an
ecosystem that uses an interdisciplinary approach grounded in the principle of
hardware—software co-design. This ecosystem requires the systematic development
in software encompassing applications, algorithms, and compilers, and a robust
technical infrastructure that is precisely aligned with the intricacies of existing and
swiftly advancing quantum hardware. By establishing a framework where software
development is intricately linked with hardware evolution, we aim to maximize the
utility of quantum computing in its current NISQ stage and beyond. This approach
does not exclude but rather complements hardware-agnostic abstractions that allow
for more generic software development independently of the specific hardware.

In our view, a quantum software ecosystem comprehends all aspects in and
around software designed for quantum computers, e.g., novel quantum algorithms
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designed for specific devices, optimized compilers, pre- and post-processing tools
for results from quantum computations, and the technical integration into existing
high-performance computing (HPC) environments. It includes the whole path from
user perspective over access to actual hardware and, reversely, from the embedded
hardware access to the general availability for different end users.

In this review we first describe a potential vision, how such a quantum software
ecosystem interfaces with the potential end users and with the quantum hardware,
in Sect.2. We then analyze the requirements for an efficient ecosystem from the
conceptual view, focusing on abstract requirements and methods, in Sect.3. In
Sect. 4 we are concerned with the technical implementation of such an ecosystem,
and finally in Sect. 5 we give a concise conclusion and an outlook for the potential
of such a scientifically constructed software ecosystem.

2  Quantum Computing Perspective

Future applications of quantum algorithms have the potential to provide novel
efficient solutions in various sectors. This includes breakthroughs in material
science, such as new superconductors or ultrafast memory, solutions for industrial
size planning problems, applications in cryptography, or the design of new and
more efficient drugs. In the following section we describe how a quantum software
ecosystem supports these aims, by interfacing the applications with the quantum
devices in a comprehensive and user-centered way.

2.1 Achieving the Vision Through the Quantum Software
Ecosystem

As quantum computers continue to develop, it is plausible to predict a scenario
where stakeholders, from academic researchers to industrial partners, gain access
to quantum computational capabilities through cloud platforms. While such cloud
access to quantum devices is already available for a limited number of platforms,
the process is not yet streamlined and has various drawbacks due to the quantum
device imperfections. However, such cloud-based access simplifies the challenges
associated with operating and using quantum hardware, making it more feasible for
a wider range of users.

At the heart of such a scenario, specialized quantum algorithms, devised by
algorithmic developers, will be processed. In order to make these algorithms
compatible with quantum hardware, specialized compilers, developed by experts
in quantum software, will be crucial. These compilers will be responsible for
translating high-level quantum logic into specific instructions, tailored for the
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distinct hardware platforms created by quantum hardware designers. Facilitating
this process is the core responsibility of the quantum software ecosystem.

Furthermore, an integral component of this ecosystem will be the integration of
quantum computers with classical systems. Fast embedded classical computers will
process quantum-classical feedback algorithms within the coherence time of the
quantum computer, especially those related to error correction. Additionally, HPC
frameworks will be instrumental for algorithms that use parameterized quantum
circuits, as these often require intensive computations to optimize parameters in
tandem with quantum processors.

Another component shaping this ecosystem is the principle of hardware—software
co-design. In this paradigm, not only is software adapted to optimally exploit the
capabilities of the underlying quantum hardware, but the design of future quantum
processors is also influenced by application-driven requirements. This bidirectional
feedback ensures that hardware evolution remains attuned to the practical needs and
challenges posed by real-world quantum applications. By closely intertwining the
development processes of both hardware and software, the co-design approach seeks
to accelerate the maturation and optimization of the quantum computing landscape.

After the computations are completed, users will receive their results via the
same cloud interface. This closed-loop system aims to streamline the process of
quantum computing, from input to result retrieval, while maximizing efficiency
and user accessibility. The sustainability and success of this vision are inherently
tied to the collaborative effort between quantum algorithm developers, compiler
specialists, hardware builders, software engineers, and the users themselves.

2.2 Interested Parties and Their Requirements

Research and development in Quantum computing (QC) have accelerated dramat-
ically in recent years. Due to its potential, efforts in QC have attracted different
parties. They are classified as primary and secondary stakeholders. Primary stake-
holders are stakeholders that directly contribute to the development of quantum
computing as shown in Fig. 1.

1. End users: End users are individuals or organizations from different fields
that use or adopt QC for various purposes, e.g., to speed up simulations for
electric car batteries, to predict financial risk in insurance companies, or to
optimize antenna patterns in radar technology. They are influenced by design
and functionality features provided by the QC software researchers and the QC
hardware developers. End users’ expectations, values, and requirements must be
considered to guarantee that the technology is effective and benefits them. The
end users may not know how to write the algorithm and formulate the problem
as a quantum program, but they can express it mathematically and are capable of
post-processing the result of the computation as shown on the left panel of Fig. 1.
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Fig. 1 Schematic diagram of the workflow and the stakeholders that directly use and develop
quantum computing technologies

2. Researchers and developers: They are individuals and organizations that are
directly involved in the development of and research on QC. Currently, research
institutes and universities are the primary sources of this group, but also more
and more large companies and start-ups participate in the development of QC.
These vendors contribute significantly to the advancement of QC, for example,
by developing hardware and software packages for industry and research insti-
tutions. Their role is shown on the right panel of Fig. 1 and includes algorithmic
problem descriptions, compilation, software, and hardware development, such
that the produced results can be post-processed and returned back to the end
users. Hence, their work influences the design and development of technology;
at the same time they must align with the goals of other stakeholders.

(a) Software developers: These include private companies or research insti-
tutions that develop novel quantum algorithms, compilation schemes, and
software interfaces between algorithmic solutions and hardware for QC.
They also explore novel quantum computing architectures and investigate
promising use cases for QC. Due to the noisy nature of current devices, the
development has to take the low-level hardware properties into account to
ensure optimal algorithm execution leading to unique design paradigms. In
this context, it is important to have a clear and precise understanding of the
performance of components and of the impact of physical quantum noise,
which can be characterized by low-level benchmarks.

(b) Hardware designers: The development of physical quantum computers is
crucial. In many cases, hardware advancement is the bottleneck in the field of
QC. Quantum computers are particularly sensitive to noise and errors caused
by interactions with their surroundings. This can lead to an accumulation
of errors, lowering computation quality. Thus, improving the fidelity of the
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hardware operations is critical, even though noise can be tackled to some
extent in software as well (see Sect.3.7). Hardware manufacturers have a
natural interest in making their devices available to a wide range of users.
Some QC hardware is developed by private companies which might restrict
information about the implementation details and restrict access to low-level
control features, a fact that needs to be considered when developing software
at the lower layers of the QC stack.

Secondary stakeholders are interested parties who can influence the future of QC

but contribute indirectly to the workflow in Fig. 1.

1.

Suppliers: They provide the necessary equipment and spare parts to build
QC hardware. These stakeholders should consider requests from researchers
and developers, whose involvement can shape the design and availability of
technology. Semiconductor and chip manufacturers are two examples of this
stakeholder group. The term “enabling technologies” is used in the context of QC
to denote the development of products and enhanced manufacturing techniques
that are not directly related to QC itself but will facilitate breakthroughs in QC
and other fields. Therefore the suppliers play a crucial role in advancing the
ecosystem.

. Regulators and policymakers: They are responsible for the community’s well-

being and ensure that the developed technology boosts innovation. These
governmental entities are also responsible for ensuring that QC aligns with
society’s values and needs, for example by motivating the development of QC
to strengthen the economy and industrial advancement. Hence, they create laws
and regulations for the development and use of QC. In many situations, they
provide state funding for research and development and encourage enterprises to
foster the growth of QC.

. Investors: These are private funding sources that support research and develop-

ment of QC. Investors are interested in the development of QC and expect a
return on investment in the future. Investment in QC has increased significantly
from US$93.5 million in 2015 to US$1.02 billion in 2021 globally [8].
Most investments are made for hardware, but there are also deals for software
promising potential applications in the future.

. Media: Media also play a significant role in the advancement of QC technology.

They shape public opinion, hence raising awareness of QC development and
its impact on society. They also convey the basic principles of this technology
to the general public. Not only the potential, but also the growth of research,
technology, startups, and investment is communicated through media.

Only the collaborative effort between all of these stakeholders will enable

quantum computing to be established as a well-founded technology, where the
quantum software ecosystem should support the communication and form the
baseline for further advancements.
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3 Conceptual View

In this section, we examine the quantum software ecosystem from a more theoretical
viewpoint, focusing on conceptually important ideas and abstracted QC concepts,
which are the main area of scientific research on QC. This conceptual view includes
various topics, as shown in Fig. 2.

At the top of this “stack,” i.e., on the side of the user, is the application or problem
that needs to be solved, and on the bottom of the stack lies the hardware that executes
the necessary QC steps. Those ends are connected by the software, including various
algorithms and compilation schemes. In order to attain the correct results, it is
necessary to handle the noise-induced errors emerging during the computation,
which requires accurate error models for the hardware. One major challenge is the
verification of the various parts of this stack. In the following, we look at each part
of this stack and its role in the quantum software ecosystem.

3.1 Computational Paradigms

The development of a functional quantum computer is a central research goal these
days. There exist different paradigms on how such a machine could look even on a
conceptual level. In this section, we first review the basic principles of quantum
mechanics on which all these quantum computing paradigms rely. Afterwards,
we discuss the most prominent ones, namely the gate-based model and adiabatic
quantum computation. Finally, we briefly mention a few alternatives.

3.1.1 Foundations of Quantum Computing

In this section, we outline the phenomenology that builds the foundation of QC
without elucidating the rich mathematical framework of quantum mechanics that
can be found in many textbooks [9, 10].

A quantum bit, or qubit for short, is a direct generalization of a classical bit
with two additional, inherently quantum-mechanical properties: superposition and
entanglement with other qubits. While a classical bit can only take one of the
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two states 0 and 1, a qubit can be in a superposition of both at the same time.
Mathematically, the state of a single qubit can be expressed as

|¥) = al0) + b|1), )]

where |0) and |1) denote the computational basis states written in Dirac notation
that is convenient in quantum mechanics and a and b are complex numbers with
la|> 4+ |b|> = 1. The probability of measuring the state |0), i.e., a bit 0, is given
by |a|? and analogously for |1) by |b|>. After measurement, the state of the qubit
collapses to only the parts in agreement with the measurement outcome, i.e., |Yg) =
0) or [yr1) = |1). ,

Since a and b are complex numbers, they each contain a phase (a = |ale'?). In
quantum mechanics, only the phase difference ¢ = ¢, — ¢, is relevant; hence the
single-qubit state can be fully expressed by one probability and the relative phase,
or equally by two angles. Thus, any single-qubit state can be visualized as a unit
vector

sin (0) cos (¢)
[¥) = | sin (0) sin (¢) (2)
cos (0)

on the Bloch sphere, which is depicted in Fig. 3. This visualization is also useful
to understand the concept of the computational basis: any two opposite points on
the Bloch sphere can be chosen as the computational basis states |0) and |1) and
changing the basis is equivalent to rotating the qubit state.

A superposition state needs to be initialized using classical information and
after performing a measurement collapses to one of these two states, i.e., back to
a classical bit. Therefore, the input and output are always restricted to classical
bits, but during the computation the full space of superpositions can be exploited.
It needs to be stressed that while a register of N classical bits can describe one
of 2V different states at a time, an N-qubit register can describe any state in a

Fig. 3 Visualization of an 0
arbitrary qubit state called the .
Bloch sphere. The

computational basis states |0) v
and |1) are mapped to the | S
north pole and the south pole 0
respectively. A general state
|v) is fully determined by the y
angles 6 and ¢. Any quantum P
gate on a single qubit
corresponds to a rotation of
the state on that sphere.
Graphic taken from [11]
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continuous region of a 2"V-dimensional vector space. As a consequence, qubits are
tremendously more expressive than bits. Since each measurement can change the
qubit state | ), consecutive measurements of the same qubit in different bases do not
yield additional information, unless one prepares |Y) anew for each measurement.

The second important property of qubits, quantum entanglement, is the ability
of multiple qubits to interfere with one another such that their probabilities become
correlated in a way that is not possible for classical bits. For instance, two qubits
can be entangled in the state |¢) = a|00) + b|11). When measuring the state of one
of the qubits, the result automatically determines the state of the other qubit in the
same computational basis, since, e.g., finding |0) for the first qubit collapses the full
state to |{) = |00).

It is noteworthy that any computation on the full qubit state [y/) acts on all
superposed states at the same time, e.g., on both |00) and |11). This is utilized
by many powerful quantum algorithms that perform computations using precisely
choreographed patterns of interference between superpositions of bit strings, which
together with quantum entanglement realize the quantum computational efficiency.
One needs to remember that measuring all qubits in a register collapses the carefully
computed quantum state to a classical bit string, so care must be taken to prepare
the final quantum state in a way that maximizes the probability of measuring the bit
string that contains the relevant computational result.

Any natural or artificial quantum mechanical two-level system could in principle
serve as a qubit, making the number of possible realizations incredible large.
However, for fault tolerance a hardware platform needs at least to satisfy the
DiVincenzo criteria [12]. It is necessary to have

. A scalable physical system with well-characterized qubits

. The ability to initialize the state of the qubits to a simple state
. Long relevant coherence times

. A universal set of gates

. A qubit-specific measurement capability

| O R N R

These qualitative criteria point out immediately why building a functional quantum
computer remains a challenge to date: on the one hand, satisfying criterion 3
requires decoupling the quantum system from any environmental disturbances. On
the other hand, criteria 2, 4, and 5 demand direct physical access to the system
and, therefore it is necessary to couple it at least to its measurement apparatus and
some control electronics. This ambivalence makes quantum computers inherently
error prone. As of now, no quantum system exists that fulfills all criteria equally, but
recent quantum hardware has reached a level of maturity that allows for small-scale
quantum computations. Platforms that have reached this level are dubbed NISQ
devices.
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3.1.2 Gate-Based Quantum Computing

In this section, we review the paradigm of gate-based quantum computing, which
was the first quantum computing paradigm to be proposed [10]. Here, a quantum
gate denotes the analog of a logical gate in classical computing. In the latter, there
are only two possible gates on a single bit, namely the identity and the negation. By
contrast, any operation corresponding to a rotation on the Bloch sphere, shown in
Fig. 3, represents a valid quantum gate on a single qubit. Therefore, the set of valid
quantum gates is uncountable even for that single qubit.

In order to realize an actually useful quantum computer, it does not suffice to
consider single-qubit rotations. Instead, we need an N-qubit register, and we need
to be able to apply multi-qubit gates on any set of qubits. Fortuitously, it turns out
to be sufficient to have access to just a single maximally entangling two-qubit gate
and to arbitrary single-qubit rotations to achieve universality [13]. In other words,
any quantum gate applied to the N-qubit register can be realized as a sequence of
these elementary gates. There are multiple universal gate sets. In many cases the QC
hardware provides a basic set of gates, which ideally is universal.

One important consequence of quantum mechanical dynamics is that valid
quantum gates must be unitary, i.e., the gate operations are represented by unitary
matrices, which are reversible. Therefore, classical logic gates like the AND-gate,
which has two input bits and one output bit, cannot be implemented directly on
qubits without a second output qubit to ensure reversibility. Another consequence is
that it is not possible to fully clone arbitrary qubit states, turning error correction by
redundancy into a challenging prospect.

A sequence of quantum gates that solves a computational task composes a
quantum algorithm. Quantum circuit diagrams have become established as a mode
of representation, where the individual qubits usually correspond to horizontal lines
on which gate operations are drawn (time runs from left to right) [10]. An example
can be seen in Fig. 4.

) (]
+) o f
0) — | Xz ¥

Fig. 4 An example of a circuit diagram, the most common way to represent quantum programs
today. Horizontal lines correspond to qubits. Gates are represented by special symbols or boxes
with labels. Double lines indicate classical information, which can represent results of the circuit.
But they can also be used to condition the application of gates on measurement results, a technique
called feed-forward
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3.1.3 Adiabatic Quantum Computation and Quantum Annealing

Around 2000, a new computational concept based on quantum mechanical prin-
ciples was developed, the adiabatic quantum computation (AQC) [14]. The
underlying adiabatic theorem is a fundamental result in quantum mechanics,
originally formulated in [15]. The AQC paradigm is different to the “conventional”
quantum computing in the way that it does not provide a universal programmability
straightforwardly in terms of implementing quantum gates to form quantum circuits.
It rather represents a single algorithm whose input data can be varied. Nevertheless,
the authors of [16] and [17] have shown that QC and AQC are equivalent in the
sense that each can efficiently simulate the other. We briefly summarize the main
background of AQC here, but for a more detailed review, we refer the reader to [18].

Given two related quantum systems, the rapid transfer from one to another might
cause the system to change its state from their lowest-energy state, i.e., the ground
state. However, by applying an adiabatic evolution process instead, which means
a sufficiently slow transformation according to the adiabatic theorem, the system
can remain in its instantaneous ground state with high probability. By encoding a
mathematical optimization problem in the target quantum system, where the energy
states represent the feasible solutions, we could thus obtain the minimal solution to
the problem.

The first company that strived to build quantum systems based on AQC and made
them commercially available was D-Wave Systems Inc. They implement the trans-
verse field Ising model [19, 20], established by Ernst Ising, using superconducting
loops to form qubits in a quantum system [21]. A current flow induces a magnetic
flux in these loops, pointing either up or down or being in a superposition of both.
Due to couplings of the loops by joints, the qubits interact with each other pairwise,
where the strengths of the interactions can be adjusted with external magnetic fields.
This way we can encode a quadratic function over binary variables, with linear
and quadratic terms weighted according to the magnetic field strength. Finding the
solution for such a quadratic unconstrained binary optimization (QUBO) problem
is hard on classical computers. More precisely, its corresponding decision problem
belongs to the class of NP-hard problems. This also means it relates to a large
number of other problems, which can easily be transferred into a QUBO and
therefore solved with these machines, at least in theory.

Although empirical studies like [22] provide hints that the output of the devices is
in general close to the optimal solution, it is, however, not guaranteed to be achieved,
nor is the success probability known in advance. Several physical restrictions
prevent the realization of the theoretical concept of the adiabatic theorem, which
only applies if ideal conditions prevail. One obstacle is, for instance, the shielding
against environmental noise, which is never entirely achieved. Therefore, the term
quantum annealing (QA) has been established, in reference to the classical heuristic
simulated annealing, to distinguish the theoretical concept from the heuristic process
performed by the corresponding devices [23]. In general, quantum annealing
is repeated several times with the same configuration to obtain a sample set of
solutions, and from those the best one is extracted.
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3.1.4 Others

The gate-based model and quantum annealing are without question the leading
quantum computing paradigms. However, there exist alternative paradigms that turn
out to be computationally equivalent to these mainstream approaches. For example,
a paradigm called one-way quantum computing is pursued in the context of photonic
quantum computers [24]. As photons hardly interact in nature, they can have enor-
mous coherence times (one detects coherent photons from other stars regularly),
but it is a challenge to perform two-qubit gates between them for the same reason.
In order to circumvent this issue, an elegant idea that relies on the Knill-Laflamme-
Milburn proposal [25] is to prepare all entanglement non-deterministically first. If
successful, then the computation is proceeded by measurements and single-qubit
rotations only, i.e., by avoiding any further interaction [26]. However, functional
one-way quantum computing has not been demonstrated yet.

Another universal approach for quantum computation is quantum random walks,
or short quantum walks, a quantum mechanical analog to the classical random
walk [27, 28, 29, 30, 31]. They can either be discrete-time [32] or continuous-
time [33], and they are studied in the context of machine learning [34, 35] and
photosynthesis [36]. Both versions can again be extended to non-unitary evolution
by a joint generalization of quantum and classical random walks, called quantum
stochastic walks [37, 38, 39]. In contrast to the completely coherent quantum walk,
quantum stochastic walks give rise to a directed evolution.

3.2 Hardware

In 1936, Alan Turing proposed a conceptual blueprint for a universally pro-
grammable computer [40]. This event became the child birth of modern computer
science. However, as the direct physical implementation of the “Turing machine”
would be impractical, a huge variety of different hardware platforms were used to
realize different computational models. This early time of modern computer science
came to a sudden end with the invention of the transistor [41]. Since then, the
development of classical computers has relied on the same key building blocks but
miniaturizing them.

In close analogy to these early days of classical computing, there exists a huge
variety of candidates for quantum computing hardware—the current status of quan-
tum computer development resembles the construction of the Z3 by Konrad Zuse
rather than building modern HPC systems. A rather broad overview of hardware
platforms, including a classification with respect to the state of development,' can be
found in [42]. In the following, we focus on the most developed platforms according
to this study, which are depicted in Fig. 5.

! Due to the status of the year 2020.
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Fig. 5 State of development of different hardware platforms according to [42]. In this study, the
platforms are classified into five different levels from satisfying the DiVincenco criteria (level A),
to demonstration of high fidelities (level B), to the demonstration of quantum error correction
(level C). The levels D (execution of fault-tolerant operations) and E (running fault-tolerant
algorithms) have not been achieved by any platform so far

Generally speaking, there are two different classes of qubit candidates: natural
quantum systems like neutral atoms, ions, or photons [25, 43, 44, 45], and artificial
quantum systems like superconducting circuits or other solid state architectures [46,
47, 48, 49]. The state-of-the-art leading hardware platforms are based on trapped
ions and planar transmons; the latter is a specific version of superconducting circuits.
These platforms achieved the level of development C in Fig.5, i.e., they allow for
the demonstration of quantum error correction.

Superconducting integrated circuits are viewed as one of the most promising
hardware candidates [50]. These circuits are put onto a chip that needs to be cooled
to cryogenic temperatures, i.e., a few tens of mK, and they are controlled with
electromagnetic fields in the microwave range. Even for this specific architecture,
there is a variety of different qubit designs. However, all these designs share the
same key ingredient, namely the Josephson junction [51]. This is a nonlinear
element leading to a non-equidistant energy spectrum of the circuit. This property
is crucial to address two quantum states as the computational states individually.

There are two mainstream types of superconducting qubits, i.e., charge qubit-
[52, 53, 54] and flux qubit [55, 56, 57]-derived designs. To date, the primary
representative of charge-derived qubits is the planar transmon, due to its suppressed
sensitivity against charge noise at the cost of small anharmonicities in the level
splittings [54, 58]. It operates at a sweet spot with rather long coherence times and
a good reproducability of the qubits. The main benefit of planar transmons is their
rather straightforward scaling in qubit numbers; the challenge here is to maintain
the controllability of the individual qubits and to keep high-fidelity operations
when scaling up. Transmons are typically considered for implementing gate-based
quantum computing. One draft of a corresponding chip is shown in Fig. 6, where
the planar transmons are arranged in a two-dimensional square lattice with nearest-
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Fig. 6 Sketch of the
KQCircuits chip design by
the company IQM Quantum
Computers (courtesy of IQM
Quantum Computers)

neighbor interactions. Control and readout lines are connected to the qubits from
below.

Flux qubits consist of superconducting loops that are interrupted by an (effec-
tively) odd number of Josephson junctions. Their computational states are encoded
in the magnetic fluxes that are induced by clockwise and anticlockwise circulating
currents. By design, they share a lot of similarities to superconducting quantum
interference devices (SQUIDs) [59]. Flux qubits can be coupled easily via mutual
induction with coupling constants up to ultra-strong coupling if needed. This makes
them an auspicious candidate for quantum annealing, and possibly for specific
quantum simulation applications. In comparison to planar transmons, flux qubits
are easier to couple, but it is harder to reproduce them reliably.

Apart from technical challenges, one of the main drawbacks of superconducting
qubits is their limited connectivity: only nearest neighbors are directly coupled and
hence two-qubit gates can only be applied between them directly. If a gate-based
quantum algorithm needs gates between qubits that are not physically connected,
one needs to perform the desired logical gate by swapping the qubit state through the
intermediate qubits. This process produces a serious overhead in circuit depth. For
quantum annealing, the limited connectivity becomes even more serious, because
general optimization problems require strongly connected problem Hamiltonians.
Therefore, embedding the desired problem Hamiltonian on the actual hardware
becomes a nontrivial task [60]. Moreover, as superconducting qubits are artificially
made, every single qubit has slightly different parameters than the others, an issue
that needs to be tackled by optimal control theory [61].

With up to about 20 qubits, the best performing quantum computer is a chain
of isotopically pure ions in a linear Paul trap.> The ions are trapped in an ultrahigh
vacuum using electromagnetic fields in a quadrupole geometry such that they form
a one-dimensional crystal [62, 63]. No cryogenics are needed; the trap operates
at room temperature. In contrast to superconducting qubits, the ions in the trap

2 Named after Nobel laureate Wolfgang Paul.
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are coupled via the long-range Coulomb interaction, leading to a natural all-to-all
connectivity of the qubits. In comparison to other hardware platforms, the relevant
coherence times are high, and the gate quality is excellent.

Unfortunately, the design of the linear Paul trap does not allow for a scaling
to large qubit numbers for two reasons. On the one hand, adding more and more
ions into the trap deforms their arrangement; the ions start to form two-dimensional
structures instead of a well-controlled chain. On the other hand, an effect called
frequency crowding becomes more and more dominant, such that the system
becomes uncontrollable [64]. Therefore, the main challenge for trap ion-based
quantum computing is the scaling to larger qubit numbers. One ansatz is to combine
several linear Paul traps via photonic links [65]. Here, the quantum information
needs to be converted from the ions in the trap to photons that are transmitted
through a fiber, and then it is converted back to the ions in another trap. This process
makes quantum computing with trapped ions enormously slow, because every single
conversion only succeeds with limited probability. A different strategy is to use
two-dimensional surface traps instead of linear Paul traps [66]. Here, the second
dimension is used to shuttle the ions during the computation to different zones on
the chip, depending on their current purpose (performing a gate, readout, etc). In the
gate zone, the surface trap mimics the linear Paul trap with its advantages locally.
A photograph of such a surface trap is shown in Fig. 7. However, surface traps have
not yet been able to demonstrate the same quality as linear Paul traps.

In this section, we discussed the benefits and drawbacks of the furthest devel-
oped hardware platforms to date, namely superconducting circuits and ion traps.
However, as the field develops rapidly, other platforms may take over in the
future. But even in this case, the substantial challenges to build functional quantum
computers will probably remain during the coming decades [7]. Therefore, any
near-term quantum software ecosystem needs to incorporate the specific hardware
restrictions that are present or that are expected to remain in the near future. For
example, one requires additional compilation techniques to run a desired quantum

Fig. 7 Photograph of the
surface trap chip design by
the company eleQtron
(courtesy of eleQtron)




158 A. Basermann et al.

algorithm on a superconducting qubit platform due to its limited connectivity, as
on ion-trap platforms with natural all-to-all connectivity. Conversely, if a given
quantum algorithm can be easily embedded on the connectivity graph of the
superconducting chip, then this platform might be preferential because of the larger
qubit numbers that can be achieved. In the long term, as soon as universal fault-
tolerant quantum computers are realized, the necessity to keep track of the specific
hardware limitations by designing a quantum software ecosystem will become less
and less important.

3.3 Applications

Quantum computers have enabled advancements in a range of applications, starting
with well-established domains such as database search and factorization using
Grover’s and Shor’s algorithms. These have a proven potential in enhancing search
capabilities and disrupting traditional cryptographic methods, respectively, but
require a level of fault tolerance not yet reached on quantum devices.

Beyond these utilities, quantum machine learning is emerging as a noteworthy
area of application [67, 68], enabling advancements in categorization, learning
tasks, and the solution for partial differential equations. However, it is on the
intermediate timeline where quantum simulation and optimization are drawing
heightened attention. Quantum simulation facilitates the study of quantum systems,
promising more accurate modeling of atomic and chemical processes, with applica-
tions in material science, quantum chemistry, and drug design. In parallel, quantum
optimization provides avenues for solving complex problems more efficiently,
finding its relevance in logistics, finance, and more.

In the forthcoming sections, we narrow our focus on quantum simulation and
optimization, as these represent the realms where quantum computing is expected
to offer significant advantages in the near term.

3.3.1 Simulation

Digital quantum simulation (DQS) represents a notable application for future quan-
tum computers, focusing on simulating quantum systems with universal quantum
computers. Richard P. Feynman originally suggested this application [69], later
formalized by Lloyd [2]. DQS is of particular significance for studying quantum
materials like superconductors and topological insulators, which prove challenging
for classical simulations.

Emergence, described as the rise of new system properties from the fundamental
interactions of its components, has been evident in quantum phases and is directly
connected to the existence of strong quantum fluctuations and entanglement.
Traditionally, the examination of such phenomena relied on resource-intensive
experiments, which explored only a limited range of parameters, including material
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composition and external electromagnetic fields. Theoretical modeling and simu-
lation can significantly conserve resources and is pivotal for advancing material
science. Yet, simulations of quantum models on conventional computers face
challenges due to the exponential scaling with system size. Classical simulations
on modern HPC hardware are capable of describing non-equilibrium dynamics in
quantum dots [70], of 1D quantum systems [71], as well as 2D systems [72, 73],
but with strong limitations in the simulatable system size.

DQS employs quantum computers to efficiently simulate quantum systems.
However, the current state of DQS struggles to match the capabilities of con-
ventional HPC. Advancements in the present NISQ hardware require innovative
quantum algorithms like the variational quantum eigensolvers (VQEs) [74], which
capitalize on the increased expressiveness of quantum computers [75]. Ongoing
research is centered on assessing the strengths and weaknesses of various hardware
platforms concerning their potential DQS applications [76].

3.3.2 Optimization

Optimization problems appear in all fields where resources are limited, for instance
in engineering, economics, computer science, and many others. The development
of efficient solution methods and answering the question as to whether these
actually exist is the essential part of the research in mathematical optimization and
complexity theory. A very important and well-studied class of problems are the
NP-hard ones, which are, loosely speaking, those problems that cannot be solved
efficiently using classical computation. This situation cannot be alleviated simply by
increasing the computational resources of classical computers. This naturally calls
for the exploration of different, more powerful computational models. And the hope
is that quantum computation steps into the breach due to properties of superposition,
entanglement, and quantum parallelism.

As explained in Sect.3.1.3, quantum annealing is a tailored method to solve
discrete optimization problems. Several studies have shown the practical feasibility
of this approach in different research areas, e.g., for the optimization of flight routes
[77], flight gate assignments [78], and satellite scheduling [79]. However, due to
their heuristic nature, the actual practical advantage of the quantum annealers over
dedicated classical approaches, including approximation algorithms and heuristics,
is still under discussion.

Besides the optimization-tailored QA, also algorithms for the gate-based quan-
tum computing concept have been developed, like quantum approximate optimiza-
tion algorithm (QAOA) or Grover search, which we elaborate in the next section.
However, due to currently too limited available resources, their performance on
interesting industrial applications still needs to be evaluated in the future [80].
To investigate the capabilities of all such approaches systematically, they need to
be integrated into a full software environment that allows for quickly formulating
different applications and for benchmarking the results of the quantum devices
against several classical approaches.



160 A. Basermann et al.
3.4 Algorithms

The application cases described in Sect.3.3 can also, in principle, be solved on
classical computers. In order to gain a speedup over these classical approaches by
using quantum computers, efficient quantum algorithms are necessary. While many
promising algorithms already exist, there is active work on expanding the existing
toolbox. A quantum software ecosystem must provide a library of algorithms that
end users can access and must also support the development of new algorithms for
domain and quantum experts.

The development of novel quantum algorithms faces two main challenges:
Currently, there is much less experience in realizing quantum algorithms as software
than for classical algorithms, and in order for quantum algorithms to be viable, they
need to provide a significant asymptotic speedup over existing classical algorithms.
The following section provides a selection of important quantum algorithms, many
of which provide super-polynomial speedup. A more extensive overview can be
found in [81].

3.4.1 Powerful Algorithms for Fault-Tolerant Devices

Table 1 lists some of the most promising quantum algorithms [82], which are
expected to provide a quantum advantage on fully fault-tolerant QC. One such
algorithm is Shor’s algorithm for the prime factorization of large integers with super-
polynomial speedup compared to the classical counterpart. Shor’s algorithm is based
on the quantum Fourier transformation and connected to the more general class of
hidden subgroup problems, which include e.g., discrete logarithms and Gauss sums.
Grover’s algorithm searches through an unsorted list with a polynomial speedup.
The quantum phase estimation algorithm approximates eigenvalues of a given
Hamiltonian. Furthermore, a quantum computer can efficiently perform quantum
time evolutions and SLE can be solved with the algorithm by Harrow et al. [3]. A
variety of other quantum algorithms, such as the Deutsch-Jozsa algorithm [83], the

Table 1 Examples of promising quantum algorithms for fault-tolerant QC

Algorithm Application case Complexity Classical complexity

Shor Prime factorization of integer O(N?log N) O(exp(1.9N1/3 x
with N bits (log N)?/3))

Quantum Fourier | Fourier transform with N O((log N )2) O(NlogN)

Transform amplitudes

Grover Unsorted search on N items OK/N) O(N)

Quantum Phase Eigenvalues of unitaries up to O(1/e) O(N?)

Estimation error €

Harrow-Hassidim- | Solving SLE with N eq. and O(k? log N) OKN)
Lloyd condition number k
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Table 2 Examples of promising quantum algorithms for NISQ devices

Algorithm | Application case Complexity Classical
VQE Eigenenergies and -states Heuristic, often O(NP) O(eM)
QITE Ground state preparation For highly local Hamiltonians O(N?) | O(eM)
QAOA Combinatorial optimization Heuristic, potentially O(N?) 0N

Bernstein-Vazirani algorithm [84], and the Simon algorithm [85], have been found
as well, but won’t be discussed here in detail.

3.4.2 Hybrid Algorithms for Noisy Intermediate Scale Devices

Fully fault-tolerant quantum computers are not expected to be built in the near
future. Therefore, great effort is put into researching efficient algorithms for NISQ
devices, where the focus lies more on achieving quantum advantage over classical
devices than on the best asymptotic performance. Many of these algorithms are
heuristic and an asymptotic speedup is expected in special cases [86]. Some
promising approaches in this area are listed in Table 2.

One general strategy to bring useful quantum algorithms on NISQ devices is
hybrid computation, where only the part of the problem that gains most from
quantum hardware is solved on such, while the remaining problem is solved on
a classical device. One example of this is variational quantum algorithms (VQAs),
most famously VQEs [87]. The idea of VQAs is to use a parameterized circuit on
the quantum processor to prepare highly entangled states in the exponentially large
Hilbert space and perform measurements on them. The classical processor evaluates
the measurement results and adapts the parameters of the quantum circuit in order
to improve the result. For instance, VQEs minimize the energy to find the ground
state. Various adaptions of this approach are being researched at the moment, such
as searching for excited states by optimizing the energy to be in a certain range or
by enforcing orthogonality to the ground state. Furthermore, ground states can be
prepared efficiently for highly local Hamiltonians by using quantum imaginary time
evolution (QITE) [88].

The QAOA [89] is used to solve combinatorial problems by encoding them
as a Hamiltonian with bit strings as representations of the possible solutions. The
QAOA applies time evolution of a mixer Hamiltonian and problem Hamiltonian in
alternation to find the bit string that minimizes the problem Hamiltonian expectation
value.

A central challenge with performing these optimization algorithms in polynomial
time is the risk of converging to local minima. It is important to extend the scope
of these algorithms and facilitate an infrastructure where a hybrid compiler (see
Sect.3.6) can efficiently select which parts of a given problem to solve on the
quantum device with quantum speedup.
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3.5 Software Engineering

The goal of software engineering is the efficient development of high-quality
software through scientific methods and precise processes. In this context, we
understand software to be a structured collection of program code, documentation,
quality assurance measures, artifacts, and, where applicable, other data required to
execute the programs. All software is written to perform specific tasks that can
be described in the form of user stories: A user wants to achieve a goal with
the software. The value of the software therefore lies in the efficient and reliable
achievement of these goals.

Quantum software fits the above scheme just as well [90]. At this level of
abstraction, the only difference is that quantum software contains parts that are
executed on a quantum computer. As described above, quantum computers are
particularly suitable for difficult problems, and the applications institutions, such as
the German Aerospace Center (DLR),? are particularly interested in having a strong
interdisciplinary character and will have a large scope. An efficient, structured
approach and an integrated quality assurance strategy will therefore be essential
in the near future.

In the following, we take a closer look at the aspects of software engineering
where we recognize specific requirements of quantum computing or which, in our
view, are particularly important in this context.

3.5.1 Requirements

A particular challenge in the development of software for quantum computers is the
collection and specification of requirements [91]. It can differ significantly from
classical software requirement engineering [92].

The first step is to describe the primary requirements. In our experience, this is
done in collaboration with domain experts who often have little experience with
quantum computers. Finding a common understanding of the problem to be solved
is tedious, but always worthwhile. Subsequently, a precise mathematical formulation
must be worked out that allows the mapping of the application to an existing
quantum algorithm or the development of a new one.

The joint elaboration not only helps the software engineer to find a solution
approach, but also gives insights into quantum computing to a wider circle of
interested people. This experience building within the organization, but also within
the ecosystem as a whole, is something we have recognized as having its own
value [93, 94].

Secondary requirements arise from the primary ones, e.g., requirements on the
size of the system via the input data. The requirements must be considered together

3 www.dlr.de
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with the expected limitations of the hardware, a step that admittedly often leads to
disillusionment and requires several iterations at this point. For instance, at DLR
there is a huge gap between the problem sizes that quantum computers can handle
and the massive computing tasks that arise in engineering questions. However, we
must and can already set the course for future advantages in our fields of application.
Despite or precisely because of the current hardware-related limitations, scalability
must always be considered in quantum software development. There is great value
today in demonstrating an algorithm that can solve small instances of difficult
problems if it “only” needs to be scaled in the future; see [95, 96, 97] for the
example of Shor’s algorithm [1]. In contrast, it seems questionable to implement a
highly optimized algorithm that does not even theoretically scale to large instances.

3.5.2 Software Design

Software design is always about defining the architecture, components, and their
interfaces. In the design of quantum software, a dimension is added that is very
important. It is necessary to decide which parts of the program are to be calculated
on a conventional computer and which on a quantum computer. In this context, one
also speaks of a quantum processing unit (QPU), which can take over specific tasks.
Not every task is well suited for a QPU, and it does not currently look as if quantum
computers will completely replace conventional processors.

Once it has been determined what is to be computed where (which includes in
particular the choice of a quantum algorithm as discussed above), a specification of
the data exchanged between the conventional and quantum parts must be made. A
hardware-aware concept is required in order to feed data of a certain accuracy from
a classical computer system reliably and accurately into a specific quantum circuit.
Speed requirements here depend on the integration of the quantum hardware with
the classical hardware and on the algorithm to be executed. Some hybrid algorithms
require communication between the classical and the quantum systems within the
coherence time. The challenge here is to define abstract layers in the software design
so that software solutions for reliable and accurate data communication between
classical and quantum system are at least partially reusable.

A conceptual separation of software into hardware-specific and -agnostic parts
increases the reusability of the software we develop. It is important to understand
that, although we use very low-level methods to get the most out of our quantum
computers, we aim to develop software and methods that are useful in the long
term. Therefore, reusability is an important criterion.

Interfaces must be defined for the transfer of data. At present, there is practically
no distinction between program code and data on the quantum computer. Input data
is transferred via program code for preparing the data [98], which can be very
hardware-specific; see [99, 100] for examples on ion traps. We expect that future
abstractions will facilitate data transmission.

The development of suitable data types on quantum computers is still in its
infancy. A lot of research and standardization is still needed here. However, it is
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already apparent that, even for integers, the type of encoding has a major influence
on the performance of quantum computers [101]. Possible choices are amplitude
encoding or basis encodings like binary encoding, one hot encoding, and domain
wall encoding [102]. More ways to encode classical data into quantum states are
considered in the context of machine learning; see, e.g., [103]. They affect the
performance mainly due to the strong noise of current models, so any form of
resource optimization can help a lot.

In many engineering applications, decimal fractions are of course required,
which, depending on the required resolution, generate a very high resource require-
ment by today’s standards (measured in number of qubits). It can therefore be
worthwhile to choose an algorithm that is formulated in data types that fit well with
a quantum computer.

Finally, a good design process for quantum software includes simulations of the
program and, if possible, test runs on available hardware. It allows challenges to be
identified and the design to be adapted if necessary. A rigid approach here is even
more doomed to failure than in conventional software design.

3.5.3 Models and Representation

Let’s take a look at current ways of representing quantum software, or rather pro-
gram code for quantum computers. At the moment, mainly low-level descriptions
are used. Even in most recent publications we are still on a level where quantum
algorithms are described via elementary gates and quantum circuits. Internally,
these circuits can be represented as a list of gates, directed acyclic graphs (DAGs),
path integrals/phase polynomials, or decision diagrams. Low-level languages such
as OpenQASM [104], cirq [105], and qiskit [106] have become established as
descriptions by a user and as interfaces between tools. Despite some attempts to
create more high-level quantum programming languages, e.g., Q# [107], Silq [108],
or qrisp [109], none of these is currently widely used (for various reasons). In
the long term, however, there is no way around the introduction of more powerful
language constructs in our view. It will be crucial that these find a natural way
to represent the special capabilities of quantum computers. Although perhaps only
years of programming experience will make natural programming languages for
quantum computers possible, we want to support developments in this direction at
an early stage.

In the context of compilers in particular, intermediate representations (IR) are
also introduced as an intermediate level between the abstraction layers of the
programming language and the machine language. Examples are QIR [110] and
QSSA [111]. The formulation of quantum-specific optimization steps on this level
is a subject of current research, which we will discuss in Sect. 3.6. We should also
mention that other established tools of conventional software design are currently
translated to and tried in the context of quantum computing, e.g., the unified
modeling language (UML) [112].
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3.5.4 Software Testing

Software testing is part of the software development process that aims to ensure
the quality and reliability of the software. There are different types of tests, and
common categories are unit tests (testing small components), integration tests,
functional tests, and acceptance tests (checking fulfilment of requirements). Tests
are artifacts (code or instructions) that are executed automatically or manually. In
contrast, verification relies on formal proofs which employ static code analysis, and
benchmarking is concerned with the quantification of the performance of software
and hardware. We look at verification and benchmarking in more detail in Sect. 3.8.
We emphasize that testing is about finding programming bugs, not hardware errors,
whose treatment we discuss in Sect. 3.7. However, we investigate how the methods
developed for handling hardware errors can also be adapted to testing.

Given the above definition of testing it is clear that future software for powerful
quantum computers will also need to be tested. It is important to do basic
preliminary work already now, before the hardware allows complex software to
run. And research in this direction has indeed started [113, 114, 115, 90]. This
ensures that the reliability of software does not become a bottleneck in future
developments of QC. It is particularly important because in QC the transition from
low-level circuits to high-level programs mostly still lies ahead of us. And testing
is an exciting research topic in the field of quantum software engineering because
quantum-specific phenomena have to be taken into account.

It is obvious that facts like the no-cloning theorem [116] are obstacles in testing
programs. Classical approaches that often use copying implicitly need to be adapted
in order to apply them to quantum software. The fact that in general measurements
in quantum theory disturb the observed system also complicates state monitoring.
This severely affects the possibilities for runtime tests on quantum computers (see
e.g., [117, 118]), and further research in this direction will be necessary.

Furthermore, what constitutes a typical error is quite different between classical
and quantum programming. Due to the difference in the computational model there
are even programming errors that are not meaningful in classical programming, e.g.,
when they affect only the phase of the state. It is therefore necessary to conduct
studies on what bugs are typical in quantum programs [119, 120]. Such studies
can be very programming language-specific, i.e., tailored toward Q# [121]. Only
with knowledge about typical bugs is it possible to then develop good tests that
detect as many of them as possible. A useful tool here is the creation of benchmark
collections, as well as the automatic generation of test cases.

It is necessary to define tests that circumvent the abovementioned quantum-
specific challenges, and are still meaningful. And this leads to further research
questions, such as the definition of meaningful measures for the significance of tests.
Once more and more quantum software is written, guidelines for writing reliable
code and informative tests which are based on the above research will be very useful.
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3.6 Compiling
3.6.1 Gate-Based Quantum Computing

Like conventional computers, quantum computers also implement a finite set of
elementary basic operations, the gates already mentioned above. Different sets of
gates have become accepted for the description of quantum circuits [122, 123, 10].
If a gate set enables an efficient approximation of any unitary operation, we call it a
universal gate set. By efficient here we mean that the new length of the circuit scales
polynomially with the original circuit length when switching from any other gate
set.

On the one hand, convenient gate sets are used for the theoretical description
of quantum algorithms. These sets in general contain significantly more gates than
necessary, are useful in the context of fault tolerance, and might also contain larger,
undecomposed blocks. On the other hand, each hardware platform implements
different, sometimes very limited, gate sets. A major restriction results, for example,
from limited connectivity, which means that the two-qubit operations provided
are not possible for every pair of qubits. However, some hardware platforms, in
particular ion traps, provide native multi-qubit gates that allow this issue to be
circumvented; see also Sect. 3.2.

The transition from one description of the quantum circuit to another is called
transpiling. Specifically, the transition from a general unitary to a set of elementary
gates is called synthesis. Both transitions are core tasks of a compiler. Furthermore,
the compiler, just like its conventional analog, has the task of customizing the
output to the specific hardware as best as possible. In summary, the requirement
of a compiler is producing correct, efficient, and hardware-compatible output, as
explained in more detail below.

The typical compiler architecture can be divided into individual steps (passes),
which are connected in series as a pipeline where each step transforms the quantum
circuit. The best order is not obvious and passes can also be repeated at a later point
in the compilation. Typical transformation steps include:

* Synthesis. Larger operations need to be decomposed into a universal set of basic
gates. Small operations can be decomposed optimally with regard to a certain cost
function, while synthesis of larger operations will not yield optimal solutions in
general.

* Routing. The circuit needs to be rewritten in a way that contains only gates that
are natively supported by the hardware. In particular, multi-qubit gates can only
act on qubits that can interact physically. Even qubits that might not be part of a
calculation can mediate the interaction.

¢ Optimization. The overall circuit can be optimized with regard to some cost
function as well. Here the input and the output are both decomposed circuits. We
discuss this point in more detail in the following.
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Various objective functions for circuit optimization are conceivable and are
used. For example, the number of certain gates (e.g., controlled-Not gate, T
gate), the depth of the circuit (related but not identical to the runtime), or the
expected noise on the final state can be minimized. Of course, one can also try
to maximize algorithm-specific performance, e.g., the probability of success. The
problem of optimizing a circuit with respect to a particular objective is generally
very difficult [124, 125, 126], such that there is no efficient algorithm to find the
global minimum except for small circuits. Some approaches are based on meet-
in-the-middle [127] or satisfiability (SAT) solvers [128]. For larger circuits only
heuristic algorithms are feasible; see, e.g., [129]. For the optimization passes
there are promising research approaches to transfer the conventionally established
methods based on IR to quantum compilers.

Deciding whether the result of the compilation is indeed efficient on actual
devices is not obvious. Since the global optimum is generally not known, one can
only compare the result with other reference compilers. However, this comparison
depends strongly on the circuits. It is important to use balanced benchmark suites,
for example, the Arline Benchmark suite [130]. Further developments in this
direction are foreseeable.

The development of compilers of hybrid programs has a major impact on the
possibilities for optimization. Such hybrid compilers are compilers that do not
generate pure quantum circuits, but executable code on conventional computers
that contains calls to a QPU [131]. This results in strong optimization potential
because the compiler can automatically decide whether the calculations are better
computed on the QPU or on a conventional computer. Furthermore, it is even
possible to apply hybrid simplification rules, which, e.g., move individual operations
from the quantum circuit to conventional pre- or post-processing [132], where they
can be combined and simplified with established methods. The goal is to leave
only the essence of the quantum algorithm in the quantum circuit. These hybrid
simplification rules in particular can benefit from the established concept of IR.

Another motivation for hybrid compilers is a closer coupling of the central
processing unit (CPU) and the QPU. In particular, hybrid quantum algorithms
such as VQAs [87] benefit greatly from an efficient coupling of conventional and
quantum systems. Here, experience in GPU programming (e.g., CUDA [133])
can be built upon. In the future, abstract language constructs should simplify
and unify the use of different hardware architectures. QPU and CPU codes are
developed in a common project folder, where calls to the QPU are controlled
via synchronous and asynchronous commands. Efficient interfaces and protocols
must be developed for uploading data and code to the QPU and downloading
measurement results. The QPU code may not only contain quantum operations but
also increasingly complex dynamic operations that directly process measurement
results and influence subsequent quantum operations. This feed-forward approach
opens up exciting possibilities for new experiments, and it is essential in the
measurement-based model of quantum computation [134]. The close coupling of
a CPU and a QPU is flanked by development work aimed at integrating quantum
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computers into HPC environments; see [135, 136]. The experience with these
prototypes will influence the necessary standards.

As mentioned, we require the correctness of the compiler, i.e., a proof that
the output corresponds in functionality to the original input, possibly in human-
readable form. However, it is known that the general equivalence test problem for
quantum circuits is not efficiently solvable, as it is in the class of QMA-complete
problems [137], which are, loosely speaking, those problems that are hard to
solve for quantum computers. This means that we have little hope of proving the
correctness of the final result. What we can do instead is to prove the correctness
of the process. The compiler is correct if it only applies correct transformations.
And for each individual transformation, it is possible to show correctness. When
we speak of heuristics in the compiler pipeline, we mean procedures that do not
necessarily lead to improved circuits but which nevertheless output a correct circuit
in every case.

In addition to the described methodology, some approaches attempt to prove
the equivalence of circuits. Although they suffer from an exponential increase in
resources (time or memory), they can still deliver results for “simple” circuits. We
refer the interested reader here to the literature [138, 139, 140].

3.6.2 Quantum Annealing

Although quantum annealing (QA) is a different computational model and therefore
poses its own challenges, compiling in a certain sense is also needed here: quantum
annealers can only process a very specific optimization problem, in case of D-
Wave, a restricted version of the Ising problem [60]. Programming such devices
essentially means providing the problem-defining parameters. However, exemplary
applications from industry and research, cf. Sect. 3.3.2, show that there is in general
no trivial way of obtaining these parameters. Several transformation steps from the
original problem formulation to the native one of the device are required. A compiler
handling these different abstraction layers would make the technology available for
various users with different levels of expertise in QA.

From a mathematical point of view, the step from an arbitrary discrete opti-
mization problem to a general Ising problem is solved and can be done using a
set of standard methods. However, a complete software suite implementing this is
not yet available. Nevertheless, toolboxes like the D-Wave Ocean SDK [141] or
quark [142] already support users with utility methods. But further expansion
of the software suites and conceptual advances are necessary. For instance, the
recent research on the reduction of combinatorial optimization problems has
mainly focused on any kind of (polynomial) reduction and not on the optimal
one in a certain sense, e.g., in the number of resulting variables, which would be
advantageous regarding the limited resources of current quantum computational
devices. Furthermore, the actually implemented Ising problem is not a general one
but faces further restrictions, such as a specific non-complete hardware graph and a
limited parameter precision. This causes the reformulation of the original problem
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to be a nontrivial task and demands that a “compiler” implement all the necessary
steps and hide the complexity from the application-focused users.

The two main transformation steps are the graph embedding and the parameter
setting. Unfortunately, the first step, the embedding of the original problem graph
into the hardware graph, has appeared to be a computationally hard problem, in
particular, as hard as the problem D-Wave’s annealers are capable of solving [143].
Therefore, in practice, heuristic methods need to be applied to circumvent this
bottleneck [144, 145]. In the second step, the hardware-native Ising problem
has to be formulated based on the found embedding. If this step is not done
correctly, we will not be able to analyze the actual performance of the quantum
device itself, because the success probability might be suppressed due to a wrongly
formulated problem. Recently, a new formulation has been developed that provides
an embedded Ising problem which provably corresponds to the original problem and
meanwhile optimizes its parameters with respect to the machine precision [146].
Based on this recent and future theoretical work, the compilation software has to be
steadily improved and extended, and the full software ecosystem has to be able to
adapt to these changes.

3.7 Error Handling

It is essential that errors caused by imperfect hardware are considered in the software
stack, because the amplitudes and phases of the qubits are not discrete. Additional
steps or layers are necessary to protect the information against this unavoidable
noise introduced by the hardware. This section briefly sketches the main concepts
in this field of research and provides references to more in-depth introductions.

We distinguish three categories of error-handling strategies. First, techniques that
start directly at the hardware level and attempt to reduce the noise level [147]. This
includes, for example, dynamical decoupling [148], where special control pulse
sequences are used to eliminate the disturbing influence of the environment. Second,
techniques that encode the quantum information into subspaces that do not couple
to the environment and are therefore not affected by decoherence introduced by the
environment [149]. Third, taking the noise of the quantum computer into account
for the compilation can lead to circuits that are less prone to noise. For example,
we investigated which decompositions of a common multi-qubit gate introduce the
least amount of noise [150].

Furthermore, some post-processing steps on the classical measurement data are
aimed at removing the noise [151, 152]. For example, zero-noise extrapolation
[153] and readout error mitigation [154] have proven effective in some applications.
The term error mitigation has come to refer to these types of techniques. We
emphasize that they do not avoid errors, but try to eliminate the errors afterwards.
Finally, methods on the error correction codes are aimed to suppress the noise to
any degree [155, 156, 157]. We explain error mitigation and error correction in
more detail in the following sections.
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3.7.1 Error Models

Simple models for describing noise on quantum computers may only depend on
a single parameter or a few parameters. They can be found in any textbook on
quantum information, e.g., [10]. The depolarizing noise model is often used and
can be interpreted in such a way that with a certain probability (the parameter of the
model) the state of the system is replaced by white noise. Of course, this is a poor
representation of the real experiment. However, we have found that it is often very
suitable for a first qualitative picture of the effect of noise. Other simple models are
the bit-flip, phase-flip, and amplitude damping channels.

A more precise description of the noise is possible with a Pauli channel [10],
where every tensor product of Pauli operators can appear as an error. These errors
can occur with different probabilities. A complete description of the error channel
via Kraus operators [10] is also possible. The free parameters of this model
can be determined via process tomography in the experiment [158, 159]. It is
a complex procedure that does not scale well with the system size but obtains
complete information. It is worthwhile, for example, if one wants to obtain a very
precise picture of a single gate of a quantum computer. Instead of determining the
parameters experimentally, one can also use “realistic” noise models. In this case,
one tries to understand and model the physics of the process as well as possible.
Often the parameters of the model have a physical interpretation. This approach
is very hardware-specific and requires an exact fit of the model to the experiment.
However, it also offers the chance to draw conclusions about necessary hardware
improvements from model calculations, which is very helpful in the paradigm of
hardware—software co-design.

We follow yet another approach in which the noisy process is largely considered
as a black box, with few assumptions to be made about the noise [160]. In this
context, the assumption of Pauli noise and the assumption that the noise of a circuit
block are independent of the context. This means that the same gate causes the same
noise at different positions in the circuit. Of course, these assumptions might not be
fully satisfied in a real experiment. Instead of a description that is as complete as
possible, we obtain information regarding errors that affect operators in the stabilizer
elements, which we will discuss below.

3.7.2 Error Mitigation

Error mitigation is a form of post-processing in which one tries to infer the ideal
result from the noisy result [151, 152]. The techniques of error mitigation use addi-
tional measurements to extract information about the noise, which can be partially
removed from the outcome. They go beyond simply improving the measurement
statistics by increasing the number of runs. However, they are interesting for NISQ
computers because they do not require additional quantum resources. Prominent
examples are zero-noise extrapolation [153] and readout error mitigation [154].
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Furthermore, the method of [160] to model the noise above can be used as an
error mitigation technique. The parameters of the error model are determined via
a calibration measurement. It allows us to infer the ideal expected values from the
noisy ones of the stabilizer elements. The results are comparable to readout error
mitigation, while the method generates significantly less effort.

3.7.3 Error Correction

The topic of quantum error correction is vast and plays an important role. In this
subsection, we briefly sketch the relevant concepts and refer interested readers to
excellent introductions in [155, 156, 157]. Generally speaking, it is the extension of
classical error correction codes to correct not only bit-flip but also phase-flip errors,
and thus also general errors on a quantum system.

Quantum error correction codes encode k logical qubits into n physical qubits.
Many codes can be described via the stabilizer of this code space, i.e., via a subgroup
of the Pauli group whose elements leave the code words invariant. Small size
examples are the nine-qubit Shor code [161], the seven-qubit Steane code [162],
and the five-qubit code [163, 164]. A family of widely used codes is the surface
code [165]. The layout of the qubits follows a lattice structure with the stabilizer
generators acting locally, a fact that makes these codes a natural choice for hardware
platforms with a matching architecture, e.g., those based on superconducting qubits.

The capacity of a code to correct errors is described by distance d, the minimum
Hamming distance between two code words. The information about an error in the
system is determined via the syndrome measurements. Here, one measures a set of
observables that yield enough information to inform the correction operation. This
measurement result is called a syndrome.

The concept of fault tolerance is crucial in quantum computing [155]. It is
possible, with the help of quantum error correction codes and clever design of
circuits, to perform arbitrarily long calculations despite the noisy operations. One
can simply choose an arbitrarily large code, if it does not introduce too much noise
due to the overhead of the additional operations, and the existing faults cannot
propagate badly. It allows us to push the noise down to a desired level. The required
quality of operations that achieves this scaling is called the threshold of the error
correction scheme [166]. The additional complexity can be hidden in an abstract
layer of the stack, e.g., when focusing on higher layers. It allows us to develop an
ideal QC without having to consider the additional complexity of error correction at
all times.

3.8 Verification and Benchmarking

Verification aims to ensure that software fulfills its requirements, e.g., that the output
is correct under certain preconditions for given inputs. Similar to conventional non-
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deterministic software, the stochastic nature of most quantum algorithms poses a
challenge to verification. That is, the same inputs can produce different results due
to the intrinsic properties of quantum measurements but also due to the high level of
noise on near-term hardware; see Sect. 3.2. A typical requirement that needs to be
verified is that one obtains a high-quality solution, e.g., a result close to the desired
result, with a sufficiently high probability. Here we focus on static verification, while
what is sometimes also referred to as dynamical verification is covered in Sect. 3.5.4.
The task of verification can be addressed from two sides. First, from a formal point
of view, given “working” hardware we need a theoretical proof that the quantum
algorithm is correct. Second, from a practical point of view, we need to ensure that
the algorithm is implemented correctly in code for the classical and quantum parts of
the program. Both parts need verification and the latter finally needs to be correctly
translated into the executable circuit; see also Sect. 3.6. The verification of quantum
algorithms gives rise to an interesting research question [167, 168, 126]: When
quantum computers outperform conventional computers, how can we ensure that
the algorithm is correct?

Benchmarking is the quantification of the performance of software and hardware.
Because in the current state of QC the question is not yet how fast we can get a result
but how good the results are that we get, benchmarking usually refers to assessing
the quality of hardware components. So in contrast to conventional computer
science, we do not yet compare different software or hardware with metrics like
time to solution. In this context, benchmarks are standardized, technology-agnostic
methods to evaluate quantum computers. The result of benchmarks are metrics
for the performance of a specific device. They should be treated with caution, as
they only cover single aspects of the machine, may struggle with the different
hardware approaches (see also Sect.3.2), and only measure the current state of
the technology, not its future perspective. Also note that the score is affected by
software, in particular the compilation. Any good benchmark should fulfill a number
of requirements. It should be accepted by scientists and industry alike. The score of
the benchmark is a number or a yes/no answer. The metric allows for a meaningful
interpretation, which goes beyond that specific benchmark test. It should not give an
advantage to one specific technology by construction, but the values can and will be
better for some technologies than others, of course. The benchmarks should be well
defined and easy to understand. They should be efficiently implementable, which
poses a limitation on the information content in practice and therefore requires
them to focus on specific aspects of the performance. They should be reproducible,
which is a challenge given the non-deterministic character of quantum computers.
Finally, they need to be scalable so they can be applied to small and larger quantum
computers to enable tracking of the development progress.

The following quantities and methods are typically considered in the context of
benchmarking.

* The fidelity of state preparation, single and two-qubit gates, and measurements.
These numbers measure how close the implemented operation and the target
operation are.
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* Coherence times, which describe how long the coherence of a system, i.e., its
ability to interfere, is conserved. In particular, the number of gate operations
which can be performed in the coherence time indicates how long quantum
computations can be.

e Cross-talk, e.g., how strong idle qubits are affected by gates acting on other
qubits. Due to its non-local nature this noise can be difficult to handle.

e Hardware connectivity, i.e., how many qubits can directly interact.

* State and process tomography are methods that allow for a full characterization
of a quantum state and a quantum operation, respectively [169, 170, 171].

* Randomized benchmarking [172] is a method to find the average gate fidelity
of an important subset of gates, the so-called Clifford gates. It relies on the
Gottesman—Knill theorem, which shows that circuits only consisting of such
gates can be efficiently simulated on a conventional computer [10]. This then
allows for the random insertion of gates into a circuit and efficient inversion of
their net effect. Then the deviation from an identity operation is linked to the
average fidelity of the gates. One advantage of this method is that the metric is
not affected by state preparation and measurement errors.

In order to perform useful reproducible benchmarks, we need to define a suite
of standard problems, ideally reflecting interesting target applications (like SPEC
benchmarks [173] for different classical hardware) or, e.g., basic operations and
algorithms (like LINPACK [174]). Existing benchmark suites for QC include
SupermarQ [175] and Arline [130]. There are also benchmark suites tailored toward
specific applications, e.g., fermionic quantum simulation [176]. In addition, for
the special case of comparing quantum hardware and software, it might be helpful
to further specify some constraints on how those problems should be solved as
different approaches might not be comparable; e.g., hardcoding the solution is not
a fair comparison. This can be tricky to achieve in practice as different assumptions
or prior knowledge about the problem is often used in different solution approaches.

For comparison with classical computers, there exists a wide range of possible
implementations: we can plug in a classical computer at almost any stage from the
level of the original application problem, over a transformed formulation suitable
for a quantum algorithm, to the actual operations for a specific hardware (at
least for small problems or theoretical runtime considerations). And even on a
classical computer, software can be more or less optimized, which influences its
runtime by several orders of magnitudes (see, e.g., [177] for an example). So for
actual benchmarking results, one needs to provide many additional details on all
used implementations as well as on the hardware to actually allow an insightful
comparison and interpretation. We further suggest defining separate benchmarking
suites to address specific questions in the future:

* Quantum supremacy: These benchmarks compare the fastest implementation
on a quantum computer with the fastest, elaborated, existing software for
classical hardware for different key applications.
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e Near-term practicability: These benchmarks compare the (estimated) costs
of solutions for interesting algorithms (with input data from applications) for
different quantum platforms and for classical hardware.

e Performance and correctness: These benchmarks assess the accuracy/quality
of solutions obtained with different quantum hardware and software stacks for
mathematical test problems with known solutions.

4 System Architecture and Implementation

In Sect. 3, we have described the conceptual workflow of quantum computers, from
application to actual hardware. The end users are typically ultimately interested in
solving their engineering problem, e.g., in simulating the airflow around an aircraft
or in finding some optimal resource scheduling. To this end, we aim to construct a
platform that allows end users to describe their domain-specific problem and find
solutions to it while having to think about the underlying hardware as little as
possible. This section describes the technical building blocks we use to construct
such a platform. An illustration of the individual components and their connections
is provided in Fig. 8.

We aim to construct this platform as domain-independently as possible. To guide
our description of the individual components, however, we use an artificial example
problem from the automotive domain using this platform. This example problem
serves to highlight many of the considerations to be made when constructing a
platform for quantum computing. While other use cases will require additional
considerations, we believe that this example already suffices to illustrate the most
pressing and general concerns platform engineers should consider for a wide swath
of use cases.

For our example, consider the goal of developing a new driving function for
autonomous vehicles. The engineers implementing this driving function want to
evaluate whether it behaves safely in a number of specified driving scenarios.
To this end, they specify sets of possible scenarios using traffic sequence charts
(TSC) [178]. They then instantiate scenarios that conform to solutions for the given
TSC problem and simulate the behavior of the implemented driving function in
that scenario [179]. Moreover, they implement a software monitor that observes
the simulation and reports unexpected behavior. This is also accompanied by a
visualization of the simulation. The full sequence of steps of the simulation shall
be automatized. To stay in the frame of a quantum software ecosystem, we further
assume that the TSC problem shall be solved using quantum computing hardware.
This can, for instance, be done by converting the TSC into a SAT formula and using
Grover’s algorithm to search for feasible solutions provided by a corresponding
quantum oracle gate.

Note that, in an actual application, the TSC is converted into an Satisfiability
Modulo Theory (SMT) formula instead of a SAT formula, where the former is
a strictly more general model than the latter. There is, however, currently not
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Fig. 8 A technical overview of the platform supporting quantum software developers

a straightforward way to generate solutions for an SMT formula using quantum
circuits. Hence, for the sake of example, we assume that the engineers instead
generate concrete scenarios via SAT formulas instead of SMT formulas.

In practice, the described simulation steps require heterogeneous hardware: the
transformation from TSC to SAT and the extraction of a concrete scenario from
a SAT solution can be executed on virtually any hardware without proprietary
software. In contrast, finding the solution of the SAT problem and the execution of
the simulation requires specialized software, namely SAT solvers, such as Z3 [180],
and traffic simulation software, such as CARLA [181], respectively. Moreover, the
visualization requires specialized hardware, e.g., graphics processing units (GPUs).
As, in this running example, we assume that the engineer wants to find solutions
to the SAT formula using some quantum circuit, we also interact with quantum
devices.

In order to construct and execute their experiments, the engineers require some
interface to the system. This interface provides the engineer with an integrated
development environment (IDE) and, once the engineer is satisfied with their
specification, passes the problem to some backend for execution. We describe the
requirements for that interface in Sect.4.1. Once the end user has specified the
problem, the platform will have to schedule the use of the heterogeneous hardware
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systems described above. The major novelty of this platform lies in orchestrating the
cooperation between classical computing hardware on the one hand, including, e.g.,
classical workstations, HPC resources, and GPUs, and between QPUSs on the other
hand. We describe the requirements for this orchestration in Sect.4.2. The QPUs
used during the execution may be implemented in actual hardware or it may be
simulated using one of multiple quantum computing simulators. We have described
the constraints faced in using existing hardware platforms in Sect. 3.2. The trade-
offs to consider when using quantum simulators follow in Sect. 4.3.

4.1 User Interface

Quantum software developers require a straightforward interface for specifying their
problems. In our example, the end user must be able to specify the described loop
consisting of reading a TSC, calling external software, and performing computations
on a well-suited QPU. The end user is not likely to be interested in the specifics of
the underlying hardware but instead wants to have the choice of hardware handled
by the platform during execution. In contrast, the interface should also cater to
experts who are not interested in specifying domain-specific problems but are
working on developing novel quantum algorithms. To this end, they require more
direct access to the underlying hardware for, e.g., benchmarking.

The interface should allow the user to iterate rapidly on problem formulations
e.g., the typical interface of HPC hardware. When using HPC hardware for
solving a domain problem, the underlying algorithms and implementations are often
mature and well tested. In contrast, when using quantum computing hardware, the
underlying algorithms and implementations are constantly evolving and are often
adapted to the domain problem at hand. Hence, the platform should allow the end
user to rapidly iterate on the formulation of the domain-specific problem.

One approach to satisfy these requirements is allowing users to formulate their
problems using a service-oriented architecture. In such an architecture, multiple
independent software services collaborate to solve the specified problem. In our
example above, users could specify one service each for the following tasks:

¢ Transform a given TSC into an SAT formula

¢ Construct a quantum circuit that solves this formula.

* Execute the quantum circuit to obtain a solution.

» Transform the solution into a concrete scenario.

¢ Simulate and monitor the scenario using CARLA [181], obtaining a visualization
of the simulation.

The user needs to specify the software and hardware requirements for each service,
e.g., that they require a QPU for the third service and CARLA with GPUs for the
visualization of the fifth service. They do not necessarily have to implement all
services themselves but can rely on other services that users of the platform have
implemented and opted to share publicly. Finally, the user must specify the data
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flow between these services and ask the orchestration component to execute the
composed service.

Letting end users define composable services and publishing them to other users
has proven successful in the context of data analysis with Apache Nifi [182] and
in the context of preliminary design of airplanes, jet fuels, electrical grids, ships,
and other complex systems with RCE [183]. Moreover, a graphical user interface
that allows users to graphically connect relevant services has been employed
successfully for several decades in the field of data acquisition and analysis by
LabVIEW [184].

4.2 Orchestration and Data Management

Once the problem has been specified and is given to the orchestration component for
execution, that component has to reserve computation time on the initial required
computing resource. Our running example requires some computation time on
an off-the-shelf workstation which transforms the TSC into an SAT formula and
subsequently transforms this formula into a quantum circuit. The orchestration
component then has to reserve computation time on some QPU, either real hardware
or simulated, to execute the quantum circuit. Once the execution of the quantum
circuit has finished and resulted in a solution to the SAT problem, the orchestration
component needs to reserve some computation time on an off-the-shelf workstation
which transforms this solution into a scenario. Subsequently, the orchestration
component needs to reserve computation time on an HPC resource equipped with
GPUs to simulate the generated scenario, monitor the simulation, and visualize the
simulation if necessary. Finally, the orchestration component needs to repeat the
above steps until non-nominal behavior is observed during the simulation.

Our example shows that it is infeasible for the orchestration component to reserve
all required computing resources prior to the execution of the initial service. The
requirements for the QPU, the available gates, and number of qubits required for
the execution of the quantum circuit only become available after the execution of
the initial service. Hence, the orchestration component needs to be able to reserve
computation time on the fly as results from earlier services become available.

Moreover, the orchestration component needs to take into account external
requirements for the chosen computational resources. The visualization of the
simulation in the final step of the computation described above may require large
maps, textures, or other large data artifacts to visualize the scenario with the required
fidelity. If these artifacts are only available to the visualization via a network
connection with low bandwidth, the execution time of the complete computation
will increase significantly. Hence, the orchestration component needs to be aware of
data-intensive parts of the computation and the locality of the required data.
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4.3 Use of QC Simulators

In the section Sect. 3.2, we have described the hardware platforms that are currently
available for executing quantum circuits. All these platforms are costly, only
available in low quantities, do not provide a large number of qubits, and produce
noisy results. Although these problems are being addressed in the production
of quantum computing hardware research, alternative solutions may tackle these
issues.

A promising alternative is the use of quantum computing simulators that adopt
classical hardware to simulate the execution of quantum circuits on actual hardware.
Simulating such an execution requires significant computing power that is usually
only provided by HPC systems. These systems are typically the same ones that
execute the classical part of the computation job. Hence, any platform for the
execution of quantum computing workloads using simulators must strike a balance
between using the HPC resources it has available for the simulation of quantum
circuits and using them for classical computation. Moreover, these HPC resources
are rarely available for exclusive use by the quantum computing platform. Instead,
the resources are also used for “classical” HPC applications. The owner of the
resources has to balance their availability between the use by the platform and by
the classical applications.

Although the results of the simulations produce data in the same order of
magnitude as actual quantum computers (namely a few kilobytes or megabytes),
they may offer additional diagnostic data which grows exponentially with the
number of simulated qubits. If this data is made available to end users, the platform
needs to provide data storage as well as bandwidth for transferring the data to the
end user.

5 Conclusion

Quantum computing represents a paradigm shift in computational capabilities, with
potential applications in various sectors. A key aspect to unlock its full potential is
the establishment of a robust software ecosystem. This ecosystem not only provides
the essential infrastructure for operating quantum devices but also serves as a bridge,
enabling a broad spectrum of researchers, scientists, and industry experts to explore,
use, and enhance the applications of these quantum systems.

Our chapter takes a research-driven approach toward constructing such an
ecosystem. We have bifurcated our exploration into two key dimensions. Firstly,
we present the conceptual design which encompasses considerations from com-
putational paradigms, applications like quantum simulation, over device-optimized
compiling to error handling, verification, and benchmarking. This underscores the
theoretical foundation, taking into account the unique challenges and attributes
of quantum computing. Secondly, we delve into the system architecture and
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implementation, focusing on aspects ranging from user interfaces to orchestration,
data management, and the critical role of quantum computing simulators. The fusion
of these two perspectives ensures a comprehensive understanding and a holistic
approach to developing a quantum software ecosystem.

As we step into the future, it is imperative to emphasize that this endeavor
is iterative. Practical evaluation and real-world implementation of the proposed
ecosystem will undoubtedly reveal areas for improvement. The scientific approach
allows the adaptation of the ecosystem, especially given the rapidly evolving quan-
tum hardware landscape. Monitoring these advancements and ensuring flexibility
in the response will be critical to remaining aligned with the dynamic nature of
quantum computing. By doing so, we pave the way for maximizing the potential of
quantum computing, fostering innovation, and moving the field forward.
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Abstract Quantum computing is advancing by leaps and bounds to become a
commercial reality. This revolutionary new technology aims to improve essential
areas such as cybersecurity, financial services, and medicine. The growth of this
technology has encouraged different research centers and big companies such
as IBM, Amazon, Microsoft, and Google to dedicate considerable efforts to the
development of new technologies that bring quantum computing to the market.
However, these technologies are not yet mature and create a major problem of
vendor lock-in. Therefore, new techniques and tools are needed to facilitate access to
this technology and to allow developers to increase the level of abstraction at which
they work. In this chapter, we perform a technical comparison between different
quantum computing service providers using a case study by performing empirical
tests based on the Traveling Salesman Problem. This study highlights the differences
between the major providers. To address these differences and reduce the vendor
lock-in effect, we made three proposals: an extension of the Quantum API Gateway
to support the different vendors; a code generator making use of a modification of
the OpenAPI specification; and a workflow to automate the continuous deployment
of these services making use of GitHub Actions. This would allow programmers
to deploy quantum code without specific knowledge of the major vendors, which
would facilitate access and simplify the development of quantum applications.
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1 Introduction

Quantum computing has indeed been making significant strides toward becoming a
commercial reality [1]. Major technology companies have developed functional
quantum computers, and quantum programming languages and simulators have
become available. The ability for the general public to access real quantum
computers through the cloud has also become a reality [2, 3]. All this is motivating
software development companies to take their first steps in the quantum domain by
launching their own proposals for the integral development of quantum software
[4,5,6,7,8].

With the advent of the quantum era, computing will take advantage of the robust-
ness and background of classical computing for certain tasks and the computational
power of quantum computing to efficiently solve complex problems [9]. These
collaborative systems are often referred to as classical-quantum hybrid systems
[10, 11]. Leveraging the main principles from service engineering and service
computing is a natural approach to managing this coexistence and collaboration.

There are several compelling reasons for adopting a service-oriented approach
in this context. First, as quantum hardware technology matures and becomes more
cost-effective, companies are likely to adopt quantum infrastructure and quantum
software as a service, similar to how they currently use classical computing
resources. Large technology companies such as Amazon, Microsoft, IBM, and
Google have already started to explore quantum computing [12], and they may
offer both classical and quantum computing services in the future.

Second, it’s reasonable to assume that quantum systems will initially be used to
address specific portions of problems that classical architectures struggle to solve
efficiently. For example, in healthcare, quantum computing could accelerate drug
discovery and molecular simulations [13]; in finance, it might help analyze complex
scenarios and optimize portfolios [14]; or quantum computing could also play a role
in cryptography, logistics, climate modeling, and more [15, 16, 17]. The key idea
is to leverage quantum capabilities which offer a clear advantage while relying on
classical computing for tasks where it remains efficient.

In summary, the coexistence and collaboration between classical and quantum
systems are expected to define the quantum computing landscape for the foreseeable
future. Leveraging service-oriented principles can help organizations navigate this
transition and harness the potential of both classical and quantum computing
resources effectively.

Therefore, relying on quantum services is a promising approach to leverage the
capabilities of quantum computing in various applications. However, it’s important
to recognize that invoking a quantum service differs significantly from invoking a
classical service due to the unique characteristics of quantum computing.

Conceptually, invoking a quantum program is akin to invoking a classical service
in that it involves making a request and receiving a result. However, quantum
services introduce complexities related to the inherent nature of quantum computing
[18, 19, 20]:
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* Entanglement and Superposition. Quantum systems can exist in states of
entanglement and superposition, which means that they can represent multiple
solutions simultaneously. This contrasts with classical systems, where the output
is deterministic. Quantum services need to handle these quantum states and
provide mechanisms for collapsing them into a single outcome when observed.

* Quantum Specificity. Quantum algorithms and their parameters are often highly
dependent on the specific quantum hardware on which they run. This makes it
challenging to create quantum services that are hardware-agnostic, as classical
services typically are. Each quantum architecture may require tailored algorithms
and configurations.

* Error Considerations. Quantum computations are susceptible to errors due to
factors like noise and decoherence. The return of results from a quantum process
may be subject to such errors. Additionally, verifying intermediate results during
a quantum computation is challenging, as the act of measurement can collapse
the quantum state.

* Diverse Skill sets. Developing quantum algorithms and services for different
quantum architectures demands diverse skill sets. For example, developers
working with circuit-based quantum programming need expertise in quantum
gates, while those working with quantum annealing require skills in adapting
problems to this specific approach.

Given these challenges, creating quantum services that adhere to the principles
of service engineering and provide the same level of modularity, reusability,
and maintainability as classical services are currently difficult. Quantum service
engineering [21], as a specialized field, seeks to address these challenges and
develop best practices for designing and deploying quantum services effectively.

In this chapter, we review the background (Sect. 2) in the literature related
to quantum service engineering. Subsequently, in Sect. 3 we show an empirical
analysis that we have performed for the main quantum computing service providers.
Next, in Sect. 4 we show the progress made in standardization in accessing service
providers. In Sect. 5 we then advance the work in the area of service generation
for quantum computing. Then, in Sect. 6 we define the existing methods and tools
for deploying quantum services. Finally, conclusions to this work are presented in
Sect. 7.

2 Background

Service-oriented computing (SOC) [22] has played a pivotal role in driving
innovation in the computing field over the past few decades [23]. It has significantly
impacted both research and industry, leading to transformative changes in the way
software is developed and deployed. From service-oriented architectures [24] to
cloud computing [25], SOC has had a major impact on both research and industry.
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The SOC paradigm revolves around the use of services as fundamental building
blocks to enable the development of applications that are fast, cost-effective,
interoperable, adaptable, and capable of massive distribution. This paradigm has
brought about a fundamental shift in software development, ushering in an era of
smart devices and ubiquitous applications that permeate every aspect of our lives.

Some key technological foundations and developments have contributed to the
success of SOC:

e Service-Oriented Architecture (SOA): SOA provides a framework for orga-
nizing and using services in a flexible and modular manner [26]. It has been
instrumental in structuring software systems around services.

* Semantic Web: The Semantic Web extends the capabilities of the World Wide
Web by adding a semantic layer, enabling more meaningful interactions between
machines [27]. It has contributed to the intelligent discovery and composition of
services.

¢ Standards and Recommendations: Standards such as OpenAPI [28] and W3C
Thing Description [29] have played a crucial role in specifying and describing
services in a standardized manner, making it easier for developers to understand
and utilize them.

* Service Composition: Service composition allows the combination of multiple
services or microservices to create higher-level services that can support complex
tasks or entire business processes.

The primary goal of these technological advancements has been to enhance
flexibility and enable seamless integration in the realm of distributed applications.
By adopting SOC principles and technologies, organizations have been able to build
more agile and adaptable software systems, driving innovation and transforming
various industries.

However, the evolution and benefits seen in classical computing have not yet
been fully replicated in the realm of quantum computing. Quantum computers,
which are still expensive to build and operate, have followed a model that resembles
Quantum Computing as a Service (QCaaS) [30]. This model is somewhat analogous
to the classical Infrastructure as a Service (IaaS) [31] model in cloud computing.
While QCaasS allows developers to access quantum computers through the cloud, it’s
important to note that this access is highly dependent on specific quantum hardware,
and developers typically require a deep understanding of quantum computing to
harness its advantages.

Efforts are underway to increase the level of abstraction and accessibility of
QCaaS. Companies like Amazon (Amazon Braket),! IBM (IBM Quantum),” and
Microsoft (Azure Quantum)? have introduced platforms that provide a development
environment for quantum software engineers. These platforms aim to simplify the

U https://aws.amazon.com/braket.
2 https://www.ibm.com/quantum.
3 https://quantum.microsoft.com.
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process of working with quantum computing resources and integrate classical and
quantum software.

On the other hand, platforms like QPath* offer comprehensive ecosystems that
bridge the classical and quantum realms of software development. These platforms
provide a quantum development and application life cycle environment, fostering
the creation of high-quality quantum software.

In the academic field, research efforts are starting to emerge in the field of
quantum software engineering. Some papers focus on translating lessons from
classical software engineering to enhance the quality of quantum software [32, 33].
However, there remains a relatively small body of work that specifically addresses
the service engineering perspective for quantum and hybrid software [34]. In
addition, innovations like Quantum Application as a Service (QaaS) have been
proposed to bridge the gap between classical service engineering and quantum
software [35, 36]. These initiatives recognize the need for a service-oriented
approach to quantum service development.

These developments reflect a growing awareness of the importance of abstracting
and simplifying access to quantum computing resources and services [37, 38].
They aim to make quantum computing more accessible to a broader range of
developers, including those who may not possess an in-depth understanding of
quantum mechanics but can leverage quantum resources for various applications.

Therefore, in the following sections, we will present an empirical study of the
main providers of quantum computing services. In addition, we will discuss the
main limitations associated with access to this technology. Subsequently, we will
delve into the different alternatives proposed in the literature to address these issues.

3  Quantum Providers

The growing interest and investment in quantum computing have positioned it as
an emerging commercial reality [32]. Major research centers, large companies, and
countries recognize the potential impact of quantum computing on future society.
Consequently, quantum computing is on a trajectory to become as popular and well
known as classical computing is today [39]. This, combined with the expanding
range of applications, makes quantum computing highly attractive to technology
companies and researchers alike.

Several prominent computer companies have already developed functional quan-
tum computers. These achievements are the result of substantial efforts and invest-
ments in quantum computer construction. Companies are working on processors
with increasing numbers of qubits and exploring solutions to address challenges
like noise and information loss [40]. For instance, Google presented its Sycamore
quantum chip in 2019 with 53 qubits, the Riggetti company at the end of 2022

4 https://www.quantumpath.es.
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developed the Aspen-M-3 chip with 80 qubits, and IBM presented Osprey in
November 2022, with a 433-qubit quantum processor. In this regard, IBM, one of
the leading companies in the development of quantum computers, plans to launch
Condor with an 1121-qubit quantum chip by the end of 2023, Flamingo with at least
1386 qubits in 2024, and Kookaburra with no less than 4158 qubits in 2025.

These advancements signal the rapid development of quantum computing and
its journey from research laboratories to the broader technology landscape, with
potential applications across various industries [1].

The emergence of quantum computing has brought with it a proliferation of
quantum programming languages and simulators, making quantum computing
resources increasingly accessible. The availability of real quantum computers
through cloud platforms has further accelerated this trend, enabling the general
public to experiment with quantum computing [4, 6, 5].

This evolution has sparked the interest of software development companies,
leading them to explore the development of comprehensive quantum software
solutions. In light of these developments, this section undertakes an empirical
analysis of quantum computing service providers, examining them from a software
engineering perspective. The number of companies offering quantum services has
grown significantly, as has the diversity of quantum computers and alternatives
for executing quantum algorithms and tasks. With this abundance of choices, the
process of selecting the most suitable technology for a given task becomes nontrivial
[41].

The primary objective of this analysis is to assess and compare several tech-
nological alternatives using consistent criteria. The goal is to provide insights into
the strengths and weaknesses of different quantum computing service providers.
Additionally, this analysis aims to highlight the challenges and issues faced by
quantum software developers who want to use these providers.

To conduct this assessment, a Quantum Phase Estimation (QPE) algorithm
has been chosen as a case study. This algorithm will be employed to solve the
Travelling Salesman Problem (TSP) and will be developed, deployed, and executed
on various quantum machines using different technologies. This case study will
provide practical insights into the capabilities and limitations of different quantum
computing options for solving real-world problems.

The Traveling Salesman Problem (TSP), as identified by Karp in 1972 [42], falls
into the category of NP-hard problems. In this class of problems, if the algorithm is
divided into smaller sub-problems, each of these sub-problems is as complex as the
original problem. This inherent complexity is one of the reasons for choosing the
TSP as a case study. Furthermore, the TSP is notable for lacking an optimal solution
found in classical computation. These problems possess a unique characteristic:
as the problem size increases, the number of possible solutions typically grows
exponentially.

In the analysis that follows, we will examine some of the most popular and
innovative solutions available for developing and executing quantum software. Our
focus will prioritize integrated tools and options for quantum circuit development
provided by these platforms over local alternatives, whenever applicable.
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The primary vendors included in this analysis are IBM Quantum,” Amazon
Braket,® Azure Quantum,” and Google Quantum AI® While other quantum plat-
forms and service providers were initially considered, they were ultimately excluded
for various reasons. Some were excluded because they significantly deviated from
the gate-based model architecture used by other quantum computers, rendering a
fair comparison difficult (e.g., D-Wave Systems”). Others were excluded because
they did not function as independent quantum service providers but rather relied
entirely on other platforms to provide quantum computing resources for algorithm
execution (e.g., QC Ware Forgem).

Another platform, Stim [43], which simulates the behavior of stabilizing circuits,
was also excluded. It’s important to note that Stim does not function as a quantum
service provider in the same vein as IBM Quantum or Azure Quantum. Instead, Stim
serves as a software tool for simulating the behavior of quantum circuits. While not
directly comparable to the gate-based model used by other quantum computers, Stim
remains a valuable resource for those interested in quantum computing.

Figure 1 shows a first review of the main vendors included in this study. The
figure not only highlights the numerous quantum computers and simulators offered
by these vendors but also includes the main languages and libraries they offer for
the development of quantum algorithms. Therefore, it can be seen that companies
are making great efforts in quantum computing, especially in building quantum
computers and processors with a higher number of qubits, as well as offering
multiple simulators that allow the study of a quantum system in a programmable
way. In addition to quantum hardware, the new paradigm of quantum computing
also includes new quantum programming languages and libraries, fundamental
in the development of quantum software, with Python being the most common
language among the vendors analyzed.

The comparison included in the following sections is performed at different
levels, analyzing the vendors themselves along with the services offered, and
finally developing a quantum algorithm in each of them and running that algorithm
on the quantum hardware provided. Although we have included simulators in
the comparison, to analyze the performance and capabilities of these quantum
vendors we have exclusively used real quantum computers provided by the vendors
analyzed.

To find out what is the best time to perform experiments on the quantum
machines of these vendors, we have consulted the specific guidelines and recom-
mendations of each vendor on what is the best time of the day to perform runs
on their quantum machines, in addition to having tested over a sufficient period of

3 https://www.ibm.com/quantum.

6 https://aws.amazon.com/braket.

7 https://azure.microsoft.com/products/quantum.
8 https://quantumai.google.

? https://www.dwavesys.com.

10 https://forge.qcware.com.
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Fig. 1 Overview of quantum providers

time to validate the experiment. In addition, we have also taken into account factors
such as the availability of computing resources and the workload of the quantum
machine at that time. All this is to achieve more accurate results and to make the
vendor comparison effective.

The implementation of the algorithm for each of the vendors analyzed can be
found in the Bitbucket repository.!'!

3.1 IBM Quantum

IBM Quantum’s decision to provide access to quantum computers via the cloud
has been pivotal in democratizing quantum computing. It has allowed researchers,
developers, and enthusiasts worldwide to experiment with quantum algorithms
without needing specialized hardware.

IBM Quantum offers a comprehensive set of tools and services for quantum
computing. Here are some key components of IBM Quantum’s quantum computing
ecosystem:

! hitps://bitbucket.org/spilab/sqj-tsp-code. git.
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¢ Quantum Computers. IBM Quantum provides access to a variety of quantum
computers through the cloud. These quantum computers have different numbers
of qubits and capabilities, allowing users to choose the one that suits their needs.

* Qiskit. Qiskit is an open-source quantum computing framework developed by
IBM. It provides a rich set of tools and libraries for quantum programming. Users
can define quantum circuits, execute them on real or simulated quantum hard-
ware, and work with quantum algorithms. Qiskit supports multiple programming
languages, including Python.

¢ Qiskit Runtime. Qiskit Runtime is a cloud-based service offered by IBM
Quantum. It allows users to run complex quantum algorithms without having
to manage the low-level details of execution. Developers can create quantum
programs that leverage Qiskit Runtime to execute on IBM’s quantum computers.

* Quantum Composer. The Quantum Composer is a graphical user interface
provided by IBM Quantum. It simplifies the process of designing quantum
circuits using a drag-and-drop interface. Users can visually construct quantum
circuits and then export them for execution.

* OpenQASM. OpenQASM is an open quantum assembly language developed
by IBM. It provides a textual representation of quantum circuits and allows
users to define quantum operations at a low level. Quantum circuits written in
OpenQASM can be executed on IBM Quantum’s hardware.

¢ Cloud-Based Access. IBM Quantum offers cloud-based access to its quantum
computers, making it easy for users to run quantum experiments without the
need for specialized hardware. Users can access these quantum computers via
the IBM Quantum Experience platform.

e Community and Resources. IBM Quantum has an active community of
researchers, developers, and quantum enthusiasts. They provide extensive
documentation, tutorials, and educational resources to help users get started
with quantum programming and research.

* Quantum Software Development Kit (SDK). IBM Quantum offers a com-
prehensive SDK that includes Qiskit, Qiskit Aqua (for quantum applications),
Qiskit Aer (for quantum simulation), and other tools for quantum software
development.

Overall, IBM Quantum provides a robust ecosystem for quantum computing,
making it accessible to a wide range of users, from beginners to experienced
researchers and developers.

Table 1 summarizes the analysis of the general aspects of IBM Quantum.

The circuit representing the TSP has been implemented using Qiskit, an open-
source SDK for programming quantum circuits based on Python, accessed via
Jupyter Notebooks hosted in the IBM Quantum Lab, and by the Pay-As-You-Go
Plan. In order to be able to use the quantum composition tool, the circuit has also
been transformed from a Qiskit format to an OpenQASM 2.0 format. The visual
representation of a fragment of the circuit is depicted in Fig. 2.

The process of creating this quantum circuit involves defining six qubits named
“unit,” eight qubits named “eigen,” and six classical bits to store measured results.
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Table 1 General aspects analysis of IBM Quantum

Category Description

Type of Gate-based quantum computing model

quantum

technology

Purpose Develop quantum programs, run them, and analyze the results

QPUs and 5 simulators, of different types, with 5000, 100, 63, 32, and 32 qubits

Simulators respectively 21 QPUs grouped by processor type: Eagle (1 QPU of 127
qubits), Hummingbird (1 QPU of 65 qubits), Falcon (19 QPUs from 5 to 27

qubits)
General Medium flexibility, allowing development in Qikist and OpenQASM 2.0
Characteristics
Developer Qiskit Runtime: workloads optimization Quantum Lab: Python Notebooks
tools with Qiskit Quantum Composer: Drag and drop and coding based on
OpenQASM 2.0
Plans and 3 different plans (Free Plan, Pay-As-You-Go Plan, and Premium Plan)
pricing
&
L S
@
@
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&

unit_classical = 3 L AN L L

Fig. 2 Partial representation of the TSP implemented with Qiskit in IBM Quantum

The “unit” qubits represent the distances between cities, which are encoded as
phases. The “eigen” qubits represent the computational basis states that have
eigenvalues associated with them. Quantum gates are then applied to the circuit,
including X gates to select input eigenvalues and Hadamard gates to create a
superposition state. Also, multiple unitary gates are applied to corresponding qubits
before the QFT gate is applied to the “unit” qubits, which are then measured, storing
the results in the six classical bits. The complete description of the design of the
circuit can be found on Qiskit’s official Web site.!2

Then, we executed the quantum algorithm on IBM Quantum hardware, using a
total of 8192 shots. In quantum computing, a “shot” refers to a single execution of

12 https://qiskit.org/textbook/ch-paper-implementations/tsp.html.
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a quantum circuit on the quantum computer. The exact number of shots required
for a quantum machine to execute an algorithm can vary based on several factors.
These factors include the size and complexity of the problem instance being solved,
the specific quantum algorithm used, the connectivity of qubits in the quantum
hardware, and the level of noise or errors present in the quantum system.

For this particular experiment, a decision was made to use 8192 shots across
all providers. This choice aligns with the limits set by quantum service providers
to ensure a high quality of service and maintain consistency in the execution of
quantum circuits across different platforms [44].

The Traveling Salesman Problem (TSP) algorithm used in this experiment
involved executing the same quantum circuit six times, once for each eigenstate.
Each eigenstate corresponds to a different route that could potentially solve the TSP.
After each circuit execution, the results were collected and analyzed. The analysis
aimed to identify which eigenstate had the smallest phase value, indicating the most
favorable solution to the TSP. This approach allowed you to determine the associated
Hamiltonian cycle, which, in turn, provided the final solution to the TSP for each
provider.

IBM Quantum, as a quantum service provider, offers access to a quantum
computer with a capacity of up to 127 qubits for circuit execution. We chose
to execute your circuit 8192 times, which corresponds to the number of shots,
following the terminology of the vendor. This usage resulted in a cost of $8.32
under IBM Quantum’s pay-as-you-go pricing model.

In terms of performance, the average running time for executing the algorithm on
IBM Quantum hardware was approximately 5.2 seconds. Additionally, there was a
queue time of 11.2 seconds, indicating the time it took for your job to be scheduled
and executed on the quantum computer.

3.2 Amazon Braket

Amazon Braket is a fully managed quantum computing service provided by Amazon
Web Services (AWS). It is designed to accelerate scientific research and software
development in the field of quantum computing. Amazon Braket serves as a central
access point for a range of quantum computing technologies and supports hybrid
approaches that combine classical and quantum computing.

Users can leverage Amazon Braket to experiment with quantum algorithms,
develop quantum applications, and explore the potential of quantum computing
in various domains. It provides access to quantum hardware, simulators, and a
set of development tools to facilitate quantum computing research and application
development.

Table 2 summarizes the analysis of the general aspects of Amazon Braket.

Amazon Braket provides a Platform as a Service (PaaS) that enables users to
implement and execute quantum algorithms. This platform is designed to seamlessly
integrate quantum computing with classical software and supports the development
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Table 2 General aspects analysis of Amazon Braket

Category Description

Type of Gate-based quantum computing, quantum annealing, and hybrid

quantum quantum-classical computing

technology

Purpose Access tools to develop and execute quantum circuits in third-party hardware
providers

QPUs and Four simulators (local, sv1, tnl, and dm1), seven QPUs from other hardware

simulators providers: D-Wave (three QPUs), IonQ (one QPU), Oxford Quantum Circuits
(one QPU), and Rigetti (two QPUs)

General Medium flexibility, allowing mainly development through its SDK and the

Characteristics | possibility of using Qiskit and OpenQASM 3.0

Developer Amazon Braket SDK with the possibility of using Qiskit or OpenQASM 3.0.

tools Possibility to create hybrid jobs

Plans and Fixed prices which vary slightly depending on the QPU. Generally: $0.30 for

pricing task + $0.00035 for every shot

of hybrid software, which combines classical and quantum elements to address
complex problems. Amazon Braket serves as a comprehensive solution for quantum
computing in the cloud, offering access to various quantum simulators and quantum
computers from different providers.

In Amazon Braket, users can work with a set of quantum simulators, each
designed for specific purposes. Additionally, they can access quantum hardware
from various providers, allowing for experimentation with different quantum pro-
cessors. This flexibility and hybrid computing capability makes Amazon Braket a
robust platform for building, testing, and deploying quantum-classical applications.

To implement the Traveling Salesman Problem (TSP) algorithm in Amazon
Braket, some adaptations were required due to differences in syntax compared to
Qiskit, and also because not all gates used in the original TSP circuit were supported
by the Rigetti hardware (where the execution was carried out). To address this,
a Qiskit provider for Amazon Braket was utilized with Amazon’s support. The
implementation details can be found in the Bitbucket repository.'3

Amazon Braket supports circuit execution with up to 80 qubits. In this particular
case, the TSP circuit was executed using 8192 shots under a pay-as-you-go plan,
resulting in an execution cost of $3.17. The algorithm was run on various machines
available through Amazon Braket, with an average total runtime of 9.95 seconds,
including a queue time of 30 seconds.

13 https://bitbucket.org/spilab/sqj-tsp-code. git.
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Table 3 General aspects analysis of Azure Quantum

Category Description

Type of Gate-based quantum computing model

quantum

technology

Purpose Access tools to develop and execute quantum circuits in third-party hardware
providers

QPUs and 15+ optimization simulators and QPUs from other hardware providers: IONQ

Simulators (two QPUs and one simulator), Quantinuum (five QPUs and two simulators)

General High flexibility, allowing development in Q#, Qiskit, and Cirq easily

Characteristics

Developer Quantum Development Kit using Python Notebooks, Q#, Qiskit, and Cirq as

tools language

Plans and Three different plans (Azure Quantum credits, Pay-as-go, and Subscription)

pricing

3.3 Azure Quantum

Azure Quantum is the quantum computing cloud service of Azure developed by
Microsoft, with a diverse set of quantum solutions and technologies. It provides
access to quantum computers from IonQ and Quantinuum and will soon add Rigetti
and Quantum Circuits Inc. In addition, it provides a Quantum Development Kit
(QDK) which is a complete SDK that includes a quantum-specific language called
Q# and enables anyone to write quantum programs, simulate those programs on
a classical computer, and then execute the program on the quantum computer
connected to Azure. Thus, Azure Quantum ensures an open, flexible, and future-
proofed path to quantum computing that adapts to your way of working and
accelerates your progress.

Table 3 summarizes the analysis of the general aspects of Azure Quantum.

The implementation of quantum circuits in Azure Quantum involves the use of
Jupyter Notebooks. Azure Quantum offers a higher level of customization, allowing
users to choose between Python and Q# as the core of the notebook and select a
provider for running quantum jobs, with options including IONQ and Quantinuum.

To perform this validation, we select IONQ. To set up the program for execution
on IONQ’s quantum hardware within Azure Quantum, several adjustments and
modifications are required. Firstly, users need to obtain the AzureQuantumProvider
by calling the appropriate method and providing the ID of their resources and the
region where these resources are located. In Azure Quantum, a resource represents
an entity managed by Azure, such as an Azure Quantum workspace, where quantum
programs are managed. The specific provider’s quantum hardware ID must also
be obtained and specified when running the quantum program. Regions in Azure
Quantum correspond to geographic locations where resources are hosted, and the
chosen region determines the available quantum hardware providers.
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The circuit implementation for solving problems like the Traveling Salesman
Problem (TSP) in Azure Quantum is conceptually similar to that used in other
quantum providers. It involves the definition of various quantum gates as needed
for the circuit.

Regarding the execution of the circuit, it is performed on different quantum
machines, with the number of qubits in the circuit adjusted to match the maximum
number of qubits supported by each machine. In this case, it’s possible to run a
circuit with a maximum of 29 qubits.

Execution details include the use of 8192 shots in this case with a pay-as-
you-go plan, resulting in an execution cost of $0.0143. After running the TSP
algorithm on various machines provided by Azure Quantum, the average runtime
was approximately 5.15 seconds, with a queue time of 17 seconds included.

3.4 Google Quantum Al

Google has made significant strides in the field of quantum computing, and its
Quantum Al division is at the forefront of these efforts. Google Quantum Al
is dedicated to advancing quantum computing technologies and making them
accessible to researchers and developers for experimentation and problem-solving.

One of Google’s notable achievements in quantum computing is the development
of the Bristlecone quantum processor. Bristlecone boasts an impressive 72 qubits,
which is a significant advancement in quantum hardware. Qubits are the fundamen-
tal units of quantum information, and having a large number of them in a quantum
processor like Bristlecone opens up new possibilities for quantum computing.

Beyond hardware development, Google is also actively involved in the research
and development of quantum algorithms. These algorithms are specifically designed
to tackle problems that classical computers struggle with. Quantum machine
learning and pattern recognition are among the complex problem domains that
Google is exploring with quantum computing.

To facilitate quantum algorithm development and experimentation, Google has
introduced an open-source quantum framework called Cirq. This framework is
designed for experimenting with noisy intermediate-scale quantum (NISQ) algo-
rithms. NISQ algorithms are quantum algorithms tailored for the limitations and
characteristics of current quantum hardware, where the details of the hardware’s
behavior play a crucial role in algorithm design.

Table 4 summarizes the analysis of the general aspects of Google Quantum Al.

The implementation of the TSP circuit using the Google Quantum Al platform
and the Cirq framework shares similarities with the IBM Quantum implementation,
but there are some key differences, particularly related to how qubits are defined and
manipulated.

In Cirq, qubits can be defined in three different ways: they can be labeled with
any name, labeled by a number in a linear array, or labeled by two numbers in
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Table 4 General aspects analysis of Google Quantum Al

Category Description

Type of Gate-based quantum computing model

quantum

technology

Purpose Explore the different solutions for quantum software and hardware, with the
possibility of developing circuits and running them in their hardware

QPUs and One simulator of 20 qubits and the possibility of creating a QVM. three

Simulators QPUs: Bristlecone (72 qubits), Sycamore (54 qubits), Foxtail (22 qubits)

General Cirq is the only language of development and its hardware has many

Characteristics | restrictions, but with the possibility of importing circuits from Quirk or
OpenQASM 2.0

Developer Cirq framework and language. Also, other libraries like gsim or Pennylane

tools

Plans and Free

pricing

a rectangular lattice. This flexibility in qubit labeling allows for various ways to
represent and organize qubits in a quantum circuit.

Gate application in Cirq is accomplished through a concept called a “Moment,”
which allows sets of quantum gates to be applied simultaneously to a set of
qubits. While Cirq doesn’t define gates in the traditional sense as in other quantum
frameworks like Qiskit, the Moment concept serves a similar purpose.

The process of measuring qubits in Cirq is similar to other quantum frameworks,
with measurements being performed in a regular manner.

However, a notable difference when running a circuit on a real quantum processor
with Google Quantum Al is the consideration of the processor’s topology. Each
quantum processor from Google Quantum AI has a unique topology, which refers
to the physical arrangement of qubits and their connectivity. For instance, the
Sycamore processor has a square grid layout, while the Bristlecone processor has
a linear layout. When designing a quantum circuit for execution on a specific
processor, it’s essential to account for the topology and connectivity of that
particular processor.

In the case of Google Quantum Al, up to 72 qubits are available for circuit
execution, and 8192 shots were used in the Free plan with no execution cost.
The average total runtime for the TSP algorithm on various Google Quantum Al
processors was approximately 8.935 seconds, including a queue time of 8.1 seconds.

3.5 Analysis and Comparison

Upon evaluating these providers and utilizing them to create and run the TSP
algorithm, the initial observation is that, while all of them target a common
objective, each has been crafted with distinct technology and criteria. Consequently,
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Table 5 Overview of the inputs for all experiments

Max. number

of qubits sopported Costin $ Number of shots
IBM Quantum 433 8.32 8192
Amazon Braket 80 3.17 8192
(Rigetti)
Azure Quantum 29 0.0143 8192
(IONQ)
Google Quantum Al 72 Free 8192

each platform is tailored for specific purposes and aligns more effectively with
certain projects over others.

Table 5 displays the records encompassing all the conducted experiments on
the providers. To sum up, it was determined that the execution utilized 8192
shots for each provider. This choice aligns with the providers’ service quality
standards, ensuring a robust distribution of results, especially when contending with
noise [44]. While executing the algorithm across diverse quantum computers, it
became evident that employing a high number of shots, as we have done, proves
advantageous [45]. This is due to the presence of noise, which occasionally causes
erroneous results, given the ongoing developmental nature of this technology.

Another thing we can easily observe is the maximum number of qubits depending
on the machines they offer. Currently, IBM Quantum is the provider supplying
the highest number of qubits, followed by Amazon Braket, although this is quite
variable depending on the progress of the technologies and the machines they offer
respectively.

Another conclusion that can be drawn is the price of running the experiments,
which is highly variable from one provider to another, with the least expensive
being Azure Quantum and Google Quantum Al, which is free. These prices differ
depending on the payment plan chosen and the number of shots.

Another factor to consider when choosing a quantum platform for a project
is the specific application or use case. Different quantum platforms offer various
functionalities that are tailored to specific applications. For example, IBM Quantum
has developed a series of software development kits (SDKs) that provide access to
different domains, such as quantum chemistry, optimization, and finance. On the
other hand, Google Quantum Al has developed the TensorFlow Quantum library,
which allows developers to build and train quantum machine learning models.
Similarly, Azure Quantum provides access to the Quantum Development Kit, which
includes the Q# programming language and quantum simulators, while Amazon
Braket offers integration with different classical computing tools and access to
different types of quantum hardware. We know that these factors can influence the
decision to choose a quantum platform for specific projects, but they have not been
analyzed in depth in the above comparison, as they are more platform-specific, so a
fair comparison is not possible. As for the results, as can be seen in Table 6, these
are “100100” for all experiments. Despite the inherently probabilistic nature of the
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Table 6 Overview of the results for all experiments

Compiling/ Queue Running Total

Results Transpiling time | time time time
IBM 100100 5.9s 11.2s 5.2s 22.3s
Quantum (consistent)
Amazon 100100 2.2s 30s 9.95s 42.15s
Braket (consistent)
(Rigetti)
Azure 100100 4s 17s 5.15s 26.15s
Quantum (consistent)
(IONQ)
Google 100100 4.801s 8.1s 8.935s 21.836s

Quantum AI | (consistent)

TSP algorithm in quantum computing, which arises from the probabilistic nature of
quantum mechanics and not just noise or errors, we obtained consistent results in
the algorithm runs [46].

The “100100” result in the context of the TSP on quantum machines is the
solution that is represented as a state of the quantum machine. The solution is
represented as a quantum system’s own state, as a binary representation of a solution
to the TSP problem, where each digit represents the order of visiting a city in the
tour. Concretely, it means that the provider visits cities 1, 2, 3, 3, 4, and 1 in that
order. Moreover, these results are consistent because the same result is obtained in
all experiments. Consistency is an important property of any computational result,
including those obtained using quantum algorithms, because it indicates that the
result is reliable and reproducible, as it is in this case. In addition, it can be observed
that the elapsed time from launching the run on each platform is different. However,
these times are indicative and variable since they depend on the number of users that
are sending jobs to the machines at a given time.

After analyzing the implementation of the TSP in each provider, we deduce that it
is difficult to work with machines from different providers, without having extensive
knowledge about the operation of all of them. We even encounter this problem
within the same vendor, where, depending on the machine to be used, the circuit
must be implemented differently. In other words, there is a limitation in terms of the
programming language or SDK, and the topology of the quantum processor used by
the machine to be used for execution [47].

Therefore, it is necessary to work along these research lines in order to solve
the problems that still prevail in the access and standardization of the different
quantum computing providers. To this end, in the following sections, we will show
the research being carried out at different levels: in Sect. 4 we will examine the
existing works on the standardization of access to the different providers; in Sect. 5
we will show the existing works on the generation of quantum services; and finally,
in Sect. 6 we will consider the existing deployment approaches in this area.
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4 Standardization of Access to Quantum Services Use

As can be seen from the previous analysis of different providers, it is necessary to
facilitate access so developers can benefit from the advancement of this technology.
Along these lines, Ohkura et al. [48] propose a compilation protocol for quantum
multiprogramming on NISQ processors. In this work, the researchers pay attention
to combining quantum circuits for parallel execution and mapping program qubit
variables to physical qubits to reduce unwanted interference among the active
set of quantum circuits. They also propose a software-based cross-talk detection
protocol that uses a combination of randomized benchmarking methods. The
proposed method is characterized by hardware suitability for multiprogramming
with relatively low detection costs. In addition, they find a trade-off between success
rate and runtime in multiprogramming.

Furthermore, Jonathan Ray’s work [49] promotes the connection between
quantum simulators from Chinese providers with online platforms for artificial
intelligence. In this work, the researcher identifies the main entities investigating
the nexus between the two technologies, assesses the pathways, and technological
hurdles, and provides pointers for future development.

Also, there are works in the field of security for different quantum providers
such as Kaliyanandi et al. [50] in which they propose a holistic approach to
load balancing with security in cloud computing. The authors have created the
Quantum-Based Security Framework, making use of fuzzy logic. Along these lines,
Karacan et al. [51] propose two different quantum attack-resistant structures to
ensure secure communication between the subscriber identity module (SIM) and
service providers. In these proposed methods, they use the advanced encryption
standard (AES-256) for communication with resource-constrained devices, and
the N-th degree Truncated polynomial Ring Units (NTRU) encryption system for
communication with servers. This proposed method provides authentication, data
privacy, and integrity for post-quantum SIM cards.

But in none of these cases is a middleware proposed that allows developers to
connect to all quantum machines in an agnostic way. Therefore, Garcia-Alonso et
al. [52] have proposed a Quantum API Gateway to solve this problem.

4.1 Quantum API Gateway

An API Gateway is a pattern used for the composition of microservices in
applications [53]. It is also a valuable tool for optimizing the deployment strategy of
quantum services at runtime. By integrating multiple quantum computing vendors
and offering the ability to recommend the best quantum machine based on user-
indicated parameters, this gateway can enhance the efficiency and effectiveness of
quantum service utilization.
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It’s important to note that quantum computing is still in its early stages, and
the availability of multiple quantum computing platforms from different vendors
introduces complexities in terms of selecting the right hardware for a specific task.
Solutions like the Quantum API Gateway can help users make more informed
decisions by considering various factors when choosing a quantum machine,
such as the problem’s nature and size, hardware constraints, and performance
characteristics.

Additionally, the use of machine learning models to recommend quantum
machines based on user inputs is a promising approach. As quantum computing
technology continues to evolve, such intelligent decision-making tools may become
increasingly essential for users looking to harness the power of quantum computers
effectively.

Therefore, Garcia-Alonso et al. [52] proposed a machine learning model
implemented to recommend the best quantum machine based on the parameters
indicated by the user in the request. In short, it allows for optimizing the deployment
strategy of a quantum service at runtime.

The Quantum API Gateway is developed in Python, specifically using the Flask
library to define the API with the different endpoints. The project is currently
deployed on an AWS server and is presented with a reference implementation for
Amazon Braket.

The authors have tested with the Amazon Braket reference implementation, and
have extended this tool to cover other vendors, such as IBM Quantum, discussed in
Sect. 3.

By integrating multiple vendors with the Quantum API Gateway, and using the
TSP algorithm to thoroughly validate this new implementation, the researchers
have successfully validated its technological capabilities. The complete system is
shown in Fig. 3. The proposed solution significantly improves the deployment and
execution of quantum services.

In this work, the researchers use the information presented by the providers about
the state of the execution queues on their machines and deploy the quantum service
on the best machine of the best platform based on the user’s constraints. In this way,
the Quantum API Gateway agnostically deploys the quantum services taking into
account the constraints and, after receiving the user’s requests, returns the response
in a standard format for all providers.

The execution process, represented graphically in Fig. 4, starts with a classical
machine wishing to invoke a quantum service (step 1). This service call includes
input and optimization parameters for the quantum machine, such as the number
of qubits, the maximum price to be paid for execution, and the type of machine
required for execution: frog or gate. When the Quantum API Gateway receives the
service call, it requests information about the state of the machines from the QCaaS
provider (step 2) and, through its recommender, chooses the most optimal one to
deploy the service (step 3). Once the machine is chosen, it launches the service
(step 4) and returns the response in a standard format to the classic machine (step
5). Once the execution is finished, it returns to the quantum machine to recommend
the data obtained during the execution (step 6).
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Thus, with this process and by choosing the best computer for each task,
the Quantum API Gateway provides advantages over existing methods for using
quantum services. For example, it gives developers the flexibility to select at runtime
between different providers, depending on the type of code they want to run. This
takes into account the number of qubits required for the computation to ensure that
only machines with sufficient computational power are used. This information is
usually provided by the vendors, being available as static data (e.g., in the case of
Amazon Braket) and as back-end information (e.g., in the case of IBM Quantum);
this information is specific to each service provider. In addition, the tool allows the
flexibility to select between gating-based and annealing-based machines, assuming
both quantum service implementations are available. This feature allows for greater
efficiency and accuracy in quantum computing.
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In addition to the number of qubits, the Quantum API Gateway also evaluates
the cost of running the chosen computer, taking into account several factors. These
include the number of shots the developer needs, the maximum cost he is willing
to pay, and the cost per shot. In this context, the triggers refer to the number of
iterations needed to find the solution and obtain the results of the service execution.

To calculate the service execution cost, the tool combines the cost per execution
with the cost per shot, multiplied by the number of shots. Only machines that meet
the cost threshold are selected, and this information is easily accessible from some
vendors such as Amazon Braket. However, other providers do not currently offer
this type of information at runtime. In these cases, a cost estimate is made from the
technical specifications. In the latter case, the choice of vendor is made based on
availability, as explained below.

Once the developer selects the machines that meet the cost threshold, Quantum
API Gateway checks the availability of quantum computers that meet all these
requirements. It then calculates the estimated execution time for each machine,
which provides the developer with valuable information to make an informed
decision. This is done based on the run context that was also established during
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the vendor comparison day of the week, the run start time, and the actual time taken
by previous runs performed on that computer.

Overall, this process ensures the selection of the most cost-effective and efficient
machine to perform the quantum service. Therefore, with these tool enhancements,
we ensure that the optimal machine is selected for each service call. By providing a
standard format for service responses and incorporating a feedback mechanism for
the quantum machine recommender among multiple providers, the entire execution
process is streamlined and allows developers to abstract from both quantum
machines and providers.

5 Development of Quantum Services

Significant work is already underway with the goal of bringing the way quantum
computers in the cloud are used up to the standards managed for working with
classical ones. For example, Amazon Braket [54] provides a unified SDK that
allows developers to build quantum algorithms in a single programming language,
test them on different simulators, and execute them in quantum computers from
different vendors abstracting developers away from the hardware differences. Also,
works like [55] are contributing to mitigating the problems of hardware differences
and availability by providing a method to analyze and optimize quantum algorithms
to estimate in advance which combination of hardware and quantum compiler will
return the more stable execution.

Nevertheless, the development and operation of quantum service-oriented soft-
ware is still a complex task very different from the development of classical services
which professionals are used to [2]. The lack of advanced operating systems makes
it impossible to deploy a quantum service in the same way a classical service is
deployed. Alternatively, a classical service can be deployed that executes a quantum
task when called, adding an additional layer of indirection and complexity to the
system [56, 57]. The queuing system used to run tasks in most quantum computers
makes it very difficult to know or estimate the response time of a given quantum
task, making it impossible to work with service-level agreements that guarantee any
kind of service quality. The low abstraction level of most quantum programming
languages and algorithms makes the quantum source code very dependent on the
specific hardware where it is designed to be run, preventing developers from taking
advantage of the availability of different quantum computers through the cloud. The
availability of advanced tools and methodologies for the development of quantum
services is very limited, making developers use low abstraction level techniques
that are error-prone and offer few of the benefits and amenities of modern software
development tools. To address some of these problems, different research initiatives
are emerging.

That said, there is a clear need to provide developers with tools to assist them
in the generation of quantum services. In this line of work, Weder et al. [58]
focus on some of the problems related to the orchestration of quantum and classical
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services in hybrid systems. To address them, they propose the use of an orchestration
mechanism based on TOSCA to coordinate the different services. The same authors
propose in [59] a provenance mechanism to simplify the selection of a suitable
quantum computer to execute a certain quantum service.

On the other hand, there are emerging works to provide APIs for hybrid quantum-
classical computing, such as Qiskit Runtime [60] and Quantum Intermediate
Representation (QIR) [61]. These works are intended to allow users to efficiently
execute workloads and serve as a common interface between languages and
quantum computing platforms.

All these proposals, even though they raise the abstraction level of quantum
service development and simplify the creation of complex hybrid solutions in which
classical and quantum services coexist, are still far away from the classical devel-
opment of service-oriented software. Additional support is needed for the creation
of quantum services so current services developers can more easily transition to
the quantum domain, mitigating the lack of a skilled quantum workforce [62] and
facilitating the creation of a new generation of hybrid systems.

In this section, we propose an adaptation of the OpenAPI tools to support
quantum services. OpenAPI is one of the most widely used standards for API
description and, for this purpose, defines a vendor-independent description format
for REST-compliant services [63]. The acceptance of the REST architectural style
as a method and protocol for manipulating and exchanging data between different
systems has greatly changed the development of Web services. Nowadays, RESTful
Web services have become a standard for the development of Web APIs [64].
However, as APIs proliferated, the need for both humans and computers to discover
and understand the capabilities of services without accessing the source code or
documentation became clear [65]. The OpenAPI Specification'* is one of the
most widely used alternatives among developers for defining, documenting, and
implementing APIs in a standardized way. This standard facilitates the design of
APIs using different supporting tools (Swagger Editor, OpenAPI Explorer, etc.),
providing a well-defined structure that complies with the standard and considerably
reduces API implementation time [66].

By allowing the creation of quantum services through the use of OpenAPI, we not
only simplify the process of creating these services but also facilitate the transition
from classical services developers by providing them with the same set of tools and
support mechanisms they are used to.

5.1 OpenAPI Specification for Quantum Services

To implement a classic service using OpenAPI, a developer needs to combine two
main aspects: the business logic of the service, which is specific to each service, and

14 https://www.openapis.org.
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the endpoint of the service. Using the OpenAPI specification the service endpoint is
defined, using a standard interface that is language-independent for RESTful APIs.
This makes it possible to discover and understand the features of the service without
having to access the source code or documentation and to define the service and its
input and output parameters. From this specification, using a source code generator,
the code structure is generated, in a programming language chosen by the developer,
where the business logic of the service is then added to have a fully operative Web
service.

Therefore, to address the current state of the art in quantum services, in this work,
we will use OpenAPI in a similar way as it is being used for the implementation
of classical services. Specifically, the code generator called OpenAPI Generator!?
will be modified to support the process of defining and creating quantum Web
services. To achieve this, an extension of the OpenAPI specification, including
custom properties, and an extension of the OpenAPI Generator, to allow for defining
and generating code for quantum applications, have been developed.

For the integration of the business logic of quantum services, we will use
a graphical quantum programming tool that allows drag-and-drop operations to
build quantum circuits. Specifically, the open-source quantum circuit composer
Quirk!'® will be used to develop the business logic of quantum services. Quirk is
an open-source solution implemented with JavaScript and can be run in the Web
browser and helps in rapid creation of quantum circuit prototypes. So, it offers
programmatic access to the quantum circuit composed through a graphical editor.
Nevertheless, it can be easily replaced by any other tool for quantum circuit creation
that offers programmatic access to the code so it can be integrated with the OpenAPI
Specification.

In this way, starting from an OpenAPI specification, enriched with custom
quantum properties, and a quantum circuit it is possible to automatically generate
the source code of the quantum service. For this work, we will use the Python
programming language for the generated services, as it is one of the most widely
used languages in quantum software development [67]. Note that the programming
language for the generation of quantum services can be changed to any other
language supported by the OpenAPI Generator with the appropriate modifications
to support quantum services.

In order to carry out the generation of hybrid classical-quantum services, the
following process is proposed, which is depicted in Fig. 5, and is summarized by
the following steps:

1. Define Business Logic as a Quantum Circuit. This step involves designing
the quantum algorithm or logic that you want to expose as a service. You use
the Open Quirk Composer or a similar tool to create the quantum circuit that

15 https://openapi- generator.tech.
16 https://algassert.com/quirk.
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represents this logic. This quantum circuit encapsulates the core functionality of
the quantum service.

. Define Service Endpoints with OpenAPI. In parallel with defining the quantum
circuit, you also specify the service endpoints that will expose this quantum
logic using the OpenAPI Specification. This YAML-based specification outlines
the available endpoints, their input and output formats, and any other relevant
information about the API.

. Link Quantum Circuit to Service Endpoint. To connect the quantum logic to
a specific service endpoint, you include the Open Quirk URL of the quantum
circuit within the YAML specification of the API. This linkage is crucial as
it associates the quantum algorithm with the API endpoint that will trigger its
execution.
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4. Generate Quantum Service Source Code. This is where the proposed extension
of the OpenAPI code generator comes into play. It generates the source code for
the quantum services based on the quantum circuit and the API specification.
This source code is generated in Python, using the Flask!” Web application
framework.

5. Deployment of Quantum Services. Once you have the source code for the
quantum services, you can deploy them. Deploying these services typically
involves hosting them on a server or a cloud platform. The quantum services
are now accessible via RESTful API calls to the specified endpoints.

6. Execution Through Supported Quantum Providers. To execute the quantum
services, they rely on quantum hardware providers (e.g., IBM Quantum or
Amazon Braket). When clients make requests to the API endpoints, these
services trigger the execution of the associated quantum algorithm on the chosen
quantum hardware provider.

This process enables developers to create quantum services that are exposed
through a RESTful API, making them accessible to other services or applications.
It combines the principles of service-oriented architecture with quantum computing
to create a flexible and accessible quantum computing infrastructure.

6 Deployment of Quantum Services

As discussed earlier in this chapter, the integration of quantum services with
classical services presents unique challenges due to the inherent constraints of
quantum systems.

However, there remains a gap in the literature when it comes to the development
of quantum services. In particular, there is a need for tools and methodologies to
support the development of quantum services that are on par with those available for
classical cloud services [68]. Currently, there is some work focusing on bringing the
advantages of service-oriented computing (SOC) to quantum computing. One exam-
ple is Kumara et al.’s [69] theoretical presentation of a SOC-based methodology that
allows quantum and classical developers and programmers to collaboratively create
hybrid applications. All this translates into a lack of resources that limits the ability
of developers to create and deploy quantum services in an efficient and scalable way
[70].

In this section, we focus on bringing the development of quantum services closer
to that of classical cloud services by adapting existing tools and methodologies to
support quantum services.

To this end, we propose a pipeline for the generation and deployment of quantum
services by adapting techniques from the DevOps methodology for continuous

17 https://flask palletsprojects.com.
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software integration [71]. Specifically, we propose a modification of the OpenAPI
specification and its code generator to generate quantum services, as well as the
automation of the continuous deployment (CD) process for their deployment in
ready-to-consume containers. This is done through a DevOps-based workflow for
continuous software integration and deployment, using the GitHub Actions tool.
To validate this workflow, a complete process has been developed through the
following steps: an API has been specified for the services, the code for these
services has been automatically generated with the OpenAPI extension, the services
have been automatically deployed on an AWS server using the GitHub Actions tool
and Docker, and their correct operation has been manually verified by analyzing the
generated code and making the necessary calls to the services.

6.1 Continuous Deployment of Quantum Services

To realize a continuous deployment similar to those that already exist in classical
computing, we have designed and implemented a pipeline that integrates the auto-
matic generation of code and its deployment in containers ready to be consumed by
developers. For this implementation, we have used a tool offered by the repositories
hosted on GitHub, a well-known code management platform. Specifically, the tool
used is GitHub Actions, which allows the developer to define what he wants to do
with the code every time a change occurs in the repository. This tool allows for
defining a workflow composed of the desired steps to be executed after a change is
made to the repository.

The proposed pipeline can be seen in Fig. 6.

The first step is to define the business logic of the service as a quantum circuit
using Open Quirk, indicating the Open Quirk URL of the created circuit or directly
indicating a URL where the source code in Qiskit language (obtained from IBM
Quantum Composer) is located.

Therefore, for the integration of the business logic of quantum services, we use
a graphical quantum programming that allows drag-and-drop operations to build
quantum circuits. Specifically, the aforementioned quantum circuit composer called
Open Quirk is used to develop the business logic of quantum services.

Then, in the second step, the quantum API is defined, for which an API contract
must be established with OpenAPI, as explained in Sect. 5.1.

At this point it should be noted that for the execution of services that have
been automatically generated, a prior configuration of the environment with the
credentials of the providers is necessary. Without this prior configuration, services
may not be accessible or the available functionality may be limited. The credentials
are typically given by the providers, such as Amazon Web Services (AWS) or IBM,
and may include a password, secret key, and region.

Returning to the process defined in our pipeline, the process continues by
automating with GitHub Actions the generation of the code for quantum services.
The manual process of the developers ends with a commit to the repository, and
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the process of automatic generation and deployment of the services begins (step
3). Next, the repository specification is checked for correct formatting. To do this,
the code of the services is generated with the modified version of the OpenAPI
code generator (steps 4 and 5). If the code is generated correctly, the next task is
to automatically deploy the services in a container (step 6). To do this, a request is
made to the deployment API deployed on the AWS server. This request contains the
URL to the YAML file containing the specification, and the credentials to configure
execution on the providers.

The server receives the GitHub Shares call, generates and encapsulates the code
in a container (step 7), and deploys it by exposing it on the first free port (step 8).
Once ready, it returns the URL where the generated services are hosted. This URL
will be visible to the developer at the end of the workflow execution (steps 9 and
10).

7 Conclusion

In this chapter we have presented an introduction to the emerging field of service-
oriented computing for quantum computing; also, we have presented some of
the current limitations in the construction and use of quantum services through a
practical study of the most important service providers in the market such as IBM
Quantum, Amazon Braket, Azure Quantum, and Google Quantum. In addition, we
have indicated the need and the different alternatives existing in the literature on the
possibility of adapting techniques and methods of classical service engineering to
the quantum world.

This study will serve to enable service developers familiar with high-level
abstraction tools that simplify the process of developing and deploying classical
services to have an easier transition to quantum service development.

For all these reasons, in this chapter, we have proposed the Quantum API
Gateway tool, which is a middleware that will allow access to any service provider
in a developer-agnostic way, and that will facilitate standardization in accessing
different quantum service providers (Sect. 4.1). Furthermore, we propose a method
to standardize the process of defining quantum services using the OpenAPI specifi-
cation, providing an extension of the OpenAPI Code Generator specification capable
of generating the source code of quantum services from an API specification and a
quantum circuit (Sect. 5.1). Additionally, and to facilitate the automatic deployment
of these quantum services, we have developed a workflow for the continuous
deployment of the generated code in Docker containers using the GitHub Actions
tool, encapsulating the code in a container, returning to the developer the URL where
the services are deployed (Sect. 6.1).

With the proposals presented in this chapter, we aim to make quantum computing
more accessible by offering tools and techniques for the automatic generation and
deployment of quantum services. By automating the deployment process, our tools



218 E. Moguel et al.

bring quantum computing closer to developers by making it more similar to what
they already know in classical computing.
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Check for
updates

Luis Jiménez-Navajas, Ricardo Pérez-Castillo, and Mario Piattini

Abstract Quantum computing is getting closer and closer to bringing all its
potential applications to our lives. This means that in a few years the current IT
will evolve into hybrid software systems where quantum and classical computing
paradigms should be designed, developed, and operated together. This is a big
challenge that will require software modernization processes for transforming
and migrating legacy software systems (which may include adding new existing
quantum software) toward such hybrid software systems. This chapter discusses
the challenges of hybrid software and how software modernization (based on
architecture-driven modernization) can be used as a reengineering solution for an
effective evolution of classical and quantum software.

Keywords Quantum software - Software modernization - Hybrid software
systems - Architecture-driven modernization - KDM - UML

1 Introduction

When its associated technology is sufficiently mature, quantum computing is
expected to make a great impact on information systems and, in general, on business
and society [1, 2]. Technology giants such as Amazon, IBM, Google, and Microsoft
are investing a lot of resources in developing this new paradigm, whether by creating
new languages [3-5], researching the creation of better quantum computers, or
enabling quantum services [6]. This growing interest in quantum computing and
its potential impact on various fields [7] has led to the emergence of a vibrant
quantum ecosystem comprising startups, research labs, and consortia. In 2021,
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Zapata Computing conducted a survey of 300 leaders at large global enterprises
(information and technology officers and other executive levels) with estimated
2021 revenues of over $250 million. In this survey, 74% of enterprise leaders agreed
that “those who fail to adopt quantum computing solutions will fall behind” [8].

Companies that are eager to benefit from quantum software may want to adapt
their classical software systems to the quantum computing paradigm. For example,
companies researching the creation of certain materials or pharmaceuticals will be
forced to adopt quantum software, since its performance is better than classical
software with these types of problems [9].

The effective adoption of quantum software does not imply a total discarding of
the classical software systems but rather a progressive evolution in which quantum
software could be integrated in some parts. There are several reasons for which a
partial adoption is expected instead of a whole revolution. The first reason is that
quantum computing can solve very specific problems [10], which implies that (1)
not everything can be better solved with a quantum algorithm, and even doing so,
(2) those quantum programs could not represent a performance gain compared to
classical software [10]. Additionally, while current classical software systems were
in place, those systems probably have embedded a large amount of mission-critical
knowledge (specifically in the source code) that is still extremely valuable for the
organizations. That embedded knowledge is probably not present anywhere else, so
it is extremely difficult and risky to preserve and migrate such knowledge in new
software systems developed from scratch [11].

Consequently, in the near future, it is expected to find organizations with hybrid
software systems, which combine both quantum and classical software. Quantum
software components will perform those complex operations that classical software
cannot perform in a reasonable time. Typically, these operations will be executed
through the services provided by quantum computing providers [12], usually in the
cloud. On the other hand, the classical software will manage those request/response
interactions with quantum software, e.g., sending the input with which the quantum
software will work, and then receiving and processing the output of the quantum
software execution.

The evolution of classical software systems, in isolation, has been previously
addressed by software reengineering [13—15]. With the advent of quantum comput-
ing, some adaptations have been suggested to meet the underlying challenges of
the evolution from/toward hybrid software systems [16]. First, quantum algorithms
must be capable of being integrated into the existing software systems. Also, the
replacement of its classical counterparts must take place in an integrated way.
Second, once the classical software system has evolved, new functionalities inspired
in and based on the quantum computing paradigm must be introduced in the target
hybrid software system [17].

In order to carry out the evolution of classical software systems toward hybrid
software systems, a quantum software modernization process has been proposed
[18]. This process is a solution based on reengineering and, more specifically, on
architecture-driven modernization (ADM) [19]. ADM is the evolution of traditional
reengineering following the model-driven engineering (MDE) principles, in order
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to address the standardization and automation challenges [20]. This modernization
process facilitates the analysis, refactoring, and transformation of an existing
software system to support new requirements, the migration of systems, or even
their interoperability. Thanks to the MDE principles, this process is agnostic to the
quantum software technology and programming languages, following the quantum
software engineering principles set out in the Talavera Manifesto [21].

The remainder of this chapter is structured as follows. First, it discusses the
challenges that quantum software brings to the existing software systems and the
transformation that it entails. Then, it discusses the process of quantum software
modernization for evolving from/toward hybrid software systems. After this, a
running example illustrates how the modernization process works. The last section
draws some conclusions.

2 C(lassical-Quantum Software Systems

Once companies have access to quantum service providers, those companies that
would take advantage of this technology will start to consider adapting some of their
business processes. However, as mentioned above, the classical part is expected not
to be fully replaced. There are several reasons for this. Firstly, quantum algorithms
help us solve specific tasks, and the business model of some companies probably
does not allow them to employ these algorithms. Another reason might be that
the implementation of their software systems with quantum software would not
make a significant difference in performance since the functions that these systems
accomplish are simplistic regarding quantum computing, while the cost of its
implementation would skyrocket.

Hybrid software systems are expected to be composed of two main parts,
classical and quantum software. Classical software implements all those functions
that do not make sense to “quantumfy,” and which will perform a transformation of
the output of the quantum functions into legible information. Quantum software
implements such functions, either in the cloud or through simulations. Figure 1
shows the usual execution process of a hybrid program. The two parts are not
isolated from each other. The input the quantum algorithm needs to process is
provided by the classical part, previously stored in the memory. Then, the quantum
part prepares the algorithm (either adiabatic or gate based) and manipulates the
qubits to process the input. Finally, the qubits are measured, and the output of the
algorithm (now classical data) can be processed by the classical part and thus by the
users.
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Fig. 1 Execution process of a hybrid program

2.1 Challenges of Hybrid Software

Once it is understood that companies will not completely replace their current
software systems to start from scratch with quantum systems, it is time to discuss
what kinds of companies or organizations could benefit from the evolution of their
current software systems.

Companies that will be able to take advantage of quantum computing and will
consider evolving their software systems will have to face several challenges and
will have to study which components or functions to evolve. In the vast majority of
cases, this evolution would consist of carrying out the most demanding operations
in a quantum provider’s cloud [22]. This would be one of the scenarios to be faced,
figuring out which functions to evolve and which algorithms that are isolated in
third-party systems should be used, while communications with cloud providers
would be done through classical computing, i.e., the classical software system would
evolve into a software system with quantum software components.

Another scenario could occur if organizations want to take advantage of the
quantum computing hype and start to move their business models toward the
new paradigm. This would imply a direct evolution of their software systems
toward hybrid ones, as they will still have certain business processes that remain
implemented by classical computing.

Since today’s computational power for noisy intermediate-scale quantum (NISQ)
devices is still limited to a degree, several NISQ devices could be used in a
distributed quantum computing architecture [23]. This will entail another important
challenge for the mentioned evolution toward hybrid software systems.

According to [24], hybrid software systems will also face obstacles in code
portability, tool integration, program validation, and in the orchestration of workflow
development. These problems together with the low maturity of the quantum
solutions market will lead to another important challenge. Today, there exists a huge
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volatility in quantum technology (quantum computers, programming languages,
development tools, etc.). Thus, today’s companies that bet on a specific technology
could find tomorrow that such technology has become obsolete.

3  Quantum Software Modernization

In this section, the overall quantum software modernization is explained. For a
better understanding, as the process presented is based on ADM, first the traditional
software reengineering and its evolution to architecture-driven modernization is
explained. Then, how the evolution toward hybrid software systems may be
achieved is described.

3.1 Traditional Reengineering

All technologies evolve over time, and so the software should evolve consequently.
This evolution can have negative effects on software systems developed in the past,
like degradation or aging. This implies that information systems can be turned into
legacy information systems, which means that the source code that was developed
could be technologically obsolete [25]. Reengineering allows “the preservation of
the business knowledge, making possible to carry out evolutionary maintenance of
the legacy information systems assuming low risks and low costs” [26]. The overall
reengineering process is typically presented as a “horseshoe” model [27]; see Fig.
2, where reengineering consists of three main phases:

* Reverse engineering: the information system is analyzed to identify its compo-
nents and interrelationships and create abstract representations of the system in
another form or at a higher level of abstraction.

* Restructuring: the transformation from one representation form to another
at the same relative abstraction level. This phase can consist of refactoring,
i.e., the internal structure is improved while preserving the subject system’s
external behavior (functionality and semantics). Or additionally, it can add new
functionality at this abstraction level.

» Forward engineering: the final phase consists of the renovation by generating the
new source code and other software artifacts at a lower abstraction level.

Software reengineering projects have traditionally failed when dealing with
specific challenges like the standardization and automation of the reengineering
process [28]. First, standardization constitutes a challenge since the reengineering
processes have typically been conducted in many different ad hoc ways. Reengineer-
ing projects must, therefore, focus their efforts on a better definition of the process.
Furthermore, the code cannot be the only software asset that the standardization
covers, since “the code does not contain all the information that is needed” [29].
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Fig. 2 Horseshoe software reengineering model

The reengineering process must be formalized to ensure an integrated management
of all the knowledge involved in the process, such as source code, data, business
rules, and so on.

Second, automation is also a particularly important problem. In order to prevent
failure in large complex legacy information systems, the reengineering process must
be mature and repeatable [30]. In addition, the reengineering process needs to be
aided by automated tools in order to enable companies to handle the maintenance
costs [28].

3.2 Architecture-Driven Modernization

In order to address the mentioned challenges, traditional reengineering evolved
toward architecture-driven modernization (ADM) [31]. ADM consists of the use
of tools that facilitate the analysis, refactoring, and transformation of existing
systems toward a modernization for supporting new requirements, their migration,
or even their interoperability. To accomplish this, ADM makes use of reengineer-
ing and model-driven engineering (MDE) principles [32], i.e., software artifacts
are represented and managed as models, and automatic model transformation is
defined between them. Thus, ADM attempts to address the mentioned flaws of the
traditional reengineering.
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The horseshoe reengineering model has been adapted to ADM, and it is known

as the horseshoe modernization model (see Fig. 3). There are three kinds of models
in the horseshoe model [33]:

Computation-independent model (CIM) is a view of the system from the
computation-independent perspective at a high abstraction level. A CIM does
not show details of the system’s structure. CIMs are sometimes called domain
models and play the role of bridging the gap between the domain experts and
experts in the system design and construction.

Platform-independent model (PIM) is a view of a system from the platform-
independent perspective at an intermediate abstraction level. A PIM has a specific
degree of technological independence to be suitable for use with several different
platforms of a similar type.

Platform-specific model (PSM) is a view of a system from the platform-specific
perspective at a low abstraction level. A PSM combines the specifications in
the PIM with the details that specify how that system uses a particular type of
platform or technology.

As a part of the ADM initiative, the Object Management Group (OMG) released

the Knowledge Discovery Metamodel (KDM) within a broad set of proposed stan-
dards [34]. KDM addresses the main challenges that appear in the modernization
of legacy information systems, and it is the cornerstone of the set of proposed
standards, since the other standards are defined around KDM [35]. KDM uses the
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OMG’s standards for representing the models through XML Metadata Interchange
(XMI).

KDM provides a metamodel which represents the software artifacts involved
in the legacy information system, providing an accurate view of its functions and
structures. Reverse engineering techniques use KDM to build high abstraction level
models in a bottom-up manner starting from software legacy artifacts.

The KDM specification has different perspectives [35], and, in order to simplify
the management of its structure, four layers were designed. Each layer is, therefore,
based on the previous one, and each of them contains several packages representing
different concerns related to legacy information systems. Different KDM packages
and layers could be used depending on the artifacts analyzed (cf. Fig. 4).

According to the horseshoe modernization model, the ADM-based process can
be categorized into three kinds of modernization processes [36]. These depend on
the abstraction level reached in the reverse engineering phase. The reverse engi-
neering phase is probably the most important phase in the horseshoe modernization
model. This is because this activity conditions the abstraction level achieved in
each kind of modernization process and, therefore, the resources provided and
possibilities to restructure legacy information systems. A higher abstraction level
usually implies a greater amount of knowledge and rich information which provide
the modernization process with more restructuring possibilities.

Figure 5 shows the three kinds of modernization processes depending on the
maximum abstraction level reached during the reverse engineering phase:

e Technical Modernization. This kind of modernization considers the lowest
abstraction level and is historically that which is most applied to legacy sys-
tems. A company conducts a technical modernization project when it wishes
to deal with platform or language obsolescence, new technical opportunities,
conformance to standards, system efficiency, system usability, or other similar
modernization factors. This is sometimes not strictly considered to be a modern-
ization process since it focuses solely on corrective and preventive modifications,
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but in any case, it addresses adaptive or perfective modifications according to the
modernization definition.

» Application/Data Modernization. This kind of modernization considers an inter-
mediate abstraction level since it focuses on restructuring a legacy system at the
level of application and data design to obtain the target system. This kind of
modernization is driven by several modernization factors such as improving the
system reusability, reducing the delocalized system logic or system complexity,
and applying design patterns. There is a fine line between this kind of modern-
ization and the previous one, but that line is crossed when there is some impact
on the system design level.

* Business Modernization. This kind of modernization increases the abstraction
level to the maximum. The restructuring phase therefore takes place at the level
of business architecture, i.e., the business rules and processes that govern a
legacy system in the company. Apart from technical models and application/data
models, this kind of modernization also incorporates business semantic models
which are a key asset in (1) preserving the business knowledge embedded in
legacy systems and (2) aligning the company’s business requirements with the
future target systems.
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3.3 Software Modernization of Hybrid Software Systems

Software engineering has evolved as new (or adapted) technologies and method-
ologies are emerging to deal with the mentioned challenges of hybrid software
systems. Now, because of the new quantum paradigm, new difficulties have emerged
as explained previously.

A solution based on reengineering and, more specifically on ADM [19], was
already proposed in [18] to achieve the evolution of classical software systems
toward hybrid ones. That solution introduced “quantum software modernization”
and ensured that it could be used in three different use cases:

* Use case 1. To integrate existing quantum algorithms into new hybrid software
systems

e Use case 2. To evolve actual/classical legacy software systems toward hybrid
software systems

e Use case 3. To implement new business operations supported by quantum
software into the target hybrid software system

Figure 6 shows the overall process of quantum software modernization. In this
process, it is proposed to employ already existing standards such as KDM (already
presented) or unified modeling language (UML). The first phase, which can be
seen on the left-hand side of Fig. 6, consists of reverse engineering, where a model
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Fig. 6 Quantum software modernization approach [37]
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represents the different components of a system in a technology-agnostic way. This
model is built through the analysis of the artifacts of the classical system (use case
1) and quantum elements—if they exist (use case 2). The second phase, at the top
center of Fig. 6, is restructuring. The extended KDM that were previously generated
are transformed into high abstraction level models. Also, new quantum programs
or business process could be added to the design of the target software system (use
case 3). The metamodel chosen was UML since it is a widely known modeling
language that has been widely embraced in the industry and which follows the
technology-agnostic philosophy of the reverse engineering phase. Finally, on the
right-hand side of Fig. 6, the forward engineering phase is depicted. In this final
step of the quantum software modernization process, various tools can be used to
automatically generate code fragments of the hybrid system designed employing the
extended UML models.

The quantum software modernization process can be used for any case that aims
at the evolution of a classical software system toward a hybrid one. To illustrate the
overall software modernization process, let us imagine a legacy shipping routing
system belonging to a logistics company. In this case, the company is intended
to implement a quantum algorithm that, taking advantage of quantum parallelism,
calculates the optimal route. Firstly, the company could explore the development of
a quantum algorithm that calculates optimal routes (programs for similar problems
already exist, at least for the quantum annealing device [38]). Secondly, once the
quantum algorithm is developed, the company could have a quantum program,
which needs to be operated almost manually. Finally, the company will need
to integrate with other parts of the existing classical software systems. This is
crucial since the input parameters for the quantum algorithms come from those
classical systems. The output of the quantum algorithms is essential for the classical
counterparts, so that users can make decisions based on them. In this scenario, the
proposed software modernization process might consist of:

* Reverse engineering to get the KDM representing both the classical software
system and the quantum program. This quantum program could be an imple-
mentation of a quantum circuit in a quantum programming language, but not the
graphical quantum circuit. This is where the change of the abstraction level lies,
since to model a quantum program in KDM, one necessarily must change the
abstraction level.

* Based on a model transformation, the target hybrid software system is restruc-
tured. In this phase, the UML representations of the quantum program are
integrated with the classical system representations, resulting in the design of the
target hybrid software system. To cover all aspects of the model transformation,
expert-based model refactoring would be employed. In this example, the integra-
tion of classical software parameters and quantum response integration could be
modeled.

* Finally, in the forward engineering phase, the source code backbone for the
target hybrid software system is generated, at least the backbone that can then
be completed by engineers.
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4 Example of Application for the Software Modernization
Process

This section shows an example of the application of the quantum software modern-
ization process to illustrate all the involved artifacts and the tasks performed within
this process. This section has been divided into three subsections, one for each phase
of the software modernization process (i.e., reverse engineering, restructuring, and
forward engineering). However, since there is already literature on the generation of
KDM from the source code of classical software systems, the reverse engineering
phase focuses on the generation a KDM from quantum software and, in particular,
from OpenQASM3 [39]. Then, the restructuring phase performs the transformation
of KDM to UML, and the forward engineering phase introduces the automatic
quantum code generation.

4.1 Reverse Engineering of Quantum Code

Despite all the efforts of OMG and the Architecture-Driven Modernization Task
Force (ADMTF) to build a robust standard with the potential to represent all the
components of an information system that are needed for modernization, they never
considered the quantum paradigm since quantum computing was not relevant in
2003 when the ADMTF was formed. Therefore, it is necessary to “extend the KDM
metamodel through its built-in extension mechanism to support the representation
of the different quantum entities” [40]. The KDM’s default extension mechanism is
the extension family; Fig. 7 depicts the different components within this mechanism
that can be found in a quantum programming language. The KDM extension is
referred to hereinafter as “Q-KDM.”

Whenever quantum programs are analyzed by reverse engineering, the Q-
KDM must appear in the KDM generated from the respective quantum program.
In addition, each quantum component (i.e., a quantum gate or a qubit) is also
defined in the KDM according to its operation. Table 1 shows the definition of
the quantum elements that may appear in a quantum program along with its Q-

<extensionFamily>
<stereotype name="quantum programming language" />
<stereotype name="quantum program" />
<stereotype name="quantum operation" />
<stereotype name="quantum gate" />
<stereotype name="qubit" />
<stereotype name="qubit measure" />
<stereotype name="control qubit" />
<stereotype name="qubit array" />
</extensionFamily>

Fig. 7 Q-KDM extension (extracted from [40])
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Table 1 Mapping of quantum elements to KDM along with the extension family

Quantum element KDM element Extension family element
Quantum program CodeModel Quantum program
Quantum operation CallableUnit Quantum operation
Quantum gate ActionElement Quantum gate

Qubit Storable and ParameterUnit Qubit or qubit array
Quantum control ActionRelation Control qubit

1 v

2 include "stdgates.inc";
; O NN
4 qubit[2] q; : A

6 h qlo];
7 cx q[0], ql1]l;
s m q[o];
om qll];

Fig. 8 Example of an OpenQASM3 program and its analogous quantum circuit

KDM extension. For example, if a qubit appears in a quantum algorithm, this qubit
will be represented in KDM as a StorableUnit or ParameterUnit and will also
point to the extension family stereotype “qubit” or, if it is a qubit array, “qubit
array.” Associating quantum elements with their corresponding extension family
stereotypes allows us to extend the semantics of KDM, since stereotypes may
be used to indicate a difference in meaning or usage between two elements with
identical structures [41]. This is necessary since the elements of quantum software
are radically different from the elements that appear in classical software, which
forces us to extend the metamodel to preserve as much information as possible. In
addition, it is preferred to use standards already embraced by the industry as these
have greater tool support and dominance by industry experts.

This extension, as presented in [40], makes it possible to generate KDM by
analyzing programs developed in any quantum programming language. The left
side of Fig. 8 shows an example of a short program implementing the Bell state
developed in OpenQASM3 [39]. In this program, in line 4, an array of two qubits is
defined; in line 6, a Hadamard’s gate is applied to the first qubit. Then, a controlled
not is applied to qubits O and 1 in line 7. Finally, the qubits are measured in lines 8
and 9. The right side of Fig. 8 shows the same implementation of the Bell state but
using the quantum circuit composer of IBM quantum experience [42].

Figure 9 depicts a shortened version of the generated KDM from the Open-
QASM3 program shown in Fig. 8. The extension family defined on Fig. 7 can
be seen from lines 8 to 17 of Fig. 9. In lines 21 and 22, a qubit is declared as a
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1 <xml version="1.0" encoding="UTF-8"?>

2 <kdm:Segment xmlns:kdm="http://www.omg.org/spec/KDM/20160201/kdm"
3 xmlns:xmi=http://www.omg.org/XMI xmi:version="2.0"name="bell.gasm">
4 <extensionFamily xmi:id="id.0" name="quantum extension">

5 <stereotype name="quantum programming language" xmi:id="id.1" />
6 <stereotype name="quantum circuit" xmi:id="id.2" />

7 <stereotype name="quantum operation" xmi:id="id.3" />

8 <stereotype name="quantum gate" xmi:id="id.4" />

9 <stereotype name="qubit" xmi:id="id.5" />

10 <stereotype name="qubit measure" xmi:id="id.6" />

11 <stereotype name="control qubit" xmi:id="id.7" />

12 <stereotype name="qubit array" xmi:id="id.8" />

13 </extensionFamily>

14 <model xmi:type="code:CodeModel" name="bell.gasm" xmi:id="id.13">
15 <codeElement xmi:type="code:CompilationUnit" name="bell.gasm"

16 xmi:id="id.14" />

17 <codeElement xmi:id="id.21" xmi:type="code:StorableUnit"

18 name="q[2]" stereotype="id.8" />

19 <codeElement xmi:id="id.22" xmi:type="action:ActionElement"

20 kind="operator" name="Hadamard" stereotype="id.4">

21 <source language="OpenQASM3" snippet="h q[0]" />

22 <actionRelation xmi:id="id.23" xmi:type="action:Addresses"
23 from="id.22" to="id.21" />

24 <codeElement xmi:id="id.24" name="0" xmi:type="code:Value"
25 stereotype="id.5" />

26 <actionRelation xmi:id="id.25" xmi:type="action:Reads"

27 from="id.22" to="id.21" />

28 <actionRelation xmi:id="id.27" xmi:type="action:Flow"

29 from="id.22" to="id.28" />

30 </codeElement>

31 <codeElement xmi:id="id.28" xmi:type="action:ActionElement"
32 kind="operator" name="Controlled Not" stereotype="id.4">
33 <source language="OpenQASM3" snippet="ex q[0],q[1l]" />

34 <actionRelation xmi:id="id.29" xmi:type="action:Addresses"
35 from="id.28" to="id.21" />

36 <codeElement xmi:id="id.30" name="0" xmi:type="code:Value"
37 stereotype="id.5" />

38 <codeElement xmi:id="id.32" name="1" xmi:type="code:Value"
39 stereotype="id.5" />

40 <actionRelation xmi:id="id.31" xmi:type="action:Reads"

41 from="id.28" to="id.21" stereotype="id.7" />

42 <actionRelation xmi:id="id.33" xmi:type="action:Reads"

43 from="id.28" to="id.21" />

44 <actionRelation xmi:id="id.35" xmi:type="action:Flow"

45 from="id.28" to="id.36" />

46 </codeElement>

47 <codeElement xmi:id="id.36" xmi:type="action:ActionElement"
48 kind="operator" name="Measure" stereotype="id.4">

49 <source language="OpenQASM3" snippet="m q[0]" />

50 <actionRelation xmi:id="id.37" xmi:type="action:Addresses"
51 from="id.36" to="id.21" />

52 <!--Reduced for code simplification--!>

53 </codeElement>

54 <codeElement xmi:id="id.42" xmi:type="action:ActionElement"
55 kind="operator" name="Measure" stereotype="id.4">

56 <source language="OpenQASM3" snippet="m q[1l]" />

57 <actionRelation xmi:id="id.43" xmi:type="action:Addresses"
58 from="id.42" to="id.21" />

59 <!--Reduced for code simplification--!>

60 </codeElement>

61</model>

62</kdm: Segment>

Fig. 9 Resulting KDM file of the previous OpenQASM3 program
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StorableUnit, as a qubit, on reflection, is just a variable which stores a result (the
qubit’s state). This element points to id of “qubit array” in the extension family with
the attribute “stereotype.” Finally, from line 23 to 81 are described the action and the
data flow of the different quantum gates that appear in the algorithm. For example,
lines 23 to 36 represent the abstraction of the Hadamard’s gate. In that part, line 25
specifically holds the textual representation (i.e., “h q[0]”), in lines 26 and 27 the
qubit in which is applied (by means of the ids), and, in lines 34 and 35, the next
quantum gate which acts (with the “actionRelation” of type “Flow”). From lines 37
to 54, the controlled not gate is described in KDM, pointing to the two different
registers of the qubit array, and from lines 55 to 80, the two final measure gates are
described.

4.2 Restructuring

For the restructuring phase of the quantum software reengineering process, the well-
known UML standard has been selected. The restructuring phase consists of the
generation of high-level models where the relevant redesigns for the subsequent
generation of the target hybrid software system are conducted. To perform this task,
UML [43] has been chosen as the modeling language given that it is such a popular
metamodel in the industry (it is an OMG and ISO/IEC standard), with a wide variety
of tools available and a large community of software engineers who are proficient in
this metamodel. It is worth highlighting the good results obtained when using UML
for the analysis and design of software systems [43].

During the design of hybrid software systems, problems may occur concerning
the representation of the new semantics and building blocks that quantum software
can bring. However, like KDM, UML is not designed to represent the particular
elements that may appear in a quantum algorithm, such as quantum gates or qubits.
This is the reason it is necessary to create an extension of the metamodel. UML
offers three extension mechanisms [44]:

e A new instance of the Meta-Object Facility (MOF) model. This approach consists
of creating a completely new metamodel based on MOF. The result of this
heavyweight approach is a new domain-specific modeling language (DSML).

e Derivation of a new UML metamodel. This approach adds new metamodel
elements to the existing one. As occurs with the first approach, it creates a
different metamodel, but it at least considers the original UML metamodel as
itis.

e UML profile. This is a lightweight extension approach that is based on the UML
built-in extension mechanism, UML profiling. UML profiles are created as a set
of stereotypes, tagged values, and constraints defined for some of the existing
UML elements.

Of these three options, the last one has been chosen, i.e., to extend UML through
the creation of a UML profile. There were two reasons for implementing it in this
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way: all models generated using such a profile will be fully compliant with the UML
standard; and, in addition, it is easier to maintain extensions that have been defined
as UML profiles, since the associated modeling tools do not need to be adjusted after
each change. Furthermore, there is already a UML quantum profile that represents
quantum elements through class and sequence diagrams [45].

The quantum UML profile, previously proposed in [46], allows the representation
of quantum programs through activity diagrams (see Fig. 10). On the right-hand
side of Fig. 10 can be seen the different stereotypes added to the metamodel
to represent the quantum components that might appear in a quantum program:
quantum circuit, qubit, quantum gate, controlled qubit, measure, and reset. Then,
on the left-hand side of Fig. 10, an excerpt of the UML metamodel for representing
activity diagrams is shown. Finally, the arrows which point from the stereotypes to
the different metaclass elements indicate that the stereotype extends the properties of
the metaclass elements. The UML extension is referred to hereinafter as “Q-UML.”

The root element of a model which represents a quantum circuit will be a
metaclass of type activity with the <<QuantumCircuit>> stereotype. Inside this
activity, the qubits are typified as ActivityPartition with the <<Qubit>> stereotype
because it is intended that the qubits are seen as horizontal lines where the quantum
gates can be placed (as is done by IBM Quantum Experience [42] or any circuit
composer). The quantum gates are represented by the metaclass action but with the
<<QuantumGate>> stereotype—but depending on what action they perform on the
qubits, different metaclasses and stereotypes can be assigned. Further details of Q-
UML can be seen in [46].

The designed KDM-to-UML model transformation can be formally defined in
Atlas Transformation Language (ATL) [47]. An ATL transformation program is
composed of rules that define what elements of the input metamodel are transformed
in other elements regarding the output metamodel. A key part for designing the
model transformation is to define the input and output metamodels. The input
metamodel is an extension of KDM which allows the identification of quantum
elements proposed in [18]. The output metamodel is the ECORE metamodel for
UML version 2.5.1, which defines the abstract syntax of UML. This ECORE
metamodel can be seen in [48] and contains the UML model description compliant
with the EMOF metamodel [49]. EMOF stands for Essential MOF and “it provides
a straightforward framework for mapping MOF models to implementations such as
JMI and XMI for simple metamodels” [50]. The UML metamodel is used as is,
although a quantum UML profile as depicted in [51] is used for modeling quantum
circuits as the UML activity diagram.

Having defined the metamodels, the design of the ATL transformation attempts to
identify which quantum entities could match with elements of the UML metamodel.
The transformation accomplished follows a top-down order. Thus, the first KDM
elements transformed to UML are those that group the remaining nested elements,
i.e., the Segment element as the KDM’s root element (which may contain, from
different perspectives, the description of a whole system, including its components
and interrelationships [52]. The last, and more atomic, KDM element is the
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Table 2 Summary of the transformations accomplished

Quantum element Input KDM Output UML

Quantum program CompilationUnit Interaction

Quantum operation CallableUnit Activity

Qubit declaration StorableUnit ActivityPartition

Quantum gate ActionElement CallOperationAction/
AcceptEventAction/
SendSignalAction

Data flow between gates Flow ControlFlow

actionRelation, which specifies on which qubit a quantum gate acted and its flow
control.

Table 2 shows a short summary of the transformations carried out. On the left side
the quantum element is analyzed, the middle of the table shows the KDM definition,
and the right side shows its UML transformation.

As previously explained, the UML standard is defined as a metamodel com-
pliant with MOF. Every metamodel has two separate but related syntaxes: “1) an
abstract syntax that describes the concepts in the language, their characteristics
and interrelationships; and ii) a concrete syntax that defines the specific textual
or graphical notations required for the abstract elements” [52]. Although the ATL
model transformation can generate UML models from KDM, these UML models are
the abstract syntax representation, while a second transformation from the abstract
to the concrete syntax representation allows us to visualize the UML diagrams in a
graphical way.

To carry out the graphical representation, several tools that perform the same
process of drawing an activity diagram based on a model were studied, for example
visual paradigm [53] and jsUML2 [54]. jsUML2 was chosen because it is an open-
source library and supports designing use cases, classes, and activity diagrams,
among others, as well as JavaScript-based web applications. This entails the
advantage of a better integration into a REST API solution.

Although the quantum algorithms modeled with the quantum UML profile are
valid according to the standard, in order to represent them graphically with jSUML2,
it is necessary to modify the models so that the library will generate activity
diagrams. Among the different types of diagrams that jsSUML?2 allows to design,
activity diagrams have been chosen for modeling quantum programs according to
the UML extension. This is due to the UML models built with the UML profile
belonging to the abstract syntax specification of UML activity diagrams.

Figure 11 shows the result of the graphical UML activity diagram after the
KDM-to-UML model transformation and the definition of its concrete syntax using
jSUML2 of the OpenQASM3 program depicted in Fig. 8. The activity diagram
contains an activity with the name of the quantum program, two qubits (one for
each register), and four gates: a Hadamard’s gate, a controlled not split into two
elements for a better comprehension of the diagram, and two measurement gates.
All those elements, that are represented from quantum programs, are depicted with
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Fig. 11 UML activity diagram using jsUML2

its correspondent stereotype, which enables an extension in the syntax of UML to
represent properly such quantum elements.

4.3 Forward Engineering

The proposed model-to-text transformation considers two types of UML diagrams
according to the quantum UML profile: (1) the class diagram which provides the
comprehensive static view of the system, representing how classes and packages
are organized, and (2) the activity diagram which serves to model the dynamics
(algorithms or quantum circuits) of certain quantum software components. The
output for the target hybrid software is Python and its quantum software extension,
Qiskit [55]. Today, both languages are widely used, both in classical and quantum
software development. In addition, Qiskit supports the generation of OpenQASM
quantum assembly code, which is the basis of other quantum programming lan-
guages. Despite this, the transformation could be adapted to other models and
programming languages according to the MDE approach.

The transformation process is made in two steps, which can be considered
as two independent model-to-text transformation steps executed in a row (the
transformation code is available in [56]). In the first step, the quantum software is
generated from the extended UML activity diagrams that represent quantum circuits.
In the second step, the Python code (classical software) is generated from the UML
class diagrams, which also uses quantum stereotypes defined in the UML profile.
Such information is extremely relevant to define dependencies and relationships
between classical and quantum code. Because of this, the quantum code generation
is done first.
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(¢ var initial

if(initial ==
"There i itialNode".println():
} else|
var actual = initial.outgoings.target.get(0);
var type = actual.toString().split(' ').get(0).split('@').get(0);
while (not (type == " J . € pse.uml2.uml.internal.impl.ActivityFinalN "))
var gate ch ype (actual) ;

if (not (gate ass™)) (%)
[$=circuitName%] . [¥=gate’]

actual nextNode (actual);
type actual.toString() .split(' ').get(0).split('@').get(0);

Fig. 12 Excerpt of EGL transformation for quantum gates generation in Qiskit

4.3.1 UML Activity Diagrams to Qiskit Code

The first Epsilon Generation Language (EGL) transformation generates a Python
(.py) file for each activity diagram (that represents a quantum circuit). The Python
file first adds all the Qiskit imports, and then it will generate a QuantumCircuit
object representing the quantum circuit. All the quantum elements (registers, gates,
measures, etc.) will be added to that object. First, a quantum register (by using
QuantumRegister class) is generated, which groups the number of qubits that are
used by the circuit. According to the quantum UML profile, every Lane element
represents a qubit in the circuit. Similarly, a ClassicalRegister object is generated
(and added to the circuit) for every qubit affected by a measure operation (i.e., a
UML Action element stereotyped with <<Measure>>). Second, the QuantumCircuit
object is instantiated by using as parameters both registers (quantum and classical).
After that, quantum gates are added to the circuit, as well as the measure operations.
Quantum gates are modeled in the UML activity diagrams as “Action” elements
stereotyped with <<QuantumGate>> (see Fig. 12). It is crucial to preserve the order
of quantum gates, since quantum circuit does not define an explicit execution flow.
Another important question is the controlled gates, which are modeled as a pair of
two elements and one constraint between them: a SendSignalAction (on the qubit
used for the control) and an AcceptEventAction (on the qubit in which the gate
is applied). In this case, the EGL transformation should consider the relationship
between those two elements applied in different Lane elements; at the same time,
the order of the remaining gates is kept. Finally, the circuit is generated, and made
persisted in the target Python file, through the EGL template.

4.3.2 UML Class Diagrams to Python Code

The second EGL transformation generates the Python code for the classical
software, from the UML class diagrams. Of course, there already exist tools for
classical code generation from UML class diagrams. The difference is that the
classical code is generated with some relationships with the previous Qiskit code.
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($function getAttributeType (attribute) : String{

if (attribute.type.name == null)
return getDataType (attribute.type.ePr ng() .split('#').get(1));
else if (attribute.type.name == "giskit.cir X t*

for(activity in activities.replace(' ', split(',")
if (not (attribute.name == pull))
if ((activity.replace(' ', '_').replace('-', ' ')) =
(attribute.name.replace(' ', '_').replace('-', '_').toLowerCase())
return attribute.name;
return getDataType (attribute.type.name);

1

Fig. 13 Excerpt for the EGL function for classical-quantum code integration

In this sense, the first mapping considers Packages and generates the respective
directory structure to store the Python files for each Class. For each Class, all the
artributes are generated in code. It is necessary to establish a mapping between the
predefined UML data types and the available Python data types (of course this is
parameterizable). Along with the artributes, the respective functions for the public
interface, i.e., getters and setters, are defined. Finally, the operations defined in the
UML classes are defined as functions in the Python code. The function signature is
created in the target class with the parameters and the return type. Obviously, these
operations are empty and must be completed by developers.

Apart from those transformation rules, the quantum code is integrated along with
the classical code. The following conditions are checked to do such integration:
(1) there is a UML class stereotyped as <<Quantum Driver>>; (2) there is a
dependency from the previous class to a different UML class stereotyped as
<<Quantum>> (which represents the quantum circuit); and (3) the <<Quantum>>
class name matches with the name of the .py file previously generated from a
UML activity diagram. As a result, the generated source code for the <<Quantum
Driver>> class contains a Qiskit QuantumCircuit attribute with the name of the
target <<Quantum>> class (see Fig. 13).

As a result, the generated code defines the skeleton of the classic classes, while
the existing code presents fully functional code. The generated code of the quantum
circuit varies in the order of application of some gates, but only in cases where
it does not affect the result, so those can be considered as functionally equivalent
circuits.

Although there are several generative techniques for both classical and quantum
software, these were provided in isolation. However, this model-to-text transforma-
tion generates both classical (Python) and quantum (Qiskit) code in combination
from the high-level design in UML of hybrid software systems. This transformation
completes the software modernization process from/to hybrid software systems.

Figure 14 shows the output of the model-to-text transformation, from the UML
activity diagram (depicted in Fig. 11) to a hybrid program (Python file importing
the IBM quantum’s Software Development Kit (SDK) Qiskit). In lines 3 and 4, the
Qiskit’s libraries are imported. Then, the qubits are declared in lines 7 and 8, and in
line 11 the quantum circuit (Bell) is initialized with the qubits previously declared.
Finally, from lines 13 to 16, the quantum gates act on the quantum circuit.
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# -*- coding: utf-8 -*-

from gqiskit import QuantumCircuit, QuantumRegister,
ClassicalRegister
from numpy import pi

gl = QuantumRegister(1, 'ql')
@ = QuantumRegister(1l, 'g0")

W O N OOV A W N B

11 Bell = QuantumCircuit(ql, g®)
12

13 Bell.h(go@)

14 Bell.cz(q@, q1)

15 Bell.measure(go)

16 Bell.measure(ql)

Fig. 14 Output Qiskit program

5 Conclusions

Every day we are coming closer to a world where organizations can have access to
quantum computers or be able to run quantum software that improves or benefits
their business models. Moreover, the estimated predictions point to a large increase
in the value of quantum software services developed regarding the new quantum
computing paradigm.

However, the organizations which could benefit from quantum computing are not
yet ready for this paradigm leap. It has always been said that it is not the strongest
that survives but the one that adapts the best. This phrase can be applied to our
context since, in a not-too-distant future, the organizations that best adapt their
business models (hence, their software systems) or create new strategies considering
the new paradigm, with which organizations will be able to survive to competence.

In this context, quantum software modernization has been introduced in this
chapter as a solution to conduct the evolution of classical software systems toward
hybrid software systems. This process makes the combination of both computing
paradigms, quantum and classical, easier. This process consists of three phases,
reverse engineering, restructuring, and forward engineering. These phases have been
illustrated in this chapter, although the overall modernization process follows the
MDE principles, and, therefore, it could be instantiated with different (meta)models.

The main implication of the quantum software modernization process for
practitioners is a set of challenges that may appear during the evolution of classical
software systems toward hybrid software systems. Thus, software modernization
helps the companies to identify which components from their business models could
be evolved, and how, or even start new businesses following this new paradigm
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using techniques and standards which have been proved to be effective in solving
such problems.
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1 Overview

In recent years, quantum computing (QC) has taken shape as a multidisciplinary
research and development field extending in many dimensions, i.e., spanning from
theoretical to experimental disciplines as well as from research and development
to engineering. Quantum algorithms and their applications touch a plethora of
scientific and industrial fields while user communities start to become aware of
their possible implications in the near future. Ultimately, the goal is to make
distinct QC resources, i.e., superposition, entanglement, and randomness, available
for real-world application workloads, which will be able to benefit from quantum
advantage [1]. Trapped-ion QC is a very promising architecture that continuously
proves to be a stable platform to execute quantum algorithms reliably. This platform
has recently started to push toward integration in data centers and high-performance
computing (HPC) environments [2].

Substantial efforts are taken to provide low-threshold programmatic access to
execute quantum algorithms on existing QC hardware provided by various vendors.
Mostly, access is implemented via so-called quantum software development kits
(SDKs) in combination with application programming interfaces (APIs). While
SDKSs and APIs enable the execution of quantum circuits, they also clearly separate
the quantum computing infrastructure from the classical computing infrastructure.
For a tighter integration of classical compute nodes and quantum processing units
(QPUs), significant software and hardware development will be necessary in the
near future [3].

The following section starts with an overview of different QC platforms in
Sect. 1.1, followed by a short introduction to ion-trap technology (Sect. 1.2). In
Sect. 2 we focus on aspects of the Alpine Quantum Technologies (AQT) hardware,
from the ion trap (Sect. 2.1), mounted in a vacuum chamber setup (Sect. 2.2), to the
full-scale rack-mounted system (Sect. 2.3). Subsequently, we outline some of the
most important aspects of the quantum performance in Sect. 3, which includes 20-
qubit control (Sect. 3.1), gate fidelities (Sect. 3.2), and coherence times (Sect. 3.3),
as well as the quantum volume (QV) of the whole system (Sect.3.4). In Sect.4
we describe important parts of our software stack, i.e., the AQT cloud platform
(Sect.4.1), circuit transpilation (Sect.4.2), and the radio frequency (RF) pulse
scheduler (Sect. 4.3). We conclude with an outlook for future steps to facilitate the
realization of a heterogeneous, hybrid HPC-QC infrastructure (Sect. 4.4).

1.1 Quantum Computing Platforms

For several quantum computing system approaches more or less detailed roadmaps
have been proposed on how to construct large-scale QC systems. The promising
platforms include trapped ions, superconducting systems, neutral atoms, photons,
quantum dots, and semiconductors. For reasons of completeness, note that more
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Table 1 Characteristic features of different QC platforms for selected properties split into the two
categories of universal and analog QC, based on [5, 6, 7, 8]. Note that no clear preference can be
given due to dependencies and trade-offs between several parameters. Some QC platforms might
belong to both categories

Number of Qubit Single-qubit | Quantum
Universal QC qubits lifetimes Gate times | gate fidelities | volume
Superconducting | LARGE (100+) ~ 0.5ms ~ 10-50ns | ~ 99.9% MEDIUM
qubits
Trapped ions MEDIUM (<100) |~ 50+ s ~ 1-50 s |~ 99.99% HIGHEST
Neutral atoms LARGE ~ 1s ~ 100ns ~ 99%
Photons SMALL (<10) N/A ~ 1ns ~ 99.9%
Quantum dots SMALL ~ 1-10s ~ 1-10ns |~ 99%
Semiconductors | SMALL ~ 100 us ~ 1020 s | ~ 99%
Analog QC Number of qubits | Problem sizes
Quantum LARGE MEDIUM
annealer
Trapped ions LARGE MEDIUM
Neutral atoms LARGE MEDIUM

avenues to building a quantum computer exist, but most other systems are still in a
very early stage of development. Each of these technologies has its advantages, but
also challenges that need to be overcome. To put trapped-ion quantum computers
into perspective, we compare selected metrics of those QC platforms which are
currently in the focus of start-ups and larger commercial entities in Table 1. The
comparison should serve as a rough overview to indicate that each platform has
its strengths and weaknesses, and why there is no clear “winning approach” at the
moment. We note that for a detailed evaluation which also considers fundamental
dependencies between different parameters, other comparisons can be found in the
literature [4, 5, 6].

1.2 Ion Traps Background

Devices for trapping charged particles have been developed in the context of
studying atomic, molecular, and optical physics in the mid-twentieth century, long
before the field of quantum information science emerged. Hence, there is a vast body
of literature covering the various aspects of this field [9, 10, 11, and references
therein]. The following subsection therefore certainly doesn’t attempt to broadly
cover ion-trap physics as a whole, but is only meant to provide a minimum of
necessary context to a technically inclined, but not necessarily physics-trained,
audience.

Generally speaking, ion traps, especially Paul traps [11], are devices which
capture and keep charged atomic or molecular particles at a fixed position in
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space, well isolated from the environment. This is achieved by creating a confining
electrical potential, which is generated by a set of electrodes that are connected to
RF and DC voltages. Such a setup provides a physical system with the following
key features which make it an excellent platform for QC:

* Jons of one species are identical, allowing for keeping the control mechanisms
the same for all of them.

* The physics of the ions and thus their behavior in the ion trap is described by
quantum mechanics.

* Undesired external influences can be effectively suppressed, if the system
is set up in a suitable ultra-high vacuum (UHV) environment with proper
electromagnetic shielding.

* Desired external control of the system can be effectively exercised, typically
mediated by electromagnetic fields in the RF, micro-wave (MW), and optical
regime.

These very properties are the reason that such systems can fulfill all the
DiVincenzo’s criteria for realizing quantum computation [12]. Moreover, it has
been shown that all the required basis operations for QC can be performed in a
fault-tolerant way [13, 14, 15]. While quantum error correction comes at the price
of a considerable resource overhead, it is expected to be key for large-scale QC in
the future [1, 16, 17, 18, 19]. The quality of control on trapped-ion systems is also
documented by the fact that a quantum volume of 2'° has been reported on such a
system [20], the highest number across all quantum computing platforms so far.

1.2.1 Paul Traps

Currently the most widely used variant of an ion trap for quantum computing is the
Paul trap, named after Wolfgang Paul, who was awarded the Nobel Prize in Physics
in 1989 for his contributions to the field of trapped ions. It emerged as a modification
of apparatuses used to create atomic and molecular beams for spectroscopy research
[11].

Paul traps work by applying suitable voltages to a set of electrodes that result in
trapping charged particles. No additional magnetic fields are used, as, e.g., in the
case of Penning traps [21]. Since it is not possible to create an electric potential
with a minimum in all three spatial dimensions using only static voltages, according
to Earnshaw’s theorem, a combination of DC and AC voltages is used to create a
harmonic pseudo-potential, i.e., an effective quasi-static potential for particles with
a specific mass [22, 23, 24].

Physical realizations of Paul traps have been evolving over time, starting from
larger setups with parabolic-shaped electrodes, to smaller devices, providing higher
trap frequencies and increased optical access for interaction with laser fields and
photon detection purposes. Another concept in trap design is mapping all electrodes
to a two-dimensional structure, which then yields planar chip traps, which can be
produced using established micro-fabrication techniques. There is no single design
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Fig. 1 X-shaped Paul trap designed by AQT. Holes in the endcap electrodes allow for optical
access along the axial direction

that fits all the purposes ranging from quantum computation and communication to
quantum sensing. Different architectures and their main features are described in
more detail in Sect. 1.2.2.

1.2.2 Ton-Trap Architectures

The design details of the employed trap, i.e., the choice of materials, the geometry
of its electrodes, its dimensions, the fabrication process, etc., play a major role when
it comes to the performance of a trapped-ion QC system.

A currently widely used design can be seen in Fig. 1. The X-shaped electrode
structure ensures extensive optical access while providing high trap frequencies
using still manageable electrode voltages. High-quality quantum operations of 50
ions have been demonstrated in this kind of trap [25]. For more detailed information
on such a trap, see Sect. 2.1.

Another approach to trap design is segmentation and miniaturization [26, 27,
28, 29, 30, 31, 32]. A few such traps are shown in Fig. 2. Segmented traps feature
multiple dynamic and possibly independent trapping potentials, which allow for
dynamic transport and reconfiguration of ion crystals during operation to achieve
scalability for trapped-ion QC systems. Production of those devices usually requires
various micro-fabrication techniques due to their design complexity. This increased
complexity also limits the performance of those devices in many cases; e.g.,
maintaining low heating rates during operation remains a persisting challenge,
transport and reconfiguration of the ion crystals takes up additional computational
time, and the complexity of circuit compilation increases. Moreover, controlling
the individual segments of those traps requires suitable low-noise control of a large
number of individual DC voltages. Mitigation strategies include cooling such traps
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(a) University of Innsbruck [33] (b) University of Mainz [34]

(c) NIST [35] (d) ETH Ziirich [36]

Fig. 2 Examples of microstructured ion traps. (a) shows a planar trap, where multiple electrodes
are connected to the same DC voltage, enabling parallel ion transport operations, (b) shows a
multilayered segmented 3D ion trap (wire-bond connections missing in the image), (c) shows a
planar trap with a closed racetrack-shaped electrode structure, and (d) shows a 3D trap featuring
cross-shaped intersections

to cryogenic temperatures and/or operating the system with more than one ionic
species, which enables cooling of the quantum register during operation.

While impressive results could be achieved going down that route [20, 29], the
accompanying complexity still largely ties such systems to laboratory environments,
while systems employing traps as shown in Fig.1 can be engineered in such a
fashion that a deployment as part of a QC system in standard data centers is possible
(see Sect. 2).
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Interal exteal

Fig. 3 Simplified internal and external degrees of freedom of one ion in a trap. The internal
degree of freedom is an electronic two-level system with the qubit-states |0) and |1) and an energy
difference of Ziwy. The external degree of freedom is the ion confined in a harmonic potential with
an energy difference fiw;, with w; denoting the trap frequency

1.2.3 Ion Crystals as Qubit Registers

Ions in a Paul trap have an external degree of freedom, describing the motional
state of the particles in the trapping potential, and an internal degree of freedom,
describing the electronic state of the ions (see Fig.3). The most important aspect
of external degrees of freedom can be described as a standard quantum mechanical
harmonic oscillator in three dimensions [23]. The confining trapping potential of
a Paul trap is chosen, such that w; is relatively small compared to w, and wy.
Consequently, the ions will line up along the z-axis of the trap. The resulting linear
ion crystal can then be used as a qubit register, where a qubit is the most fundamental
unit of quantum information, just as the regular bit is for classical information
processing. The quantum mechanical state of a qubit in general is described by
[¥) = «|0) + B|1) with @, B € C and |a|> + |B]> = 1. Upon measurement, the
superposition state of the qubit collapses, and is projected onto either |0) or |1). For
further details about the concept and physics of qubits, we refer the reader to the
literature [4, 37].

Describing the internal degree of freedom is in general a more complex atomic
physics problem, depending on the ionic species. For more details on that topic, we
again refer the reader to the literature [38, 39]. In the present context, it is sufficient
to be aware that ions employed for QC purposes offer two suitable electronic
energy levels. A transition between these two levels can be driven to implement
gate operations. The respective states are then referred to as |0) and |1), and can be
distinguished by a measurement.

In the absence of any external interaction, this system is described by the
Hamiltonian

1 S 1
H = Ehwoaz + Aoy (aka + E) , (D

with 7 being the reduced Planck’s constant, a’ and a the creation and annihilation
operator of the harmonic oscillator describing the motion of the ion respectively, wq
the transition frequency between the internal states |0) and |1), w; the trap frequency,
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given by the electrode configuration and the operational parameters of the ion trap,
and o, the respective Pauli matrix.

A suitable driving field, usually an external laser field with the frequency wy,
is applied to couple the internal and/or external states of the ions. We focus on the
following three cases:

e Resonant Laser Field
If w;, = wo, the external field only drives the transition between the ion’s internal
states |0) and |1). We refer to that transition as the carrier (car) transition. ¢,
denotes the phase of the driving field. The resulting Hamiltonian [23] reads:

Q . .
Hcar - ”-13 (€1¢LU+ + €_I¢LO’_) (2)

* Red Motional Sideband
If w; = wy — wr, the interaction affects the internal and the motional states of
the ion crystal. An excitation of the internal state goes along with a de-excitation
of the motional state and vice versa. We call that transition the red sideband (rsb)
transition.

Q. .
H,g, = ihn "; ! (e‘¢Lao+ +e_1¢Lanr—> 3)

e Blue Motional Sideband
If w;, = wg + w7, the interaction also affects the internal and the motional states
of the ion crystal. Now, an excitation of the internal state goes along with an
excitation of the motional state and vice versa. We call that transition the blue
sideband (bsb) transition.

Q . ,
Hysp = ihn%—H <€I¢L(JTO’+ + e_‘¢LaU_) “

Here, 2 is the Rabi frequency, describing the timescale of the dynamics of the
system induced by the external driving field, 6+ = o, & ioy, a combination of Pauli
matrices, and 1 the Lamb-Dicke Parameter, and the indices n designate the number
states of the motional harmonic oscillator. For more details on the underlying
physics, please refer to the standard textbook literature on quantum mechanics, e.g.,
[40].

Single-Qubit Gates

An initial state |W (7)) is converted to a final state at the end of the interaction of
duration #; by means of the time evolution operator U (t), |V (#1)) = U(@)|W(%)).
For time-independent Hamiltonians, as Hcyr, Which needs to be employed in this
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case, it reads explicitly

. Q _. 71¢ . g
Uso(t) = exp <_%Hcart> _ < cos(x1) ie 'L sin(% t)) — RO, $)

—jelL sin(%t) cos(%t)
(%)

which is identical to the canonical definition of an R(6, ¢) gate operation [37, 4],
with ¢ = ¢ and 6 = Qt.
R (0) gate operations
¢ s in( @
cos(%) —isin(%) 0
R = 2 2 6
(%) ( 0 cos(§) +isin(%)) ©
can be implemented in a virtual fashion, i.e., without employing actual pulses, but
by changing the phases of all subsequent pulses [41].

Two-Qubit Gates

Engineering a suitable interaction with a bichromatic light field employing a red
and blue sideband interaction simultaneously allows for the implementation of a
two-qubit gate operation of the Mglmer-Sgrensen type [42, 43]. The time evolution
operator reads

0,
Ums  exp 1§Sx

cos(%) 0 0 —isin(%) @)
_[ 0 eosB) sing) 0 g g

0 —isin(3) cos(5) 0

—isin(§) 0 0 cos(3)

which is identiqal to the canonical definition of a Ry, (0) gate operation [37]. Here,
Sy = a)gl) + 0)51 ) is the global spin operator of the target ions i and j. This generates
the maximally entangled state for the case 6 = w /2

1

Ums|00) = N

(100) —i|11)). ®)

2 Trapped-Ion Hardware

In general, many hardware components and devices are required to build a QC
system with high-quality qubits and high-fidelity quantum gate operations. Several
trade-offs need to be considered and optimized during the design process that are
conductive for the targeted, out-of-laboratory or industrial, operational conditions.
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Thus, the hardware and system design needs to ensure that the device operates to the
required physical, environmental and quantum, as well as interface specifications. In
the case of trapped ions, these requirements include keeping qubits in an adequate
electromagnetic environment, shielded from the surroundings, and at the same time
enabling well-controlled qubit operations during execution of quantum algorithms,
qubit state detection, and communication to the user.

An efficient approach to implement such complex system designs is based on a
modular architecture. In this case, the hardware components are hierarchically struc-
tured into exchangeable subassemblies, with interfaces in between, ideally allowing
them to be modeled by a hardware description in software. Tight integration of quan-
tum physics subsystems, i.e., the trapped ions coupled to electromagnetic fields,
with various other subsystems, such as high-precision laser light sources, real-time
electronic control, electro-optical distribution networks, as well as classical compute
and network systems, is required. In the following sections, we describe the main
elements of a device that we have assembled and are operating at AQT, starting with
the ion trap PINE trap in Sect.2.1 and vacuum and control setup for operating the
trap PINE set-up in Sect. 2.2. In Sect. 2.3 we elaborate on how the complete system
is installed within a standardized 19" rack that is compatible with operation in data
center environments.

2.1 Ion-Trap Device

The PINE trap as shown in Fig. 4 is a high-precision ion trap built upon the well-
tested design of the University of Innsbruck and the Institute of Quantum Optics and
Quantum Information of the Austrian Academy of Sciences. The initial design was
further optimized for high thermal and electrical conductivity to minimize parasitic
heating effects, as well as for precision manufacturing to allow a reproducible
production process.

The trap features heating rates of < 10 phonons/s, as demonstrated in Fig.5,
especially an axial heating rate of < 1 phonon/s for a trap frequency of about
500kHz. That low number is key for performing high-fidelity two-qubit gate
operations as described in 1.2, where the ion—ion interaction is mediated by the ion
crystal’s motional mode. The performance of the PINE trap on that front fulfills the
requirements for fault-tolerant gate operation. Furthermore, the high optical access
with a numerical aperture (NA) > 0.5 allows for tightly focusing laser fields on the
ion string, minimizing cross-talk to neighboring ions during addressing operations.
Those key performance indicators make the PINE trap an excellent device for the
storage and coherent manipulation of trapped particles in general.

The trap can be integrated in a custom-built vacuum system that contains stan-
dard vacuum components. Electrical contacts to the trapping electrodes, up to four
compensation electrodes, and temperature sensors can be accessed by standardized
electrical vacuum feedthroughs. The choice of materials and fabrication process
leads to a reduced trap-temperature over RF-power dependency of < 5K/W,
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for loading
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Fig. 4 The PINE trap is mounted on an ultra-high-vacuum flange and connected RF and safe high-
voltage (SHV) feedthroughs for electrical supply. This trap has been already utilized by research
groups to demonstrate outstanding results in the field of QC and high precision metrology [13,44],
and trap various atomic- and molecular ion species
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Fig. 5 The PINE trap features heating rates of below 10 phonons/s within its typical operating
range and of below 1 phonon/s for an axial trap frequency of 500 kHz specifically, which allows
the trap to be used for fault-tolerant quantum operations
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PINE SET-UP
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Fig. 6 The PINE setup includes the PINE trap mounted in an ultra-high-vacuum chamber with
required pump and controller, optical access for all laser beams for ablation loading, cooling,
detection, and polarization gradient cooling (PGC) as well as imaging and addressing of trapped
ions via a high numerical aperture (NA) objective, electromagnetic coils, and an RF resonator

minimizing mechanical drifts due to changing temperature during operation with
non-constant RF-power.

2.2 Ion-Trap Setup

The PINE setup is an ion-trapping assembly based on the modular hardware
approach (see Fig.6). The heart of the setup is the PINE trap, which is located
inside an ultra-high-vacuum chamber facilitating a low background-gas collision
rate of < 0.02s~!. Such a collision rate translates to less than one collision per ion
with a background gas particle per minute, which is important when considering
the maximal width of a quantum circuit as the overall collision rate grows linearly
with the number of ions. Optical interfaces for qubit manipulation are provided via
dedicated fiber ports. The objective with a high numerical aperture (NA) of up to 0.6
fulfills two purposes. Firstly, it allows for focusing down a laser beam to a spot size
of < 1pum to address single ions with low cross-talk to next neighbors. Secondly,
it can efficiently collect fluorescence photons for reliable state detection using the
electron shelving technique [38] within a detection time of less than 200 ps. The
ion species can be selected by choosing respective targets for ablation loading, and
up to two ablation targets can be configured for multi-ion species applications. This
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PINE SET-UP

suitable for a 19-inch rack installation

Fig. 7 This configuration of the PINE setup is ready to be mounted into a standard 19" rack with
easy access by mounting it on sliding rails which act as a drawer that can be pulled out of the rack.
Additionally, it features a vibration isolation stage, a scientific camera for imaging purposes, and
an electromagnetic shielding structure

configuration allowed the setup to achieve the world’s largest maximally entangled
quantum state with 24 calcium-ion qubits [44], superseded recently by the creation
of a 32-qubit maximally entangled state [45].

2.3 Quantum Computer in a Rack

The MARMOT system is a complete trapped-ion quantum computer that fits inside
two standardized 19” racks by mounting the PINE setup on sliding rails as shown
in Fig. 7. In that system, tens of individually addressable qubits can be prepared and
worked with, depending on the scientific application and performance requirements
(see more details in Sect. 3).

The MARMOT system has been designed to target standard HPC facilities,
data centers, industrial environments, or even office spaces (see Fig. 8). Operated
remotely and supplied from just a single phase power wall outlet, the device does
not require special access, cooling, vibration insulation, or further requirements
typically associated with other quantum devices. To date, this system has been
used as a testbed to investigate quantum benefits in the fields of chemistry, risk
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Fig. 8 A photograph of the MARMOT system which is a 19”-rack-mounted room-temperature
quantum computer, having a less than 2 m? footprint and a power consumption of less than 2kW.
Designed for the installation at HPC infrastructures and data centers, the PINE setup is located
behind a front plate on the bottom of the left rack, while the full laser system and stabilization is
placed in the right rack

analysis, portfolio optimization [46], probabilistic networks [47], random numbers
for cryptographic applications [48], and more.

3 Quantum Performance

Characterizing and qualifying manufactured hardware components is a fundamental
task before using any device. The goal of our specific QC device is to use it for
quantum information processing and execution of quantum circuits. Therefore, a
well-characterized and well-specified QC system requires measuring its properties,
including the quality of qubits in various aspects. Typical examples are the quality
of isolation from the environment and from each other, how well their quantum
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state can be controlled, and what their collective quantum performance is, which
eventually defines the quality of the whole QC system.

In the following, we describe several QC hardware performance metrics that we
have applied to characterize our MARMOT system. We start with the parasitic cou-
pling of the laser light field to neighboring ions within the qubit register, so-called
qubit cross-talk, in Sect. 3.1, the single-qubit error rate within the range for enabling
fault-tolerant quantum gate operations in Sect. 3.2, the qubit coherence times in
Sect. 3.3, and the quantum volume for simplified QC performance benchmarking
in Sect. 3.4.

3.1 20-Qubit Control

In our trapped-ion quantum computer, we move a single or several laser beams onto
the position of a single or multiple ions, respectively. Applying discrete laser pulses
onto the ions effectively changes the encoded quantum information. Ideally, the laser
light would hit only the targeted ion(s) and nothing else, which is a requirement that
can rarely be fulfilled in ion crystals with more than two ions. Thus, it is important to
characterize the undesired coupling of the laser light field via the coupling strength
of non-targeted ions relative to the addressed ion. Typical numbers are within the
range of 1-3%, but in Fig.9 we present the full cross-talk matrix, which gives an
average coupling to next-neighbor qubits of only 0.58% in a 20-qubit register.

Such low levels of cross-talk convert into error rates in the 10~ range,
which is compatible with fault-tolerant requirements and enables the execution of
quantum algorithms on the MARMOT system without considering complicated error
mitigation routines. Supporting fault-tolerant universal quantum gate operations
provides a pathway to go beyond so-called noisy intermediate-scale quantum
(NISQ) devices [1], which, as a proof of concept, has been recently demonstrated
with trapped-ion qubits using a PINE trap [13].

Furthermore, increasing the number of high-quality qubits should result in
benefits for the end user and gradually increase the QC system performance levels.
It provides a solid basis for implementing use cases on NISQ devices ranging from
finance to chemistry [49, 50] and several more [1].

3.2 Single-Qubit Error Rates

Errors in quantum processors are one of the largest roadblocks toward the imple-
mentation of quantum applications resulting in a computational benefit. While
controlling larger numbers of qubits for creating larger quantum states for com-
puting is demanding, an even more challenging aspect is to at least maintain, but
ideally significantly improve, the performance of the quantum gate operations at the
same time. In terms of quantum processor description, this entails details such as
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Fig. 9 Cross-talk matrix for a qubit register consisting of 20 individual ions. We characterize the
couplings between individual qubits by driving Rabi oscillations on a single ion and measuring
the excitation on other qubits. The mean value of the ratio of the coupling to the next-neighbor
qubits is 0.58%. In terms of error rates, this corresponds to the 105 range and is consistent with
the requirements for fault-tolerant quantum computers

realizing Markovian dynamics, e.g., the order of gate operations has no effect on the
achieved performance, stability of the system, negligible cross-talk between qubits,
as well as a sufficient connectivity.

One possible source of errors is the single-qubit error rate, for which we present
individual measurements on 10 qubits in Fig. 10. We determined the fidelity for
single-qubit gates using local randomized gates [51, 52], which are randomly and
uniformly sourced from the Clifford group. In addition, the inverse element is
calculated and placed at the end of the sequence to reverse the previous operations
and ideally return the qubit to its initial state. In doing so, the average success
probability (SP) of returning the qubit to its initial state decreases with N according
to

SP(N) = Ap" + B, )
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with p the mean gate error and A and B free fitting constants with expected values of
1 —1/2" and 1/2", respectively, where n is the number of qubits per gate operation
and thus n = 1 for single-qubit gate operations. For the presented measurements,
we implemented random sequences with N = 5, 10, 20, 30, 40, and 50 Clifford
elements, where each element consists of several X and Y gate operations, on
average about 1.7 gate operations per Clifford element. For each sequence length
N we realize 50 random repetitions. A fit to the experimental data yields mean gate
errors that are given for each ion in Fig. 10. On average, the qubit register features
an error rate that is less than 1 in 1000.

3.3 Quantum Memory Lifetime

In contrast to a classical computer, where information is stored in binary states,
a QPU stores information in superpositions of binary quantum states specified
by relative phases and amplitudes. Storage and manipulation of such quantum
information can be fragile and susceptible to disturbances from the environment,
leading to information loss and thus reduction in quantum performance. The effect
of this disturbance can be quantified by the lifetime of the quantum information,
referred to as quantum memory lifetime, which is depicted in Fig. 11.

The quantum memory lifetime is dominated by two effects that can be witnessed
on qubits. The first effect describes the decay of qubit excitation resulting from
energy exchange between an ion and its environment. The respective rate is
described by the so-called 77 time which is limited by the natural lifetime of the
energy levels constituting the qubit system. Individual measurements of 77 for 20
qubits are shown in Fig. 12. The second effect stems from information loss due to
scrambling of the phase relation in the superposition state predominantly induced

computation

Time

Fig. 11 Lifetime of memory qubits Tppem in comparison to coherence times of computational
qubits 77 and T». Considering typical gate times on the order of 10 to 100 s, the quantum memory
persists for the equivalent of up to 10,000 quantum gate operations. Such circuit depths can be
challenging for some platforms (see Sec. 1.1 and Table 1)
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Fig. 13 T time of the qubit transition. The blue and green dots represent the measurement results
derived from a standard Ramsey experiment and a Ramsey measurement with spin echo refocusing,
respectively. We determine the 75 time by fitting exponential decays to the two experiments with
results given in the legend

by laser light field and magnetic field fluctuations. It is described by the 75 time,
with its measurement presented in Fig. 13. Ideally, both the 7 and 7> times should
be significantly longer than the time it takes to manipulate the qubits. Physically, the
ultimate limit for the 7, time of the quantum system is given by the lifetime 77 by
T, < 2T1, i.e., a well-isolated quantum system should demonstrate 7 times on the
order of 77.

Here, we present the 77 and 7> times measured in the MARMOT system. We first
highlight the identical behavior of all ions in the qubit register, exemplified by the
time 71 = 1.14s £ 0.06 s, measured for each ion in a register of 20 ions. A laser
linewidth of less than 1 Hz and highly stable magnetic fields provide us with an
excellent 7> time between 0.5 and 1.2 s. Accordingly, the quantum memory persists
for the equivalent of up to 10,000 quantum gate operations based on gate times on
the order of 10 to 100 ps, visualized in Fig. 11.

The identical nature of all qubits, in combination with low error rates and all-
to-all connectivity, allows us to reduce circuit compilation and calibration overhead.
This simplifies the implementation of quantum applications, making the trapped-ion
QPU a preferable platform for QC.

3.4 Quantum Volume

The quantum volume (QV) test is a benchmark that tries to assess and describe the
computational performance of a QC system with a single number [54]. The higher
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the number, the more powerful the computer, where the QV is either limited by
the number of available qubits or by the circuit size that can be implemented with
reasonable success probability. Although there are many more possible benchmarks
available [55], the QV test is one of the simplest and most commonly used
benchmarks at the moment and allows us to compare different universal QC
systems, independent of their platform or architecture.

The QV on the AQT QC system was determined by running 870 random QV test
circuits in total. We show an example in Fig. 14. The test resulted in a mean heavy
output probability (HOP) of 0.714 £ 0.015 with twice the standard deviation of
20 = 0.031. Thus, the measured HOP is above the required threshold of 2/3 with
99.89% confidence. The implemented circuits were generated using Qiskit [37].
The random circuits were further optimized using methods which include Block
combination, Block approximation, mirroring, and arbitrary angles for entangling
gate operations [56]. This procedure yields a QV of 128 with the corresponding
measurement shown in Fig. 15. While higher QV values have been recently achieved
by Quantinuum in the US [45], to our knowledge, so far 128 is the largest QV
measured on a universal quantum computer which has been designed, built, and
located in Europe. It’s also worth noting that QV scales exponentially with the
number of qubits.

Using the programming language Python and various supported QC interfaces,
the implementation of the presented QV test requires only a few lines of code
in Qiskit, which makes it an easy-to-use, synthetic benchmark to characterize the
holistic performance of a QC system. As an extension to synthetic benchmarks in
general, efforts have recently been made to define application-specific benchmarks
for easier comparison of real operational performances of QC systems [57, 58, 59].

4 Software

Executing quantum algorithms with sufficiently high quality is the primary goal for
every QC system, and to provide those capabilities for a given application, a suitable
software stack is required. From top to bottom, the stack includes an interface
for user input, remote connectivity, queue and job management, compilation and
transpilation of quantum circuits, scheduling and generation of RF and laser pulse
objects, processing quantum instructions, controlling electronics and components,
and result processing, to name the most important parts.

The secondary goal of the software stack is operating and maintaining a
QC system in an unattended fashion for a long period of time, which requires
automatic calibrations of QC components and parameters, monitoring and reporting
of important system properties, ensuring data integrity and security, and supporting
classical administrative and operational tasks.

In the next subsections we will present details about the cloud QC platform
(Sect. 4.1), circuit transpilation (Sect.4.2), and the RF pulse scheduler (Sect.4.3)
developed and used by AQT.
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Fig. 15 For the quantum volume test to be successful, the heavy output probability (HOP) must
be above the specified threshold of 2/3. The data shows that the mean HOP is above this threshold
and the associated uncertainty decreases as the number of random circuits increases. Eventually,
the HOP exceeds the threshold by more than two standard deviations (20'), which certifies that the
AQT MARMOT system has a quantum volume of 128

4.1 Cloud Platform

Access to the AQT QC systems is provided through a dedicated cloud platform. A
client can submit circuits to the quantum computer for processing with a so-called
representational state transfer (REST) call to the cloud platform APIL The circuit
is defined in a service-specific JSON format and transmitted in the HTTP request
body. Once completed, the circuit results can be requested from the same API. The
REST API is protected through token authentication.

The service provided by the cloud platform is of an asynchronous nature. This
means that when a circuit is transmitted for processing, the connection is not kept
alive until the result is available. A submission results in an immediate response
instead, containing a job ID. This job ID is then used to request the state of the
processing task and to retrieve the result once it is ready.

Internally, a submitted circuit is stored in the database, which acts like a queue.
The quantum computer queries the cloud portal for circuits to process. Similar to the
submission of circuits, this is also done through a REST API call. If an unprocessed
circuit is available in the database, it will be processed by the quantum computer
followed by yet another REST call to submit the result to the cloud platform. The
result is stored in the database and will be returned to the client upon request. The
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Fig. 16 Overview of the AQT cloud QC architecture. The cloud portal is the central component
that allows users to submit workloads which are retrieved and processed by the quantum computers
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Fig. 17 A step by step illustration of the cloud portal workflow: The user executes a Qiskit script
(1) which retrieves the QC capabilities (2) and transpiles into circuits compatible with the AQT QC
systems (3). The transpiled circuits are transmitted to the cloud portal (4) and they are retrieved (5)
and processed by the quantum computer (6). The results are returned to the cloud portal (7), and
are then retrieved by Qiskit and the user (8)

high-level architecture of the cloud portal is illustrated in Fig. 16, a typical workflow
is shown in Fig. 17, and a Qiskit code example in Listing 1.

It is possible to directly use the REST API, but a usage via a suitable quantum
SDK is much more convenient and user friendly: the SDK takes care of creating the
JSON payload as well as communication with the cloud platform. After submitting
a circuit it will regularly request its processing state in the background and retrieve
the result once it is ready. This allows existing code based on any of these libraries
to be readily used on the MARMOT system.
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Listing 1 Basic example of using the Qiskit AQT provider, which creates and executes a 4-qubit
Greenberger—-Horne—Zeilinger (GHZ) state on the MARMOT system

import giskit
from qiskit import QuantumCircuit

from qiskit_aqt_provider.aqt_provider import AQTProvider

# Ways to specify an access token (in precedence order):

# - as argument to the AQTProvider initializer

# - in the AQT_TOKEN environment variable

# - if none of the above exists, default to an empty string
# to the default workspace only.

provider = AQTProvider("token")

3 # The backends() method lists all available computing backends.

# Printing it renders it as a table that shows each backend’s
# containing workspace.
print(provider.backends())

# Retrieve a backend by providing search criteria.
# The search must have a single match. For example:

backend = provider.get_backend("marmot", workspace="default")

# Create a 4-qubit GHZ state

3 q¢ = QuantumCircuit(4)

gc.h(0)

gc.cx(0, 1)
gc.cx(0, 2)
gc.cx(0, 3)

gc.measure_all()
result = giskit.execute(qc, backend, shots=200).result()

if result.success:
print(result.get_counts())

else:
print(result.to_dict()["error"])

4.2 Circuit Transpilation

The existence of universal gate sets allows QC manufacturers to focus on imple-
menting a limited set of gate operations and rely on algebraic manipulations to
rewrite any valid quantum gate combination in terms of the gate set implemented by
the targeted hardware. The cloud platform described in Sect. 4.1 exposes the native
gates operation, which are implemented by the AQT quantum computers. These gate
operations are exactly those that trapped-ion platforms can implement with minimal
overhead (see Sect. 1.2).
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The gate-level transpilation of quantum circuits, which maps arbitrary quantum
gates to those implemented by the target hardware, is performed ahead of the AQT
cloud platform API. This offers maximum transparency for the API consumers and
allows fine-tuning of the quantum circuit, e.g., for optimizing execution speed.

The AQT provider for the Qiskit SDK exposes transpilation targets and custom
transformation passes that strive to optimally rewrite an arbitrary quantum circuit
to be ready for execution on AQT hardware. The general architecture is that of the
built-in Qiskit transpiler [60], with the following notes:

1. Optimization Stage
Sequences of single-qubit rotations on the same qubit are factored into the ZX Z
form, taking advantage of the virtual nature of the R, operations.

2. Scheduling Stage
R, (0) operations are rewritten as R(6, ¢ = 0) and rotation angles are wrapped,
exploiting the periodicity of R and Ry, operations in 6. For R(6,¢ = 0)
operations, due to hardware limitations, rotation angles 6 < 6 are split into
two laser pulses as R(6 < 65, ¢) = R(mw, ¢ + m)R(O + 7, ¢). The threshold 6
is an implementation detail, typically set around /5. For Ry, (6) operations,
the following rules are applied recursively for wrapping 6 in the entangling
operations until 8 € [0, 7/2]:

Ry (0) 0<0<m/2

Res(6) RO ()R (10D R () —m/2<0 <0
RV (7, O)RP (7, 0)Ryx (0 — sign(@)) 0] < 37/2
Ry (0 —2m) otherwise.

10)

Remarkably, the angle-wrapping rules require the knowledge of the numeric
value of the rotation angles. This is incompatible with the caching strategy
adopted by the standard implementation of the Qiskit Sampler and Estimator
primitives to minimize the transpilation overhead, e.g., when sampling different
parametrizations of the same circuit. The specialized implementations of these
primitives, AQTSampler and AQTEstimator, use a two-stage transpilation pass,
where the first one performs most of the work and is cached, while the second one
is restricted to wrapping the rotation angles and is not cached.

4.3 Radio Frequency Pulse Scheduler

In a classical computer, a program written in a high-level programming language
needs to be compiled into the language that is native to the respective hardware.
The same applies to quantum computers, but their quantum algorithms are meant
to be processed on different components of the QC systems, e.g., first on classical
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.LCo:
string "Hello!" 010101010100010100
#include <stdio.h> main: 111000110110010110
‘m al ipush tbp ‘m 001110000110101010
i N\ N\ 101010000101011010
int main
lf(?,j llo™): mov  rbp, rsp 010001011101110101
printf("Hellol"); \ mov  edi, OFFSET FLAT.LCO \ 011010110101011010
return 0; mov  eax, 0 100101010001110110
} call  printf 001010100111101101
Compil mov  eax, 0 Assembl 110011010101010110
ompiler pop rbp ssembler 000111010101010101
ret
Source Assembly Executable
code code code

— t

) H .
B K 721 1 o8 o
TS RS
w -+
Transpiler and Scheduler
Quan_tum Code Generator RE Pulse ?:;fj;:gf
algorithm sequence

sequence

Fig. 18 Schematic illustration of the compilation process of a classical computer (top) compared
to the transpilation, code generation, and scheduling of instructions for a quantum device (bottom).
After translating gate operations into RF pulses and the respective instructions to generate them,
the instructions are scheduled along a timeline to create an instruction sequence that is executable
on the target hardware

compute hardware and later on real-time control electronics. Such algorithms are
typically designed on the level of quantum gate operations and then translated first
into pulses needed to realize the gate operations. In a further step, the pulses are
translated into instructions specific to the electronic devices of the target system.
These instructions are directed at RF pulse generators to create RF pulses and,
subsequently, pulsed laser signals. For the laser pulses to perform the desired
operations on the qubits, the instructions need to be scheduled for execution on the
real-time hardware with very high precision in timing, frequency, and amplitude.
A schematic illustration of the transpilation and scheduling pipeline is shown in
Fig. 18.

While the translation into the pulse- and instruction-level representation is done
by the control software itself, the scheduling of instructions is done by the RF pulse
scheduler software. Figure 19 shows the relation between the control software and
the RF pulse scheduler package that is called from a driver component within the
control software. The scheduler software is aware of the hardware constraints and
applies a series of transformations to the instruction sequence in order to make it
executable. The constraints from the RF pulse electronics include that there is a
limited number of channels for instructions to run in parallel, as well as the need
for a sufficiently large distance along the timeline between two instructions on the
same channel.

In its current setup, the RF pulse electronics uses 15 different instructions,
identified by a unique opcode, shown in Listing 2. Each instruction corresponds
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Control Software

£]

Scheduler Driver$:I Use-----mmme ) RF Pulse Scheduler

i

User

Fig. 19 Context diagram showing the relation of the control software and the RF pulse scheduler
software package. The RF pulse scheduler is called from a scheduler driver component within the
control software to retrieve an executable instruction sequence. Image (modified) from [61]

Listing 2 A list of the instruction set available to the scheduler. EVENT does not correspond to a
physical operation. It serves as a marker for visualization purposes

1 DDS_OUTPUT_DISABLE

> DDS_OUTPUT_ENABLE

5 DDS_SINGLE_TONE_SETUP

+ PHASER_OUTPUT_DISABLE

s PHASER_OUTPUT_ENABLE

o PHASER_SINGLE_TONE_BOX_DOWN
7 PHASER_SINGLE_TONE_BOX_UP

s PHASER_SINGLE_TONE_SETUP

o PHASER_SINGLE_TONE_SHAPE_DOWN
10 PHASER_SINGLE_TONE_SHAPE_UP
11 TTLCOUNTER_START

1> TTLCOUNTER_STOP

; TTL_OUTPUT_DISABLE

1+ TTL_OUTPUT_ENABLE

15 EVENT

to a physical channel of the control electronics. The EVENT instruction serves as a
marker and is removed before forwarding the instruction schedule to the hardware.

An executable instruction sequence is then sent to the RF pulse electronics via
remote procedure calls (RPCs). The electronics is based on field-programmable gate
arrays (FPGAs) that schedule real-time input/output (RTIO) events for frequency
synthesizers based on the instruction schedule that was received. Eventually, the
frequency synthesizers create RF pulses with the respective frequency, amplitude,
and length to drive acousto-optical modulators (AOMs). The AOMs are used to
mix the RF pulses with the laser light and thus create the pulsed laser signals for
manipulating the qubit states.
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4.4 High-Performance Computing Integration

It has been proposed that QC would serve as a natural accelerator to HPC in the
form of a QPU [62]. QC systems in general may provide performance boosts for
classically hard algorithms leading to an accelerated time-to-solution or to reduced
costs of generating the solution. Recent activities and initiatives aim to bring QC and
HPC technologies closer together in a step-wise process. In a first step, different
QC platforms and technologies will be installed on premise at HPC facilities and
evaluated for their readiness to operate in data center environments. The next step
will focus on integrating the QC systems into HPC nodes, until ultimately the QPU
can be used as an accelerator within the classical compute cluster. Some of the
challenges of such an accelerator hardware have been outlined for the system-level
integration part in [3, 62] and for the software development part in [2, 63].

As the HPC integration activities do not select between or prefer a specific
QC platform or hardware vendor, it is very important to establish definitions of
common standards and interfaces. First discussions have started in the context of
several initiatives, but the work is ongoing, and will require a significant amount of
communication effort between all participating entities. For example, the develop-
ment of a domain-specific language that covers both HPC and QC user communities
seems to be a simple but nonetheless important task. We give an example for three
different definitions of a QPU in case of a trapped-ion quantum computer in Fig. 20
to further illustrate the challenge of a common interface. The dashed boxes indicate
definitions of a QPU according to different sources or vendors. Only the largest

QPU?
QPU?
o quantum operation
quantum circuits —— pulse sequence RF pulses ——— laser pulses

5 QPU?
2
[ . .
5 ion shuttling
° DC voltages
g
c
[
3
o
(7]
a
£

classical bit

result processing R B detection

Fig. 20 Schematic diagram of a system-level model with the direction of the flow of information
shown by black arrows, the forward direction highlighted by blue and green boxes, and the
feedback direction by orange boxes. Note that boxes are representing different types of objects,
from abstract software objects, e.g., quantum circuits and pulse sequence, to physical objects,
e.g., RF or light pulses, respectively. The dashed boxes indicate that there does not yet exist an
agreement between different hardware vendors of where the boundary of a quantum processing
unit (QPU) is located
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box corresponds to the proposal presented in [62], in which the scope of the QPU
covers a quantum control unit (“pulse sequence” and “processing”), a quantum
execution unit (“RF pulses,” “laser pulses,” “DC voltages,” and “detection”), as well
as the qubit register (‘“ions”), with labels corresponding to components as shown
in Fig. 20. These considerations demonstrate that the integration landscape is still
fractured, without clear common standards and definitions, which is understandable
for currently early stages of software development in this area.

The explanations above have outlined the similarities and differences between a
quantum computer and classical compute infrastructure. The next step is to bring QC
systems into an HPC environment to accelerate the classical compute capabilities
using quantum algorithms, but also push QC capabilities to a next level by the
standardized integration into a non-lab environment.
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Quantum Software Engineering )
and Programming Applied Qe
to Personalized Pharmacogenomics

José Luis Hevia, Ezequiel Murina, Aurelio Martinez, and Guido Peterssen

Abstract Providing personalized drug therapy to polymedicated patients is a very
complex situation, as not even the most powerful supercomputer in the world could,
in a reasonable amount of time, process the enormous number of variables required.
Fortunately, quantum computing opens up new possibilities in this field, especially
thanks to its ability to efficiently combine a large number of variables. We present
the basic idea of an extensible algorithm to deal with genetic polymorphisms,
pharmacological polytherapy, and clinical condition, and the implementation of
a prototype that allows for the calculation of the ideal dose for each patient
considering their genomics and drug interaction. To this end, we have applied best
practices of quantum software engineering to the development of quantum/classical
software systems.

Keywords QuantumPath - Quantum software engineering - qSOA

1 Introduction

During the last century, a process of transition has been taking place in the
health field, so that the prevalence of infectious diseases has been progressively
displaced by chronic diseases. This makes the elderly population (over 65) the
largest consumer of pharmaceuticals. The prescription of multiple drugs exposes
the polymedicated elderly to treatment failures and a higher risk of adverse
reactions, since physiological changes related to aging can alter pharmacokinetic
and pharmacodynamic properties [1].

The elderly often receive drugs for the treatment of minor symptoms (including
adverse effects of other drugs), but the use of these drugs is often inappropriate,
since their benefit is low, their cost is high, and the new drug may cause additional
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toxicity. In these patients, the risk of adverse effects increases and, consequently,
the risk of hospitalization and death. In studies on hospitalized patients, between
12% and 58.5% receive an inappropriate drug [2]. This is not only a health problem
but also a problem of great economic importance since the cost of medicines
is constantly increasing and is already a serious problem for the national health
authorities.

However, providing safe and effective drug therapy to the elderly is a complex
situation due to numerous reasons, especially the management of numerous vari-
ables. In addition, the amount of information to be considered is of such magnitude
(note that some 32,000 pharmaceutical products are allowed on the market) that
with current tools, it is unmanageable.

The problem is that currently not even the most powerful supercomputer in
the world could, in a reasonable time, process the huge number of variables
needed to give an adequate answer. Hence, we consider it necessary to explore
quantum computing as a possible solution to this problem through the application
of the most appropriate methods, practices, techniques, technologies, and tools of
quantum computing to create a reliable quantum/classical system that overcomes the
information processing limits existing in the classical IT domain and, in this way,
contribute to a sustainable response to the diseases and needs arising from aging.

2  Quantum Health

Today, we can already use quantum computers, which not only allow us to
simulate nature much better but also to run algorithms that require massive parallel
computations, which are impractical for “classical” computers. In fact, the 2020s is
the “quantum decade,” in which “quantum computing is poised to expand the scope
and complexity of the business problems we can solve” [3], thus offering a true
“quantum advantage.”

Quantum computing is based on the counterintuitive principles of quantum
mechanics, such as superposition and entanglement. There are different types
of quantum technologies that have made it possible to build various quantum
computers [4, 5]. It is currently possible to distinguish two main quantum computing
paradigms: quantum gate-based computing and quantum annealing. Currently, there
are already dozens of programming languages [6] and several development envi-
ronments for building quantum software systems [7]. Although today quantum gate
machines still have challenges to overcome to become fully operational, quantum
annealing computers are beginning to offer services very close to production, which
at least brings quantum experimentation closer to new information systems.

Three key potential quantum computing use cases are central to the healthcare
industry’s ongoing transformation: diagnostic assistance, insurance premiums and
pricing, and precision medicine [3]. There are several applications of quantum
computing in medicine and health [8-12].
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We have worked for the last 3 years in the QHealth project “Quantum Phar-
macogenomics applied to aging” whose goal is to increase the longevity and
quality of life of the elderly, thanks to the investigation of the relationships
between genetic determining factors and other variables of the health trajectory
of the elderly throughout their lives, including the reaction that medications can
trigger in this group, in such a manner that the possible adverse effects that a
certain medication may have on the health of an elderly person can be predicted
based on their history of taking medications, their effects, and their physiological
and genetic conditions. The members of the project are the University Institute
for Biosanitary Research of Extremadura (INUBE), the University of Castilla-La
Mancha (UCLM), the University of Extremadura (UNEX), and the companies
aQuantum (Alhambra IT), Gloin, and Madrija. It is the first major research project
on quantum computing applied to life sciences to receive funding from the Spanish
Center for the Technological and Industrial Development (CDTI), in the call of the
Health Mission Program.

To achieve this objective, we designed the scientific, methodological, and
technological models necessary for the conception of the scientific and technical
foundations of a hybrid classical/quantum system, capable of carrying out opti-
mizations and simulations that are impossible to carry out in reasonable execution
times in classic computers, which, thanks to the integration with classic health
applications, provides the results of the system to the health professionals in charge
of prescribing medicines for the elderly.

QuantumPath® [13] was chosen as the general-purpose quantum platform of the
project, because of its 100% agnosticism, no limit on the scaling required for the
execution of the experiments, support of the two quantum technological approaches
(gates and annealing), and its qSOA® architecture, ensuring the viability of real-
time integration of quantum services with classic health systems (see Fig. 1). In the
QHealth project, quantum annealing computing technology has been the focus, but
thanks to the QuantumPath platform, when the time comes, quantum gates can also
be exploited, thanks to their general purpose.

Q/Path’
q/SOAT QuantumPath
- QVerticals Q Markelplace
P %5
:e;
S QHealth
History Hybrid classical/quantum
<zl # o Information System
AN I
~ -

\ S Q-MBDS Q-Algorithms
qSOA’ Q'PGX

Fig. 1 Overview of the QHealth project
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3 Qualitative Description of the Computational Problem

To address this complex situation, the Q-PGx model (from Quantum Pharmacoge-
nomics) (Fig. 2) was proposed by INUBE, led by Dr. Adrian Llerena, Director of
INUBE and President of the Spanish Society of Pharmacogenetics and Pharma-
cogenomics (SEFF), which will make it possible to determine the factors related
to pharmacogenetic variability and the interindividual difference in drug response,
for which several sets of variables have also been defined: genetic polymorphisms,
pharmacological polytherapy, and clinical conditions.

The joint management of all the variables will allow the generation of prediction
scenarios of interindividual and intraindividual variability according to temporal
variables, something unimaginable without the quantum solutions proposed by the
QHealth project.

The interrelation of all these data of the variables of the Q-PGx model (Fig. 3)
will make it possible to achieve the fundamental objective of the project: fo define
the optimal dosage of each drug for each patient, at each time it is prescribed, totally
personalized and with high precision.

It is a matter of addressing the interindividual and intraindividual (transtemporal)
variability of each patient, scenarios that are unimaginable and unfathomable in
current pharmacotherapy with classical IT. This will make it possible to create
personalized medicine services that are only feasible with quantum computing.

Genetic Pharmacological Clinical Social, Health
polymorphisms polytherapy conditions and Clinical

Fig. 2 Q-PGx model: QHealth’s variables

Pharmacological interactions
Herbs/Foods/Drug-Drug-Gen

Clinical Data
Clinical Phenotype
= 3

Fig. 3 Q-PGx Model: QHealth’s data
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Table 1 Metabolizing activity—drug response

Metabolizing activity (phenotype) Response to drug administration (standard dose)
Null Poisoning

Diminished Poisoning

Normal Expected effect

Increased Null effect

In a first approximation of the domain of the problem, we will work with a limited
set of variables that are closely related to the speed of the drug metabolization
process:

¢ Pharmacogenetics (depending on the individual genetic endowment)
¢ Drug interactions (depending on the treatment package)

The speed at which the body metabolizes a medication is linked to its effec-
tiveness and the possible side effects that it may entail. The body is expected to
eliminate a drug within a certain period. One of the factors influencing the previous
response to a drug is genetics, the variability of which determines the individual’s
metabolizing activity (phenotype), which can be classified into various groups as
shown in Table 1.

As can be seen in Table 1, the effect that a drug causes in a patient will be the
desired one only if the individual’s metabolizing activity is qualified as ‘“normal.”
This happens for most individuals, who share the most common genotypes, and
based on which the standard dose of the drug is established. However, there is a
part of the population for which, potentially, the drug in question will not have the
desired effect, causing intoxication if the metabolic activity is null or decreased,
or an absence of any beneficial effect, in the case of increased metabolic activity.
Therefore, knowing the metabolic response of the patient under ideal conditions
based on their genotype, although it is obviously not the only factor to consider, will
be the starting point of the predictive model that will be carried out.

Within the information search process carried out in the framework of the
QHealth project, work has been done on the collection of information on a
broad range of drugs and the associated genetic biomarkers, and subsequently, the
variables have been defined that allow the variants to be related to the genetics
associated with each biomarker and with the different metabolizing responses
(phenotype). This process is schematized in Fig. 4.

D Genetic Genetic Metabolizing
g Biomarkers Variants Activity

Fig. 4 Relationship between a drug and the metabolizing capacity of a patient through their
genotype
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Table 2 Genetic information

Genetic information

Phenotype
associated
with
Active principle | Biomarker gene (en) | Haplotype | Variant identification (rsID) | genotype
Clopidogrel CYP2C19 *1 wt Normal
*2 rs12769205 Null
rs4244285
rs3758581
*3 rs4986893 Null
rs3758581
*4 rs12248560 Null
1rs28399504
rs3758581
*5 rs3758581 Null
rs56337013
*6 1s72552267 Null
rs3758581
*7 rs72558186 Null
*8 rs41291556 Null
*9 rs17884712 Diminished
rs3758581
*10 rs6413438 Diminished
rs3758581
*11 rs58973490 Normal
rs3758581
*12 rs3758581 Unknown
rs55640102

The result, which has been incorporated into the QHealth knowledge base, is a
set of data tables that make it possible to quickly relate the genotype of a patient
to the expected metabolic response (phenotype) to a certain drug. An example of
this data can be seen in Table 2, where the biomarker CYP2C19, a metabolizer of
the drug clopidogrel, is related to the known genetic variants and their associated
activity.

One of the challenges in drug prescription is the need to identify and avoid, as far
as possible, interactions between drugs. When different drugs are administered to a
patient, there is the possibility of adverse reactions because one of the drugs may
increase or decrease the effect of another drug. This type of interaction, known as
gene—drug—drug interaction, hereinafter DDI (drug—drug interaction), involves the
process by which drugs are metabolized in the body.

The metabolization of drugs is carried out by enzymes, and after taking a drug
it is expected that it will be eliminated from the body in a certain period. However,
what if the drug removal process takes longer than expected? In this case, the drug
could accumulate in the body, which could lead to a case of intoxication, or an
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excess of the pharmacological effect of the drug could be generated. Induction or
inhibition of enzymes can affect drugs directly or indirectly through a transcription
factor.

If the enzymes responsible for the metabolization of drug A are inhibited or
induced by other drugs, then the bioavailability of drug A will be higher or lower
than expected, making it toxic or less effective:

* Inhibition implies a slower metabolism of the drug — toxicity.
* Induction implies a faster metabolism of the drug — ineffectiveness.

Apart from metabolism-based interactions, drug—drug interactions can also occur
due to induction or inhibition of transporters. Transporters are primarily responsible
for the cellular uptake or efflux of drugs. Transporters play an important role in drug
clearance since drugs can only be metabolized after they are transported to liver
cells. However, transporter-based drug interactions have not been as well studied as
metabolism-based interactions.

4 Analytical Description of the Computational Problem

The general computational problem must consider the variability in dosages over
time (Fig. 5). There will be a continuous type of variability, such as renal or
hepatic function, as well as discrete, discontinuous, or pulsed variability, such
as the pharmacological prescription. An example of the latter, that is, of drug
administration within the framework of a medical treatment, is the following:

Algorithm

[ InpuTS |
4

o 3

N\

Metabol pharmacological
rmas Doses change effect and side
change

effects

L T
Y Y

4
ouTpuTs

Fig. 5 QHealth’s pharmacogenomic problem
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The recommended total daily dose of topiramate for migraine prophylaxis in adults is
100 mg/day, divided into two doses. Dose adjustment should start with 25 mg daily,
administered in the evening, for 1 week. Subsequently, the dose will be increased, at 1-
week intervals, by 25 mg/day. If the patient cannot tolerate the titration regimen, the dose
escalation intervals may be extended.

In more analytical terms, what is desired is to study the correlations between
genetic and clinical variables, drug interactions, and temporal variability. The latter
increases the dimensionality of the problem at a magnitude that justifies the use of
quantum technologies for its approach.

One of the main objectives of the algorithm will be predictability in terms
of the selection of the drug to be administered and the administration schedule.
The modification of the regimen (dose of a drug and administration over time)
is considered, as well as the selection and modification of the number of drugs
administered. Regarding the initial prediction framework, it would be determined
by the following:

e All drugs are administered for the first time.
* For the most diseases, there are pre existing drugs, and the question is to add or
remove.

The interest of staying on a clinical description plane is emphasized, that is,
one wants to study whether a given drug should be chosen or not (dose and co-
medication) and what will happen to the patient. However, when interactions are
considered, the evidence corresponds to a biochemical level (laboratory or animal
model). Work will then be done on the development of a “coarse-grained” model
that incorporates interactions with clinical and regulatory evidence. To stay on the
clinical plane, the mathematical model will include the following points:

* Genes: present/absent in degrees for enzymes
* Clinical factor: altered, yes/no
¢ Interaction: exists/nonexistent

Regarding the correlations, initially those of type will be considered:

* Gene-mediated drug—drug

* Quantitative, which block by quantity and depend on the dose

* Qualitative ones that block by degree of activity in the enzyme and whose source
of information comes from experimental studies

* Coding for metabolism-modifying phenomena: induction or inhibition (when
available with clinical evidence)
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5 QHealth Information System

This section provides an overview of the QHealth information system, starting with
its functionality, describing its technical features, and ending with the details of its
implementation.

5.1 Functional Overview

Software systems developed for healthcare, given their intended use, need to be
high quality, extensible, scalable, high performance, and highly secure. Therefore,
building reliable software systems for healthcare requires the application of software
engineering best practices and the team’s experience in the development of critical
software solutions. Carrying out projects of this type, incorporating quantum
computing, has the added complexity that quantum software engineering is just
taking its first steps and that the experience accumulated in the design, development,
and implementation of this type of project is accumulating its first cases.

Therefore, conceiving, designing, and testing the feasibility of the QHealth
information system has involved the challenge of researching and defining the best
options for the development of a hybrid quantum/classical health software system
capable of integrating efficiently with existing classical health systems. In addition,
it has been necessary to ensure the delivery of quality, professionally tested quantum
software solutions; to devise a security model specifically designed for quantum
projects as well as to define a management framework for quantum computing
services; and to design a valid model for the governance and management of
quantum architectures and quantum platforms.

The technical validity of the research results of the QHealth project is directly
related to the demonstration, through a wide variety of proof of concepts (PoCs),
of the feasibility of applying quantum software engineering and programming
research results to hybrid quantum/classical software systems that can be used by
healthcare specialists as just another tool in their work environment. The work for
the demonstration of this technical feasibility has represented challenges of high
complexity but, thanks to the research and technologies selected for the PoCs of
the project, we can show the basis of a hybrid quantum/classical system for health
specialists to work with personalized pharmacogenomics solutions.

Each query that can be made to the system will be based on several contexts
determined by the interaction with the specialist. In this interaction, the specialist
will determine what data is to be collected for what type of query. From a base
Hamiltonian expression, each context will introduce new elements to the expression
in the form of constraints. The data collected from the medical system (via the
QHealth dashboard, Fig. 6) will then compose a graph structure established in the
project design, which will allow for correlation of patient information according to
the context.
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Execution
QHEALTH B L m =
Dashboard results Protocol fmodue mod':sll:

layer

SINANIS 1S3 lav

HIVENNUNYD
- — e

—— e —

Fig. 6 System overview

Implementing this information as input to the system, and post-processing
the request through the dictionary elements of the system, the assets—agnostics,
in intermediate language—necessary to be able to execute the request to the
quantum machine(s) managed in the system will be generated. At this point, the
QuantumPath® platform makes this execution possible, as well as collecting the
response that will be encoded according to the problem. The system will therefore
decode the answer and provide, according to the context of the query, an answer
with the required information in the form of a suggestion to the specialist, so that
he/she can continue with his/her work.

As a proof of concept of the integration of the quantum software with the
classical one in the QHealth software system, it has been possible to generate
Windows applications based on Microsoft .NET technology that have exploited
annealing circuits to validate client layer designs. Thanks to QuantumPath’s gSOA®
technology, fully transparent connectivity to the QHealth system use cases was
possible, so that they can be exploited from a classic client application (Fig. 7).

5.2 Technical Features

In the design of the technical solution, all the key elements of an information system
based on n-layers have been taken into account, having as requirements by design all
the key elements of a mature system that also incorporates a new disruptive quantum
technology that will evolve very fast in the coming years. These key elements
include:

* Scalability of services. By design, automation services are structured to exploit
queues. By means of centralized queues receiving actions, services compete to
provide the best performance and optimization of actions. The system supports
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prioritization, categorization, failover protection, and dynamic scalability in
elastic infrastructures. Component upgrades can be performed hot, by designing
a controlled upgrade policy, minimizing downtime.

* Information exchange protocols. The system provides a high-level protocol for
calling the computational processing subsystem. Thus, calls and responses are
based on flexible information structures based on graphs encapsulated in high-
level APIs implemented on well-known standards on the Internet and applied to
the business world. The query structures are aligned with the business logic and
mapped with the vocabularies stored in the dictionary subsystem. This guarantees
their validation and understanding.

» Telemetry of the services. All the components of the system, by design, store their
trace and error control in a standardized and centralized database. This provides
real-time information on the status of the information system.

* Centralized configuration. All system components in the general configuration
elements store and query their configuration log from a centralized store that can
be managed by an administrator. In addition, certain components are able to react
to the change immediately or to postpone their applications at the best possible
time.

* Time-extensible transpilation dictionary. Because medical parameters may
change over time, the system provides by design a dictionary where the business
rules directly related to these changes are stored. This gives rise to the concept
of business vocabulary and its versions over time. This allows for minimizing
and extending the processing spectrums, implying minimum update times,
incorporation of specializations depending on the client, error correction in
minimum times, etc. and, very importantly, a query analysis and validation
capability that is able to assist the query and identify errors or inefficiencies in
the query. This dictionary is directly related to the transpilation plug-ins and
responsible for applying the business logic in a parameterized way. This allows
new business rules or transcendent changes in the business to be refactored at the
component level in a totally modular way, and directly related to the vocabulary
version. A new rule or an extension of the existing ones will not force us to
recompile the whole system and impact the ongoing processes.

» Extensible transpilation components. These modular components, called transpi-
lation “plug-ins,” are the ones that implement the business logic responsible for
adapting the query structure of the medical client system to the quantum products
that will address the medical problem. Using advanced dictionary analysis rules,
these components generate the product logics that are launched to the quantum
processing units (QPUs) using QuantumPath® agnostic functionalities.

+ Scalability of QPUs. Thanks to QuantumPath®, the management of quantum
technology providers is provided as a service. The health information system,
by design, takes into account all these functionalities by adding them to the
telemetry and configuration subsystem and therefore to the administration and
management system.

* Information protection. Given the nature of the information to be processed, it is
necessary to contemplate—by design—the protection of data and its life cycle in
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the system. Encryption procedures in transit, storage, and anonymization of the
source medical data are elements defined by design in the conception of all the
modules that will make up the vertical information system.

* Governance. IT governance is an element of corporate governance, aimed at
improving the overall management of IT and deriving improved value from
investment in information and technology. IT governance frameworks enable
organizations to manage their IT risks effectively and ensure that the activities
associated with information and technology are aligned with their overall
business objectives, in this case, a Health IT system—which will have an extra
level of protection of sensitive data. IT governance enables an organization to:

— Demonstrate measurable results against broader business strategies and goals

— Meet relevant legal and regulatory obligations, such as those set out in the
GDPR (General Data Protection Regulation)

— Assure stakeholders they can have confidence in your organization’s IT
services

— Facilitate an increase in the return on IT investment

— Comply with certain corporate governance or public listing rules or require-
ments

Thanks to this “backend” system design, the “client” medical information system
responsible for the treatment of each patient’s medical data will have as a viable
method a high-level query channel to process elements not available with classical
computers for the specialist. Thanks to the system’s vocabularies, a specialist will
be able to generate a type of query with medical information elements related to the
areas of knowledge discussed in the previous points. This query will flow through
the business channels provided by the quantum information system and will return
an answer in acceptable (minute) times. The system also offers the possibility to
set up simulations based on additional variables and parameters that could not be
handled with the limitations of the “classical” systems.

5.3 Implementation Details

As discussed in the functional overview in Sect. 5.1, the QHealth information
system has involved the challenge of investigating and defining the best options
for the development of a hybrid quantum/classical health software system capable
of integrating efficiently with existing classical health systems.

It should be noted that quantum computing technologies establish a new
paradigm in the overall architecture of an information system, and it is necessary
to establish as a premise that this new technology must be added to a “traditional”
information system as a new type of modular component to be interconnected in
some way. This already means that in our way of thinking we are introducing the
terms “classical systems,” “quantum systems,” and “hybrid systems.”
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As in the design of a classic information system, the new hybrid information
system will be adapted to the design rules of an architecture based on layers—and
their best practices—distributed and modular. One of these layers will be formed by
the new services supported by quantum computing. As with classical systems, these
layers will be coupled to the overall system following patterns of loosely coupled
elements, and therefore it will be necessary to define interconnection, adaptation,
and execution elements, as well as telemetry for the control of each and every one
of the integrated components.

5.3.1 Interconnection Layer and Information Protocol

In order that in our solution the classic system used by the health specialist can
access the services capable of accessing the algorithm that uses the quantum
advantage, it is necessary to provide an interconnection layer under a distributed
call model that will consist of an interface based on REST API services (Fig. 8)
standardized on the Internet and highly flexible information structures, parameter-
izable and extensible in time and context. These information structures will be the
tree and the network where its computer representation will be based on the JSON
standard, both for the input and the response.

Since the information system starts from a query, the query will act as input
and will be composed of the syntactic elements necessary to be able to provide the
need, the known input data, and the elements that need to be calculated, as well
as a structure of response to the query. For this purpose, the structure will have a
format:

* Queries. An object that groups one or several query type objects.
A query object is a network that represents the data associated with an analysis
query and will have the properties that will make it possible to identify the
medical objects that are provided as input rules.

— Edges — Array of edge type objects, each of which represents an edge of
the network. These elements will allow for establishing the relationship rules
between the different nodes and the values that affect this relationship.

— Questions — Array of objects of type question, each of which represents a
question to be solved by the algorithm. These questions will be information
needs established by the medical specialist and that the system will take with
the elements to be ascertained through the quantum advantage algorithm.

From the query, the QHealth vertical will activate the processing and translation
modules to generate the classic-quantum products needed to compose the required
response. This required response will also have its established format:

* queries_response. Object array of query response’s type.
A query response object represents the answers to the questions of a given query
and will consist of the metadata necessary to provide the required data. Since
there can be multiple query terms—batch query mode—there can be multiple
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Enzyme Main Drug
{ID, Processing Speed} EROCESS {ID, Dose?}

Fig. 9 Example of a medical query

answer terms—batch answers. The query response object will be composed of
the metadata necessary to provide the required data.

Context and timing are critical at this point. The context will establish the type
of query to be launched to the system, which will determine the number of nodes of
the trees and networks to be composed for both the query and the response, and the
time will determine the version of this type of query. Over time a given context may
be refactored, and therefore the system must take into account that the definitions
and requirements of a given context may be altered. And the system must be able
to react and adapt to this in order not to lose functionality at any time depending on
the version of the client that launches the queries.

To illustrate these ideas, we present an example, from a basic context (Fig. 9).

Question: We want to administer a drug to a patient, and we need to know the
optimal dose for this patient.

Entry data:

* Drug to be administered to the patient: NOSAXO07
* Enzyme that metabolizes the drug: CYP2A6

— Enzyme processing speed as a function of genotype: slow (0)
Output data:

¢ Most appropriate dose of the drug to be administered

Query JSON:
{
“graphs”: [
“id”: “newQuery”,
“nodes”: [

{
llid!! : “enzyme].” y
“type”: “Processor”,
“label”: “a processor”,

(continued)
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5.3.2 Execution Layer: Transpilation, Execution, and Post-processing

This layer is responsible for processing the query, preparing an execution engine
that will be responsible for “understanding” what is desired, and performing all
the necessary steps and processes to provide an answer. Among these steps, the
most critical is the one that generates the necessary elements to take the quantum
advantage of the pharmacogenomics algorithm that responds to the contexts studied
with the specialists. The execution module will rely on the transpilation, dictionary,
and telemetry subsystems to prepare the products to be executed on a quantum
computer and post-process their response to return to the classical system the data
it needs. For this purpose:

* The transpilation module (Fig. 10) will be responsible for analyzing and validat-
ing the query received, in such a way that it can identify the context and generate
a mathematical product that is compatible with the quantum computing principle
selected as a technological alternative: quantum computing by annealing.

* By using a platform-agnostic product, such as the one provided by
QuantumPath®—the first viable technological alternative selected for this
information system—this process is simplified since high-level metalanguages
are used that are perfectly adapted to the definition of the mathematical
product mentioned above, providing multiple advantages to the system under
investigation: adaptation to the technology, minimization of risks in time, and
optimal selection of the required quantum technology, among others.

e The dictionary module (Fig. 11) is responsible for providing the necessary
tools to the transpilation module to generate the necessary quantum products to
enable the launch of a quantum circuit compatible with the selected technology.
QuantumPath® generates the metalanguage elements necessary to compose a
platform-agnostic quantum circuit. The dictionary module is critical to the
system, since it makes it possible to define the contexts, the terms that are
associated with rules, and the rules that make it possible to associate the input
metadata with the variables of the quantum circuit to be generated. This module
is parameterized in database and plug-ins under extensible design.

The dictionary module contains different types of instances of “vocabularies”
adapted to the context. Let’s say, for example, that you want to validate an input
query based on the simplest context (context 1). The grammar that can validate the
rules of the query can be defined with a regular expression rule:

“name*: ”Context1*, ”def*: ”id-ty-so-ta-MePr-“}
{{’name*: ”Context2*, "def*: ”—a regular expression—*,{ ... more rules. .. }}

If a query like the one proposed in Code 1 arrives, the regular expression will
validate the validity of the sentence, while identifying the context and making it
possible to load the dictionary objects associated with context 1, to generate the
mathematical expressions, and by extension, from these, the quantum product would
be generated (Fig. 12).
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Fig. 10 Transpilation features of the QuantumPath®
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Dictionary

Fig. 11 Dictionary module role

(
'z-('aom‘= (
B gt Dictionary Instance::rule [Context 1]

(

"id": “nodel”,

“type": “Procesador”,

“label™: “Procesador 1%,
“"metadata™: (

P : 0

}

)

“1d": “node2”,

“type™: "Sedal”,

“label™: "Sedal 17,

“metadata®: (
“Value™: “undefined™

{"name": "Contextol®, "def": "id-ty-so-ta-MePr-"}

N('tﬂ" (
Sl s Context: 1
“type®: " esa”, A
“source”: “nodel”, Is valid: ?rue,
“target™: “node2” Math Asset: {.}

) QuantumAsset: {.}

Fig. 12 Transpiler plus dictionary instance to process the query

Thanks to this dynamic capacity of the system, it is possible to make it grow over
time with new contexts as experience and knowledge in the health area expands,
as well as to refactor existing contexts—in response to improvements and/or
corrections—maintaining context compatibility with the systems that demand the
use case in a specific context. This is done in such a way that the platform’s
evolutions do not interrupt its execution at any time due to these dynamic and
adaptable elements of the information system. This is a 24 x 7 execution with loosely
coupled systems that adapt to change and favor continuous deployment.

¢ The execution module. It is the module directly responsible for the intercon-
nection with the quantum computers established by configuration in the system
governance. Starting with the products generated by the transpiler, calls to the
quantum computing system are generated, and the processed responses are
collected and formatted according to the standard established in the protocol
(Fig. 13). Thanks to agnostic products such as the one selected in the QHealth
project, the quantum system can be modified in a flexible and tool-guided way.



305

Quantum Software Engineering and Programming Applied to Personalized. . .

ased asn wimuenb onsoude ue Suruuny €y 8L

WO JWNUDND)

Mmopum asop (&) WOwNOnD

o {UIDd|O



J. L. Hevia et al.

306

Fig. 14 Dependencies between modules
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Likewise, the quantum computer technology can be adapted to the best condi-
tions of a manufacturer and the one that offers the best fidelity for the type of call
made. Moreover, other aspects associated with the quantum devices provided by
a given vendor should be considered, as for example, cost controlling, reliability,
availability, queue contention, etc. In the case of not working with an agnostic
product such as QuantumPath®, the dictionary could always be adapted to a partic-
ular specialized hardware to generate the quantum products from the mathematical
expression, which would negatively affect the adaptation of the system to future
changes in these technologies. Figure 14 shows the dependencies between the
different modules.

e The telemetry module, as a transversal module, provides a store of trace,
control, and timing records of each and every one of the events generated in
the aforementioned modules, in such a way that, from all its stored information,
business data can be extracted to feed the different governance tools mentioned
above. For the purposes of the project, the telemetry log provides a calling
standard in the form of an API, and each of the executable elements of the
previous modules is coded with an event code and a trace type, in such a way
that everything is categorized and prepared to generate data extraction processes
to feed the system’s analysis systems.

Finally, after the whole process, the response would be returned to the classic
client system for further post-processing and treatment until it reaches the specialist.

Thanks to all the telemetry collected (Fig. 15) and the high parameterization
of the system, the governance module will enable the management, control, and
monitoring of the processes carried out in the system. For example, if we focus
on managing quantum resources, it provides a high value in the governance of the
system in the access to complete statistics of use of quantum devices by supplier,
fidelity in the answers, and costs, and it is also possible to control the risk in case a
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supplier stops being online and it is necessary to look for a technological alternative,
and all directly on the environment already in production and with very low reaction
times.

In the general architecture of the system, the service-oriented role of these layers
and its high scalability factor cannot be overlooked, as it can be exploited by one or
many classic clients identified by an information system that does not necessarily
have to be part of this project but can integrate with this technology by means
of highly recognized standards. Potentially, the research and development of the
QHealth project can itself be a service platform that will serve health centers,
hospitals, or any other health-related entity that is able to transmit the query data and
collect the response to offer it in its functionalities, thanks to the quantum advantage
in times that will make viable the analysis of the specialist almost in real time both
for a specific operation and for a batch set of operations.

6 Conclusion

The goal of precision medicine is to identify and explain the relationships between
interventions and treatments, on the one hand, and outcomes, on the other, in order
to provide the best medical performance at the individual level.

Unfortunately, medication adjustment in the elderly is a complex and unresolved
challenge and is currently carried out by trial and error. Therefore, the availability
of software systems that allow the management of many variables could make it
possible to optimize the choice of the most optimal drug combination, the most
suitable prescribing regimen, and modeling situations over time, thus making it
possible to establish the appropriate strategy.

Fortunately, quantum computing makes it possible to deal with enormous
numbers of variables and analyze them in a timely manner to help the physician
give the appropriate dose of medicine to his patients.

However, to achieve quantum software that can really be used in health infor-
mation systems, it is necessary to build it in an engineering way and without
forgetting the good practices of software engineering [14]. In fact, in the QHealth
project, we have had to propose tools for design, quality, testing, estimation, process
management, etc. to develop the project. Furthermore, it should not be forgotten
that the quantification software must be easily integrated with existing classical IT
systems, where most of the patient data resides.

In this chapter, we have presented a quantum software prototype that implements
an algorithm capable of taking into account genomic information and drug—drug
interactions.
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engineering in providing efficient and effective means to develop such software.
Eventually, this must be reliably achieved in time, on budget, and in quality, using
sound and well-principled engineering approaches. Given that quantum computers
are based on fundamentally different principles than classical machines, this raises
the question if, how, and to what extent established techniques for systematically
engineering software need to be adapted. In this chapter, we analyze three paradig-
matic application scenarios for quantum software engineering from an industrial
perspective. The respective use cases center around (1) optimization and quantum
cloud services, (2) quantum simulation, and (3) embedded quantum computing.
Our aim is to provide a concise overview of the current and future applications of
quantum computing in diverse industrial settings. We derive presumed challenges
for quantum software engineering and thus provide research directions for this
emerging field.

Keywords Quantum computing - Software engineering - Quantum software
engineering - Industrial use cases - Software development

1 Introduction

Quantum computers (QCs) are a reality today, but quantum software development
is in its very infancy. Although many small-/medium-sized quantum programs have
been written over the years to demonstrate the potentials of quantum computing,
barely any of these examples can be seriously called quantum software. In other
words, there is no such thing as quantum software to date [28].

In this regard, software engineering (SE) is concerned with supporting and
improving the development, application, and maintenance of software-intensive
systems [92]. SE employs scientific methods, business principles, structured
process models, and predefined quality goals to cope with the complexity of
software as a whole. Current mainstream SE research for classical (i.e., non-
quantum) software comprises design principles (e.g., high-level modeling languages
fostering abstraction and modularity), development practices (e.g., tasks, roles,
and responsibilities), and tool support (e.g., Integrated Development Environment
(IDEs), code generation, static analysis, version control, issue tracking, unit testing,
debugging, etc.). This perspective of SE research on software development is,
however, mismatching the current status of quantum software. Zhao et al. were
some of the first to coin the term quantum software engineering (QSE) to sum-
marize any effort to adopt established SE principles and practices to make them
also work for quantum software [111]. However, in this chapter, we take on a
contrary perspective: research on QSE should, as a first step, identify, understand,
and tackle short-term engineering challenges for better support of, usually fully
manually crafted, small-/medium-scale quantum programs today (i.e., focusing on
the programming and deployment phases). More sophisticated and mature concepts
including high-level software abstraction as propagated, for instance, in the context
of requirements elicitation, object-oriented design patterns, software maintenance
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and evolution, and re-engineering are out of scope for now due to the lack of
any accessible examples and use cases. To meet the short-term goals, quantum SE
should first of all focus on the following challenges.

* Make quantum computing accessible to developers and users through appropriate
processes, methods, and tools.

* Facilitate hybrid quantum computing through a combination of classical SE and
QSE concepts based on a generic description of a computational problem and
(quantum) platform constraints.

* Provide benchmarks and benchmarking processes, methods, and tools for assess-
ing quantum advantage as well as constraints that arise from the integration of
quantum software components in an overall (hybrid) software system.

Our goal is to assess the short-term requirements and challenges of SE in the
upcoming era of quantum computing. These requirements and challenges are
already relevant to the noisy intermediate-scale quantum (NISQ) era. In contrast to
other recent works on this subject [111, 6, 101, 110], we do not follow a top-down
approach, but instead, illustrate the status quo of QSE by considering a selection
of industrial application scenarios. For each application scenario, we first provide a
short general description and then describe selected recent use cases to characterize
the common aspects of the respective scenarios. Based on these descriptions, we
derive in a bottom-up manner the key challenges for QSE with respect to these
application scenarios. Our goal is to gain a better understanding of the principles
and practices that will most likely support the development of software systems that
solve problems that, at least partly, involve quantum computations. Our claim is that,
from an SE point of view, quantum computation is not a new programming paradigm
in the first place, but, first of all, a new computational architecture. The novel
conceptual thinking required for effectively exploiting the frequently promised
quantum advantage is crosscutting all classical development phases and hierarchies
of software systems. Quantum computing will thus potentially influence SE as a
whole as we know it today [89]. Nevertheless, we argue that established solutions
developed in SE research over the past decades will not all suddenly become
inappropriate and obsolete due to the advent of quantum computing, but instead
require careful rethinking and adjustments to also cope with the key characteristics
of quantum software. Many of these characteristics and possible side effects
apparent in quantum computations have been considered before in other contexts,
whereas the inherent pervasiveness of these characteristics in a quantum setting is
indeed a novel aspect. These characteristics include, for instance, the probabilistic
nature of computational outcomes and the lack of reference architectures (although
Qiskit may be seen as a de facto standard today for the majority of computational
approaches).

“While many of quantum computing’s promised capabilities could be revolution-
ary, the realization of this promise requires breakthroughs in several areas, including
improvements in the quality of qubits, error correction, and a demonstrable set of
practical applications” [28]. The inflated expectations may result in a quantum
winter similar to what we experienced with Al, where it took a long time to
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turn promising theoretical concepts into reality. Thus, the immediately necessary
contributions of the SE community to advancing quantum computing lie in moving
from first demonstrable examples to real-world applications with practical impact.

2 Paradigmatic Application Scenarios

We next describe potential application domains of QSE by means of paradigmatic
application scenarios as illustrated in Fig. 1:

e Application Scenario 1. Provide quantum computing capabilities as a cloud
service to solve optimization problems or machine learning tasks (quantum-
computing-as-a-service).

* Application Scenario 2. Perform physical simulations with quantum programs
developed by domain experts in a machine-oriented low-level manner.

* Application Scenario 3. Embed quantum processing units (QPUs) as integrated
components into hybrid safety- or mission-critical software systems with a
special focus on nonfunctional properties.

The selection of these application scenarios is driven by industrial and academic
experiences of the authors and is aligned with the core use cases of the QUTAC
Consortium [11]. Our aim is to illustrate the diversity of application domains and
different perspectives on quantum computing, ranging from recent black-box and
white-box views to embedded quantum computing.

Fig. 1 Application scenarios  Application Scenario 1 |

for quantum computing
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2.1 Application Scenario 1: Quantum Cloud Services
2.1.1 Use Cases and Examples

Quantum computing brings new opportunities for solving optimization problems,
which are among the first industrial applications of the technology [11]. One
example is the flight-gate assignment (FGA) problem in airport and air traffic
planning, where the assignment of incoming flights to gates shall be optimized to
minimize transfer times [94, 81]. This scheduling problem belongs to a class of
NP-hard combinatorial optimization problems. Further examples include Electronic
Design Automation (EDA) such as placement and routing on design chips and fault
detection in electrical power networks [68], trajectory optimization in air traffic
management [95], paint-shop scheduling [108], and planning problems in highly
individualized mass production [9].

NP-hardness implies that, in practice, real-world instances can only be solved by
approximation algorithms or heuristics. Here, quantum computers, taking advantage
of entanglement, superposition, and interference, could potentially speed up and
improve the optimization. One key property of the mentioned problems is that they
can be solved offline: one problem instance is solved once, usually without critical
time constraints, and the result is used to do something substantial, either conducting
further research or going in an operational state, for instance, by applying the
optimized flight schedule in an airport scenario.

2.1.2 Approaches and Challenges

A possible solution to bypass insufficient local computational power for effectively
solving hard optimization problems is to pass the work to a quantum cloud
system. For instance, D-Wave’s Leap service [23] provides connections to quantum
annealers or IBM’s Qiskit interfacing to their quantum machines [71].

It has been argued that handling the offloading of such computations does not
pose any new challenges to SE [50] as quantum computing essentially appears
as a black box with well-defined interfaces. However, an open issue is to properly
design such interfaces and to formulate optimization problems being tractable
by quantum processing units (QPUs). First, an emerging optimization problem
may be identified as computational bottlenecks within larger application contexts.
These problems are either spotted by mathematical analysis during the design phase
or during an optimization stage using a profiler; ideally, they match one of the
known quantum primitives [39]. To this end, developers have to refactor the
overall software system to isolate and replace the computational component by
calls to quantum cloud services. Yet, there may be many such components that
are closely tied to specific requirements of the overall system and which are the
result of decades’ worth of research and optimization [24]. This makes replacing
them a nontrivial endeavor. Examples include subtasks of database management
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systems like join ordering [84, 85], multi-query optimization [98] or transaction
scheduling [15].

Using quantum computing to speed up tasks previously solved by components
designed and optimized for classical computers thus requires careful analysis.
This includes understanding the underlying problem as well as exploring possible
quantum speedups under varying workloads, input data characteristics, etc., while
simultaneously retaining crucial, yet unrelated functional and nonfunctional proper-
ties of the overall system. Established SE techniques and tools (e.g., for performance
analysis and refactoring) may help.

However, it is fair to say that the understanding of what benefits quantum
computers can provide for what specific problems is far from being well
understood in comparison to the state of the art in classical algorithms, and also
in terms of system architecture.

While the potential speedups of seminal approaches [64] like Shor’s algorithm
(and, more generally, quantum phase estimation) or Grover search are rigorously
established, the impact of imperfections on these algorithms makes any practical
application considerations quickly prohibitive [43]. Likewise, even the actual
requirements on the hardware of future machines for comparatively simple co-
variables like the number of qubits is subject to discussion, and depends not
only on many low-level details of the underlying hardware, but also on the actual
payload algorithms [78]. A substantial body of the existing literature is dedicated
to establishing a comprehensive understanding of the theoretical advantages of
quantum sampling approaches [44]. Yet, concrete applications of these techniques
are thinly spread, and their practical gain especially in comparison to existing
heuristics and approximations is still under initial exploration [27].

The situation becomes even less straightforward for the more recent class of
variational quantum algorithms and quantum approximate optimization algorithm
(QAOA)-style approaches [17, 13]. While it is known that an efficient simulation
of specific variants of QAOA would have strikingly unattractive and unexpected
consequences for some of the pillars of computational complexity theory, entirely
classical replacements for other variants are also known [61]. Likewise, the
understanding of how to construct efficient classical surrogates for variational
algorithms has considerably increased recently [87, 86], and restricts potential quan-
tum advantage to increasingly narrower domains. When—unavoidable—practical
constraints are taken into account [105, 79], determining a fair basis for comparison
is a not yet satisfactorily resolved problem [12, 46], even ignoring the substantial
limitations of currently available hardware.

A major challenge is to identify, factor out, and transform optimization subtasks
suitable for quantum computers or annealers and their specific computing archi-
tectures [25, 48]. Several transformation steps usually reformat the optimization
problem. In addition, “glue” code to connect classic and quantum parts is required.
Tools like Quark [55]" enable users to easily formulate and transform optimization

1 See also the list of contributors (link in PDF).
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problems, and to handle experiment dispatch and analysis. Likewise, approaches
for recommending solution strategies for optimization problems using quantum
approaches have been suggested [70]. However, such tools to support interacting
and experimenting with quantum computers are still subject to research [103].

2.1.3 Conclusions

We are in the phase of evaluating the potentials of quantum computing in solving
optimization problems. Providing such capabilities as reliable (black-box) services,
however, requires an improved understanding of machine properties obtained from
experiments and benchmarking. This necessitates many iterations of interactions
with the quantum hardware for parameter tuning. Software development efforts,
therefore, increase significantly when dealing with quantum hardware in contrast to
well-established classical approaches as this fine-tuning requires not only software
skills but also deeper knowledge in fundamental quantum physics. We assume this
up-front investment will eventually pay off: if a fast heuristic solution is available
and easy to access, a user will simply call quantum optimizers as a black-box cloud
service over a well-defined interface, hiding transformation complexity and specific
hardware requirements.

Summary Quantum cloud services will allow for accelerating mathematical
optimization problems. Automatic means of transforming existing formu-
lations into quantum descriptions have become available; yet, it remains
a software architecture and engineering challenge to identify appropriate
problems. Integrating quantum solvers into applications from a black-box per-
spective, including interface design, remains a minor SE challenge. However,
the underlying quantum computing software stack, including the compilation
and hybrid computing process, requires new quantum software engineering
approaches.

2.2 Application Scenario 2: Quantum Simulation
2.2.1 Use Cases and Examples

Quantum simulation is one of the most promising application scenarios for quantum
computing. It can help in understanding real-world chemistry and physics phenom-
ena, improving design methodologies and making experiments much more effective.
Simulating quantum mechanics on classical computers is a hard computational
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problem,” and determining relevant properties of quantum systems, e.g., finding
their minimal energy, is even harder. To efficiently simulate a quantum system,
the simulator might rely on quantum-mechanical dynamics. The basic idea of a
quantum simulator is to use a controllable quantum platform to replicate dynamic
or static properties of another, usually less controllable, quantum system [51]. This
is similar to using wind tunnels for testing aerodynamic properties of reduced-scale
models in a controlled environment, and then to transfer gained information to full-
scale objects in the (uncontrolled) real world. With the rapid growth of quantum
computing capabilities, the interest in (quantum) material science has also risen
significantly. This field targets a large variety of applications ranging from the design
of more efficient batteries and catalysts to the study of innovative sensing materials
for consumer and automotive applications [66].

For the latter task, many candidate compounds have to be efficiently screened and
evaluated to select or design the best materials with respect to the desired properties.
This implies large effort and costs in terms of material procurement, measurement
equipment, and setup. Direct simulations of the material properties could drastically
reduce the required resources and significantly accelerate the discovery process
reducing time-to-market. Here, quantum systems promise a fast and more precise
simulation tool of real-world mechanisms than their conventional counterparts.

Likewise, the study of new storage materials and the development of innovative
battery technology is being pushed by several emerging and established appli-
cations, ranging from electric and light electric vehicles to solar energy storage
systems and robotics. Researchers aim at understanding the mechanisms impacting
efficiency, stability, and faster charging of battery operations to predict real-world
performance. Yet the first fundamental step, again, remains the selection of apt
chemical compounds. New families of disruptive active materials such as Lithium-
Ion (Li-ion) and Lithium-Sulfur (Li-S) offer four times higher energy density than
Li-ion batteries. From a modeling perspective, it is crucial to describe the solid
electrolyte interphase forming on the battery anode and to define its durability and
long-term performance. Classic DFT, multi-physics simulations, and measurements
have not provided satisfactory answers particularly in terms of accuracy . Quantum
computing can offer a closer characterization of the key chemical properties of
battery cells such as equilibrium cell voltages, ionic mobility, and thermal stability.

2 Problems efficiently solvable by QC belong to complexity class bounded-error quantum polyno-
mial (BQP), the quantum analog of BPP. The relation between BQP and classical classes like NP
poses many open questions. The dynamics of a quantum system (compute output of a quantum
circuit given an initial state) is BQP-hard [36], which makes it likely intractable for classical
computers, but doable for quantum machines for a class of natural Hamiltonians in BPQ. Inferring
global properties of a quantum system (given a quantum circuit, is there a state that produces a
desired output? What is the minimum energy eigenstate for a given Hamiltonian?) belong into
QMA, a probabilistic quantum analog of NP [1], and is intractable even for quantum computers .
It is even possible to give physical problems that are undecidable, at least within the limit of infinite
size [22]. Quantum SE needs to be aware of such peculiarities to properly ascertain the feasibility
of architectures and designs by avoiding illusory, inflated expectations of potential gains.
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The quantum simulation often boils down to obtaining the ground state energies of
various molecules of increasing complexity [26]; likewise, physical characteristics
like dipole moments have also been calculated [77].

2.2.2 Approaches and Challenges

Programmable universal quantum computers can simulate quantum mechanical
processes [18, 40, 7, 54, 16]. Such simulations are specified using software (e.g.,
using domain-specific languages), which takes this topic into the focus of SE.
However, different approaches to quantum simulation (analog simulation, digital
simulation, combinations thereof, and hybrid quantum-classical algorithms) differ
in their implications. In each case, and in contrast to other forms of quantum com-
putation, quantum simulation requires awareness of the Hamiltonian underlying
the task (the Hamilton operator (or Hamiltonian) of a system is, roughly speaking, a
mathematical object® that provides information about a physical system. It is closely
related to the energy spectrum,* and governs time-evolution of a quantum system.
The Schrodinger equation combines Hamiltonian and quantum states, which are
mathematically described by the wave function, into a differential equation).
Analog quantum simulators [18, 20] are physical systems that mimic other
quantum systems (or a class of models) by closely reproducing the system’s
characteristics. Hence, their Hamiltonian should be as similar as possible to
the simulated system. Digital quantum simulation is based on decomposing the
Hamiltonian into operations implementable in the simulator by single- and two-
qubit gate operations. This is more flexible than analog quantum simulators and
enables us to overcome the limitations of the simulator system itself. Furthermore, it
allows for quantum error correction and universality in a “fully universal” quantum

3 We have been deliberately careful to avoid confusing the physical concept of a dynamical
observable that can be measured with the mathematical operator/object to which it corresponds
in the formal description.

4 Many textbooks on quantum mechanics simply state that the Hamiltonian represents the total
energy of a system, sometimes requiring this as a fundamental postulate. There are reasons to
avoid such strong statements, both from a fundamental perspective (in the canonical approach of
replacing physical quantities in the Hamilton function H of classical mechanics with operator-
valued quantities, H is always conserved, but does, as Legendre transform of the Langrangian,
not automatically equate to the sum of potential and kinetic energy; the approach to deriving
a quantum Hamiltonian from energy-momentum relations delivers different results for the non-
relativistic and relativistic case; and approaches based on space-time symmetries need to introduce
empirical factors that relate the quantum Hamiltonian to classical energies), and from a practical
point of view that concerns the software engineering aspects of quantum simulations. It is fairly
common in this field to work with effective Hamiltonians that describe only degrees of freedom
relevant for a particular task (for instance, Spin Hamiltonians in spectroscopy, the Ligand Field
Hamiltonian of coordination chemistry, or the Hiickel Hamiltonian for aromatic systems, which
all carry a certain relevance for quantum chemistry), and therefore do not deliver a complete
energy spectrum. Correctness checks, invariants, and the interpretation of results must adapt to
such circumstances, and require awareness from the software side.
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computer. If the simulator offers a universal set of perfect quantum gates, then the
model can simulate a wide class of Hamiltonians [54], albeit the computing effort
may vary depending on the types of gates. Some implementation technologies for
QCs in use today are particularly well suited for quantum simulators. An example
is Rydberg atom arrays [63, 102] that provide identical and long-lived qubits with
strong coherent interactions. To represent the physical properties of the simulated
system, the properties of the simulator correspond well to these, especially when
analog simulation steps are involved. At least for this aspect, this challenges the
idea that abstraction layers [10], despite proven useful classically, can satisfactorily
eliminate differences between implementation platforms.

Industrial experience with quantum simulation problems gained by some of the
authors shows that the exact boundary between digital simulation and optimiza-
tion is not always clear. Especially quantum-classical hybrid algorithms—most
importantly, the variational quantum eigensolver (VQE) [97]—rely on optimization
methods to determine observables like the ground state energy of molecules based
on a physical model. It is hypothesized that VQE, which at its core is independent
of the simulated problem, will provide improved modeling accuracy over classical
approaches like DFT. However, engineering challenges remain such as hardware-
dependent noise compensation, an understanding of the differences between the
many available variants of VQE [34] (requiring problem-dependent benchmark-
ing [76]), and determining optimal quantum-classical splits. Especially the latter
topics fall within the responsibilities of SE, but it might also be possible to improve
noise handling based on software-centric methods. Also, the depth reduction of
circuits generated from Hamiltonian descriptions is an important goal, in which
compilers may play a crucial role (see, e.g., [30, 49, 82]). As with other use cases,
resource usage and scalability in general need to be addressed by QSE.

Despite initial steps taken on problems of industrial scale, explorations are still
in an early phase with already important collaborations emerging between large
chemical and computing technology corporations [19]. Currently, the effort of
finding appropriate Hamiltonian models by far exceeds the software implementation
effort; knowledge of physical principles and details by far outranks the challenges
of transcribing these into the quantum framework. While the modeling task in the
classical domain is routinely reduced to a well-informed parametrization of canned
DFT software, quantum tools—even given existing frameworks support [71]—
require high manual programming effort.

2.2.3 Conclusions

SE tasks in quantum simulation include algorithm selection, determining the
influence of mathematical/physical details on nonfunctional and functional prop-
erties, and comparing quantum and hybrid architectures to classical approaches
and heuristics. Many revolve, in a broader sense, around the topic of testing.
As the goal of quantum simulation is to exceed the computational capabilities
of classical approaches, this opens up new research challenges. Testing quantum
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simulations comprises ensuring (a) model correctness and (b) correctness of circuits
generated from the model. After establishing a Hamiltonian description of the
system, empirical measurements on the actual physical system can be performed
and compared to the simulation results. The resulting circuit generator is then
trusted, and quantum simulation based on the generators can be used to explore
the properties of novel, previously unexplored materials.

From an SE point of view, recent attempts lift established techniques for end-
to-end testing of classical computations to components with probabilistic behavior
[62, 41, 35, 38]. This includes novel notions of testing oracles based on distance
measures for execution trace distributions and statistical criteria for approximating
error probability by the number of repetitions of test runs. More involved quantum
phenomena like superposition and entanglement of computational states are not yet
properly addressed by these approaches. This, first of all, requires new abstractions
concerning the notion of observations in testing reflecting the destructive nature of
quantum measurements which obstructs established testing practices like interactive
debugging [62].

Further properties of quantum states and circuits are also not suited to established
testing methods: as there are usually no classical control branches in quantum
circuits, structural code coverage criteria are not applicable, which renders well-
established, elementary software testing concepts [92] useless. Likewise, local-
ization of faults is unlike harder for quantum circuits than for classical programs,
given that entangled states can intertwine arbitrary parts of a circuit and mutually
influence each other . Not just the stochastic nature of quantum measurements but
also the impact of imperfection and noise in quantum circuits obstruct the definition
of proper test oracles. Here, we need to distinguish unavoidable variations caused
by quantum measurements from variations due to (classically) probabilistic algo-
rithmic elements from variations induced by noise and imperfection. Distinguishing
between such different probability distributions is no new challenge, but there are
quantum specifics: for instance, the amount of information to be recorded for a
meaningful statement (e.g., by estimating the required number of samples for a
desired precision and bounded error probability via Hoeffding’s inequality [65], or
randomized measurement procedures [31] that estimate quantum properties from
classical observations) requires future research in QSE. Well-principled guidelines
can eliminate the need for individual software engineers to be aware of such
statistical peculiarities.

Other verification approaches for quantum simulation include up-front correct-
ness validation of models (e.g., finding physical invariants that can be probed
with accessible measurements), equipping a model’s software representation (or the
representation of the simulation approach) with a formal semantics honors quantum
aspects (e.g., [58, 14, 21, 32]) that allows us to verify specific properties and
correctness of generated modeling circuits by decomposition techniques (see, e.g.,
[67,99]).
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Summary Quantum simulation can benefit from established means of SE
to formulate and describe models of physical systems whose properties
can be simulated on quantum computers. Efforts evolve more around a
physical understanding of the employed models rather than programming.
Validation and verification techniques, as well as architectural decomposition
into quantum and classical aspects, will rely on established, yet to be adapted
SE approaches.

2.3 Application Scenario 3: Embedded Quantum Computing
2.3.1 Use Cases and Examples

Embedded software systems are purpose-built for specific tasks. In contrast to
general purpose and high-performance computing systems (Application Scenario
1), embedded systems operate under restricted resources, on specific hardware
platforms, and have to meet distinct quality requirements like real-time constraints
or safety guarantees. Safety measures prevent material damage and harm to
individuals and deeply influence hardware and software co-design of classical
embedded software [57].

2.3.2 Approaches and Challenges

We recently observed a convergence between embedded systems and high-
performance computing [42], for instance, in autonomous driving, avionics, and
control systems. We expect embedded systems to require even more computational
resources in future applications. Hence, quantum computing may also play an
important role in hybrid embedded scenarios by utilizing quantum accelerators
for solving particular computational tasks [105]. To the best of our knowledge, no
approaches have been investigated so far to facilitate quality assurance techniques
and tools for embedded quantum computing. Meeting these requirements in
QPU accelerated hybrid systems is complicated by the dominance of iterative,
probabilistic algorithms; yet, since almost all known quantum algorithms
that operate on perfect error-corrected quantum systems are also inherently
probabilistic [56], the problem will also extend after the NISQ area. Open research
questions include how to improve understanding of termination properties and
convergence toward sufficiently accurate results in iterative algorithms [33, 3],
as well as the role of classical optimization components [114, 96] and result
degradation. But, perhaps counter-intuitively, also possible improvements [53] by
imperfections and noise [4, 100] are important research questions.
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In many application domains, embedded co-design development processes must
achieve (safety) certifications. It is an open question how established approaches can
be adapted to quantum computing including entirely novel qualification approaches
aligned with QPU peculiarities. Therefore, we may expect that system engineering
will play a larger role in hybrid embedded quantum computing than for classical
applications.

Prior work in safety-critical embedded systems deals with probabilistic algo-
rithms and machine learning (e.g., neural networks) in the context of unreliable
hardware. Measures include redundant computation, error correction [93], as well
as more high-level concepts like safety cages [45] and static partitioning [73],
Digital Dependability Identities (DDI) [74], and Dynamic Risk Management
(DRM) [75]. It is not obvious if and how these approaches can be adopted
for quantum computing. It is also crucial to consider how to integrate QPUs
into existing embedded development processes and infrastructures. This includes
interface design (at the physical and protocol level) to ensure proper timing and
co-scheduling of computational tasks offloaded to a quantum component. The
integration of QPUs further impacts the software operating systems level and
middleware layers. Given the strong influence of imperfection of QPUs in the
near and midterm [13], QPU integration will also impact co-design of hardware
and algorithms to ensure computational advantages for a given set of problems.
The established approaches to hardware—software co-design are currently adapted
to interactions between QPUs and classical system components [52, 5], with
efforts ranging from traditional embedded systems design to integration with high-
performance computing [105, 88], all of which also pose software engineering
challenges. The feasibility of co-design decisions strongly depends on the under-
lying physical implementation technology, which influences the quality properties
of any software executed on top.

Since embedded systems are employed in industrial and cost-sensitive domains,
economic considerations are also important in a quantum setting, especially given
that even in the upcoming era of fully error-corrected quantum computers (but even
more so in the NISQ era), different physical implementations of the computational
concepts will offer different characteristics depending on their physical implementa-
tion [104]. A quantum approach with marginal improvement over existing solutions
at the expense of inflating the bill of materials (or other development costs) is neither
intellectually satisfying nor economically desirable. Embedded quantum SE must
consider these issues.

2.3.3 Conclusions

The main challenges to enable hybrid embedded quantum computing include novel
co-design principles and practices to adopt quality assurance techniques (e.g.,
embedded systems testing) and corresponding certification processes to a quantum
setting. This is particularly crucial in safety-critical application domains. In the
near term, we may expect quantum computing to find its way into large-scale
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embedded systems only (e.g., in CT scanners). In contrast, the physical size of
recent quantum computers is the main limiting factor for small-scale, mobile use
cases such as automotive Electronic Compute Units (ECU). These limitations of
first-generation QPU are not quantum inherent, and future quantum technology may
provide quantum accelerators fitting into small, well-integrated embedded systems.

Summary We expect that QPUs, given increasing miniaturization, will be
deployed as accelerators in embedded use cases. This requires applications
(and extensions) of established co-design methods from embedded SE that
also lean substantially toward systems engineering. Quality assurance, cer-
tification requirements, and economic and physical constraints will play
pronounced roles.

3 Promises and Perils of Quantum Software Engineering

3.1 Promises and Opportunities

Application scenario 1 is aligned with classical SE for developing complete software
solutions by making use of quantum cloud services, whereas application scenario
2 crosscuts classical SE and instead seeks support of craftsmanship by individual
experts. Application scenario 3 demands principles and practices similar to sys-
tems engineering for quality-aware integration of heterogeneous software/hardware
components on a computational platform. From these observations, we conclude
that the work with quantum computing is, and will be, similar to the development
process using embedded accelerators, such as GPUs or special-purpose hardware
(see Fig. 2). Similar to hardware—software co-design approaches, we expect that
hardware—software—QC co-design processes will be required to split classical from
quantum software parts [29, 69]. Likewise, a number of proposals have been made
regarding more general questions of software architecture for quantum-classical
hybrid systems, for instance [90, 80, 37].

After the diverse software parts are completed and tested as separate units (taking
into account that quantum aspects bring additional challenges to reproducibility
aspects [60]), an integration test step is required. Ideally, those steps will be
embedded into continuous engineering processes [8], e.g., by making use of
virtual hardware platforms or simulators for faster feedback cycles. We next discuss
challenges of QSE by considering the respective SE phases. While many of these
challenges have already been mentioned in recent surveys on QSE [111], our
attempt is to relate these aspects to the insights gained from all three application
scenarios described above.
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Fig. 2 Quantum software development process

Requirements Engineering The requirements engineering phase will not funda-
mentally change as requirements, by definition, deal with the What? and not the
How? in software projects. Hence, system-level requirements for QC do not sub-
stantially differ from classical requirements. However, new types of nonfunctional
requirements specific to quantum software in combination with quantum hardware
might become relevant.

Systems Design/Architecture (Hardware-Software—QC Co-Design) In this
phase, the problem splitting between classical and quantum tasks takes place:
the engineer decides which parts of the overall problem are solved by classical
computations and which ones by quantum solutions. This requires architectural
guidelines and patterns, as well as interface descriptions for interactions between
classical and quantum data.

Programming Languages and Implementation (Q-Circuit) In this phase, algo-
rithms need to be realized for the classical as well as for the quantum parts of
a given problem. For the classical part, programming languages and compilation
is well known. However, for implementing quantum algorithms, we currently rely
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on gate-level languages (even in case of seemingly higher-level quantum program-
ming languages like Q#). While gate-level languages are essentially the quantum
equivalent to classical assembly languages, for more efficient implementation, we
need appropriate high-level quantum programming abstractions. Furthermore, we
need programming guidelines and idioms, as well as design patterns for quantum
programming languages. [107] Design by contract for quantum software.

Compilation and Deployment (Q-Circuit) Today, each quantum hardware comes
with its own hardware specifics, e.g., gates that can be implemented easily or
at all and to which qubits these gates can apply. This requires machine-specific
compilation and transpilation techniques. OpenQASM is only becoming a de facto
standard for hardware-level quantum programming. In order to allow for more
efficient development and execution of quantum programs, we need a common
intermediate language, e.g., OpenQASM, and generic compilation techniques. This
includes instruction set selection and back-end optimization that can be easily
adapted and configured for specific hardware. Here, ideas for classical compiler-
compilers may become useful again to automatically generate hardware-specific
compilers.

This aspect naturally includes devising new methods to (statically) check desir-
able properties and guarantees of quantum programs at compile time; the first steps
in this direction have already been taken [112, 47, 106, 72].

Testing and Verification In the spirit of the V-model and similar development
models, the approaches in this phase complement the approaches of the respective
development phases. Recent techniques for testing and verification of (partly)
probabilistic hybrid software systems may provide a conceptual foundation for
ensuring that the observed output behavior of quantum components conforms to
a given specification [41, 62, 109, 35, 2]. Corresponding black-box techniques are
applicable at the functional unit level as well as the system integration level of the
hybrid system, by abstracting from any internal details of quantum components
(application scenarios 1 and 3). In contrast, in the case of a white-box setting
(application scenario 2), it is not obvious how to adopt established techniques
for software testing (e.g., interactive debugging [62]) and verification of quantum
computations. The first step in this direction may be to find sound abstractions that
properly reflect quantum-specific phenomena like superposition and entanglement
of computational states and the destructive nature of quantum measurements. As
always, testing and verification aim at improving software quality and minimizing
the number of bugs; the first steps in the direction of understanding the quantum-
specific aspects of these goals have been taken [113].

3.2 Perils

Quantum computing will benefit from established software engineering techniques.
The synthesis of both fields will likely put a few new topics on the joint research
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agenda. However, there is also good reason to predict that quantum software
engineering will (a) likely not radically change most established means of software
engineering and (b) not benefit from inapt, straightforward adaptations of existing
insights. In particular, we argue that this concerns the use of modeling languages
and adaptations of development processes.

Albeit special-purpose quantum languages are available, most development
activities in the NISQ either comprise using quantum functionalities on the API
level or constructing gate sequences that are applied on qubits. Dispatching
and orchestration aspects are embedded into a classical host scripting language,
typically Python [71, 91]. The translation between different APIs is currently near-
trivial [83]. Special-purpose quantum programming languages (or extensions to
classical languages) promise to lift the specification or verification of quantum
algorithms to more appropriate levels of abstraction that require less manual
handling of details. We are not aware of an argument as to why abstraction levels
that transcend algorithmic implementation details, and thus avoid quantum specifics,
would necessarily need to be crafted differently than in the classical case. Of course,
it is possible to use mechanisms like UML that were intended to model software
designs for describing low-level details of qubits, quantum registers, and gates. Yet
it would also be possible to model classical bits, registers and electronic gates using
UML in the same way; since we are not aware of any beneficial application of such a
technique to the best of our knowledge, this underlines the importance of not mixing
modeling techniques targeted at high levels of abstraction with low-level details.
While the design of algorithms for quantum systems is entirely different from
classical algorithms (and systematic methods range among the most challenging
unsolved problems in the field), implementation details in general almost never
concern modeling at a higher level [10], and should therefore continue not to do
so in quantum software development.

Again to the best of our knowledge, using entirely nonstandard development
processes in specific domains is not commonly reported in the literature. Likewise,
we are unaware of specially crafted software development processes—unlike
architectures—that are beneficial when components like GPU accelerators or target
domains like cloud deployments are considered. As we have argued in the use
case discussion above, GPUs can be seen as computational accelerators (in local
appliances) or cloud resources (in distributed systems), which by analogy suggests
that any such specially crafted processes will not lead to pronounced advantages.
Additionally, software engineering research often finds little to no difference [59]
when the implications of various forms of (social) process interactions between
developers are studied for software in different domains. This insight further
strengthens the hypothesis that quantum software development can be based on
existing processes, and inherit the advantages and disadvantages of each approach.

Consequently, we find it unlikely that quantum software engineering in any
of the scenarios described in this chapter will require entirely new development
processes, or nontrivial modifications of existing approaches. Since no substantial
body of quantum software exists yet, mining quantitative empirical evidence toward
one side or another will likely not be conclusive at this stage. While it cannot be
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ruled out that, for instance, UML will be an appropriate tool to design algorithms
at gate and qubit level, or that entirely new development processes will need to
be devised to implement quantum software, we call for caution before making
overly ambitious statements without conclusive evidence, which could either be
derived from sound ab initio considerations or empirically observed from mounting
industrial and academic experience with creating concrete quantum software.

4 Summary and Outlook

Quantum computing is still in a very early stage with major challenges ahead.
Many of these challenges have to be addressed by advancing quantum computing
at the hardware level. Nevertheless, quantum computing will not only be pushed by
innovations in physics, leading to advancements in quantum hardware, but progress
can also be expected by a pull effect caused by innovative future applications.
Or, according to the aforementioned quote by Deshpande [28], realizing practical
applications is indeed in the domain of SE.

Nevertheless, quantum software development will not cause a revolution in SE,
neither today nor in the foreseeable future. The overall aim of many SE principles
(e.g., separation of concerns, encapsulation, and information hiding, just to name
a few) is exactly to be agnostic to diverse (existing and future) computational
platforms. Hence, we should be more interested in those characteristics of quantum
computations which have been exotic corner cases in SE until now but will soon
become omnipresent in quantum software development.

Moreover, quantum software development today mostly happens at source code
level and reaching downwards to assembly level. Quantum programming today
mostly means to custom-tailor a quantum solution to a very specific instruction
set of a specifically developed special-purpose quantum computer. The tendency in
mainstream SE today is, however, to abstract exactly from those low-level details
and instead focus on requirements and design issues. Hence, recently outdated,
former core disciplines of mainstream SE research like compiler construction and
instruction set architecture design will become highly relevant again.
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Dario Di Nucci, and Andrea De Lucia

Abstract Quantum computing is an emerging field in which theoretical principles
are being transformed into practical applications, largely due to the efforts of
the developer community. In order to ensure that quantum software engineering
continues to advance, it is vital to understand the experiences, challenges, and
aspirations of developers. This chapter is a continuation of our previous work, which
provided a comprehensive survey exploring the adoption patterns and common
challenges in quantum software engineering. In addition to the survey, we conducted
in-depth, semi-structured interviews with practitioners in the field to gain a deeper
and more detailed understanding of their perspectives. Through the interviews and
survey findings, we have gained nuanced insights into the motivations, hurdles, and
outlook of developers toward the rapidly evolving quantum computing landscape.
We describe the research methodology in detail, including the tools and techniques
used, in order to provide a comprehensive understanding of the research process.
Furthermore, we present critical insights from both the survey and interviews,
enriching the narrative with fresh perspectives obtained from the post-publication
interviews. This chapter is a blend of academic investigation and real-world
practitioner insights, aiming to provide a comprehensive understanding of the
current state of quantum software engineering. By illuminating the path for future
research and development in this dynamic field, we hope to guide the way toward
continued progress and innovation.
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1 Introduction

Quantum computing (QC) stands at the forefront of technological advancements,
with developers serving as the linchpin of this revolution [6]. While the conceptual
roots of quantum mechanics are deeply entrenched in theory, the tangible impacts
are most discernible in the realm of quantum software engineering (QSE), where
this theory translates into real-world applications [8, 9]. Thus, gauging developers’
experiences and insights is paramount [12]. Our study, initiated in our foundational
work [2] and further elaborated in this chapter, seeks to bridge this gap.

Our seminal work [2] embarked on this challenging quest, offering an
exploratory analysis of quantum software engineering. Through a thorough survey,
we dissected the prevailing state of the field, elucidating adoption strategies,
recurrent challenges, and potential avenues necessitating deeper probes. The
inferences drawn provided a pragmatic perspective on quantum computing,
grounded in the experiences of its primary actors—the developers.

Augmenting the initial insights, this chapter extends our exploration by delving
deeper into the experiences of three quantum software field practitioners through
semi-structured interviews. This granular approach captures the intricacies of devel-
opers’ motivations, challenges, and aspirations. Such a comprehensive examination
underscores a pivotal realization: while quantum computing is intertwined with
intricate physics, its real-world application is unmistakably human-centric.

With its inherent challenges and experiences, the developer community’s feed-
back holds the potential to sculpt the trajectory of quantum technologies [2, 10].
Their shared concerns spotlight the areas needing more refined tools and frame-
works, elucidate existing knowledge chasms, and chart out the path for prospective
research endeavors.

This chapter embarks on a systematic journey through the terrain of quantum
software engineering. An extensive review of the current literature emphasizes
practitioners’ trials and tribulations, with our foundational work [2] serving as
a pivotal reference. This approach encompassed a dual strategy: a macroscopic
view of the QSE ecosystem through software repository mining, interspersed with
a nuanced, ground-level perspective sourced directly from practitioners via an
expansive survey. This congruence of theoretical and practical viewpoints carved a
holistic image of QSE’s current state. Our approach underscored the indispensability
of aligning academic exploration with tangible, on-ground experiences, bridging a
crucial literature gap.

Our research quest was anchored in discerning the real-world applications of
quantum programming technologies, pinpointing quantum developers’ challenges,
and assessing software engineering (SE) techniques’ relevance and applicability.
This encompassed insights from researchers, practitioners, and tool vendors, each
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striving to decode the intricate dance between software engineering and quantum
programming.
Our exploration pivoted on two central research queries:

1. How and to what purpose are quantum programming frameworks predominantly
utilized?

2. What predominant hurdles do quantum developers encounter when interfacing
with quantum frameworks?

Our investigation was guided by a series of fundamental questions that aimed
to encapsulate the nuances of adopting quantum programming. Our goal was to
achieve a deep understanding of these subtleties, as they play a crucial role in
uncovering the primary challenges that quantum programming developers face. By
shedding light on these challenges, we hoped to empower tool creators and academic
researchers to craft innovative strategies that can help overcome these obstacles.

In this chapter, we take a two-pronged approach to our investigation. We first
explore the current literature on quantum programming adoption, seeking to identify
trends, patterns, and gaps in existing research. We then provide a comprehensive
analysis of both the mining study and the broad survey we conducted, which allowed
us to gather detailed insights directly from developers.

Our analysis of the mining study and the comprehensive survey builds on this
foundation, providing a more granular view of the challenges that developers face.
We examine issues such as debugging, testing, and community issues, as well
as the challenges of working with quantum hardware and the need for better
documentation and education. By exploring these issues in detail, we aim to provide
actionable insights that can help guide the development of new tools and strategies
for quantum programming.

2 Bridging the Gap in Quantum Software Engineering

Quantum software engineering (QSE) has burgeoned as a pivotal discipline within
the quantum computing domain, with the Talavera Manifesto marking a significant
milestone in its evolution [10, 11, 12]. This manifesto delineated core tenets
and principles, laying a roadmap for researchers and developers. However, it
inadvertently overlooked the practical challenges practitioners face at the quantum
software development forefront.

A recent systematic mapping study by De Stefano et al. [3] delved into the
current state of QSE research, aiming to outline the most investigated topics, the
types and number of studies, and the primary reported results alongside the most
studied quantum computing tools/frameworks. This study also aimed to gauge the
research community’s interest in QSE, its evolution, and any notable contributions
preceding the formal introduction through the Talavera Manifesto.

Employing a meticulous methodology, De Stefano et al. searched for relevant
articles across various databases, applying inclusion and exclusion criteria to
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select the most pertinent studies. Following a quality evaluation of the selected
resources, relevant data were extracted and analyzed. The findings underscored
a predominant focus on software testing within QSE research, with other crucial
topics like software engineering management receiving scant attention. Among
the technologies for techniques and tools, Qiskit emerged as the most commonly
studied, although many studies either employed multiple technologies or did not
specify any. The research community interested in QSE showcased interconnected
collaborations, with several strong collaboration clusters identified. Interestingly,
most QSE articles were published in non-thematic venues, with a preference for
conferences, indicating a burgeoning interest in the domain.

The implications of this study are manifold, serving as a centralized information
source for researchers and practitioners, facilitating knowledge transfer, and con-
tributing significantly to QSE’s advancement and growth. The study highlighted the
nascent stage of QSE research, primarily centered around software testing, leaving
other knowledge areas like software engineering management relatively unexplored.
A notable uptick in published papers between 2020 and 2021 reflects a growing
interest in QSE within the research community. The study also shed light on the
most productive authors, the main collaboration clusters, and the distribution of
researchers across different Software Engineering (SE) topics, which could catalyze
the identification of potential collaborators and foster further research in QSE.

Furthermore, the study accentuated the need for more empirical studies and a
better distribution of research efforts across diverse SE topics. It advocated for a
broader acceptance of QSE papers in non-thematic publication venues to expand the
research community’s knowledge and reach. The insights gleaned from this study
are instrumental in understanding the development and evolution of the research
community, thereby significantly contributing to the advancement and growth of
QSE.

The systematic mapping study also illuminated potential avenues for future
research in QSE, particularly in the overlooked realms of software engineering
management practices and quantum software maintenance. The call to action is
for future research to focus on devising effective strategies and tools for managing
the software development process and ensuring the reliability and performance of
quantum software over time. The unique challenges and opportunities inherent in
quantum software engineering warrant a thorough exploration to identify effective
strategies for managing the development process and evaluating the efficacy of
different software engineering practices and tools.

Despite the academic rigor marking the journey of QSE, the crucial component
of practitioners’ voices and experiences has often been overlooked. The academic
literature has largely remained aloof from the day-to-day challenges and innovative
solutions that practitioners often develop. While several studies have delved deep
into the theoretical challenges and potential solutions in QSE from a high-level
perspective [16, 10], they have missed out on the granular details and real-world
manifestations of these challenges.

Among the myriad studies in this domain, the work by EI Aoun et al. stands out
for its empirical approach [5]. By analyzing QSE-related discussions on platforms
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like Stack Exchange and GitHub, they tapped into a rich vein of practitioner
experiences. Their methodology employed automated topic modeling to distill
the myriad discussions into coherent themes and challenges, providing a window
into the world of quantum developers. However, the limitations of automated
topic modeling sometimes missed out on the nuances and subtleties of human
communication, and their passive approach did not allow for deeper, engaging
discussions with practitioners.

3 Current Usage of Quantum Technologies

The mining study [2] focused on identifying and analyzing quantum software
repositories to understand the extent and purpose of quantum programming frame-
works usage. Our study’s scope was primarily defined by the quantum technologies
considered. We focused on three state-of-the-practice universal gate quantum
programming technologies, namely QISKIT [1], CIRQ [4], and Qf [13], which
are developed and maintained by IBM, Google, and Microsoft respectively. These
frameworks are recognized as more mature and stable, each having unique function-
alities and allowing the execution of quantum programs on both local simulators
and real quantum devices provided by their vendors. We employed a software
repository mining approach to identify projects on GITHUB that use at least one of
the considered technologies. This process yielded a total of 731 unique repositories.

The data analysis phase for the mining study aimed at addressing the first
research question using information from the repository mining. We employed
Straussian Grounded Theory for a systematic approach to constructing theories from
the data collected. This methodology involved a cyclical process of open, axial, and
selective coding to derive a taxonomy that serves as the foundation for answering
our research question.

We provided a data-driven perspective on how quantum technologies are
employed in real-world scenarios.

As shown in Fig. 1, the mining revealed distinct usage patterns among quantum
developers. Many repositories were dedicated to didactic purposes or personal
experimentation with quantum technologies. This suggests that many developers
are in the early stages of their quantum journey, using repositories as learning tools
or platforms for experimentation.

An interesting facet of the mining study was the analysis of contributors to
these repositories (Fig. 2). The distribution of contributors varied based on the
type of repository. For instance, toy projects, which are typically smaller and more
experimental, had a distribution skewed toward fewer contributors. In contrast,
framework-related repositories, which are more extensive and foundational, had a
broader distribution of contributors.

The mining study’s results underscore the developing nature of quantum pro-
gramming. While there is evident enthusiasm and interest in the field, as seen by
the proliferation of didactic and experimental repositories, large-scale, collaborative
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projects still have a long way to go. The contributor analysis further reinforces
this, highlighting the need for more collaborative platforms and community-driven
initiatives to foster growth in quantum software engineering.
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4 The Practitioners’ Voice

The survey study aimed to gather insights from quantum developers regarding their
challenges and perspectives on the current and potential future adoption of quantum
programming technologies (Table 1).

To engage with quantum software developers, we utilized the mined repositories
to obtain a list of eligible candidates for our survey, ensuring the involvement of
developers with real experience in quantum programming. We employed an opt-in
strategy for recruitment, sending initial emails to gauge interest before providing
additional instructions to willing participants. This strategy led to the recruitment of
56 volunteers.

The survey was structured into three main sections: gathering background
information, understanding the current use of quantum technologies, and assessing
their longer-term adoption and challenges.

The data analysis phase for the survey study aimed at addressing our second
question by using the responses provided in the third part of the survey. Similar
to the mining study, we employed Straussian Grounded Theory for a systematic
approach to constructing theories from the data collected. This methodology
involved a cyclical process of open, axial, and selective coding to derive a taxonomy
that serves as the foundation for answering our research question.

Based on the practitioner feedback, we built a detailed taxonomy of their main
challenges while working with quantum computing. This taxonomy, represented
in Fig. 3, was developed through a rigorous Straussian Grounded Theory exercise.
Some challenges are independent, while others lead to more specific sub-challenges.

4.1 The Quantum Environment: Hardware and Software

The quantum environment, encompassing both hardware and software, presents
its own set of unique challenges. Software infrastructure issues can be related to
frameworks, integration, and execution.

e Framework. Developers often grapple with the ever-changing API designs of
quantum technologies. A significant number of our interviewees, 15 to be precise,
lamented the frequent and unpredictable changes in API. Others highlighted the
lack of support for certain operations, like those in QISKIT, and the absence of
standardization across frameworks.

* Integration. Integrating quantum systems with traditional ones is no easy feat.
Some developers mentioned the complexities of integrating classical algorithms
into their quantum counterparts or connecting quantum computers to blockchain
networks.

« Execution. Setting up execution environments and simulators or interfacing with
classical systems can be daunting, as 11 of our participants reported.
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Table 1 Questions asked in the survey

Question Text
Part 1—Background
What is your current employment status?

What is your educational background?

What is your age range?

What is your gender?

Please indicate your expertise (in years) in
Software Development.

Please indicate your expertise (in years) in
Industrial Development.

Please indicate your expertise (in years) in
Quantum Programming.

What is your country?
Part 2—Current Adoption

Which quantum technology are you most
confident with?

Which other quantum technology do you use?

In which context are you using quantum
computing?

Could you please tell me more about the tasks you
perform with quantum computing?

Part 3—Potential Adoption and Challenges
Consider the technology you are most confident
with. What are the top three challenges that you
have faced?

Based on your experience, have you ever solved
(or tried to solve) a problem using quantum
programming that has no “traditional” solution (or
the solution is intractable)?

If yes, could you please elaborate on the problem
and why you had to use quantum computing?
Based on your experience, have you ever solved
(or tried to solve) a problem that has a
“traditional” solution using quantum
programming?

If yes, could you please elaborate on what it was
and explain why you chose to use quantum
computing?

Answer Type

Multiple Choice

Single Choice

Single Choice

Free Text
Single Choice

Single Choice
Single Choice

Free Text

Single Choice
Multiple Choice

Multiple Choice

Long Free Text

Multiple Free Text

Single Choice

Long Free Text

Single Choice

Long Free Text

M. De Stefano et al.

Possible Answers

BSc Student; MSc
Student; PhD Student;
Researcher; Open
Source Developer;
Industrial Developer;
Other

Computer Science;
Chemistry; Physics;
Other

18-24; 25-34; 35-44,
45-54; 55+

None; 0-3; 3-5; 5-10;
10+

None; 0-3; 3-5; 5-10;
10+

None; 0-3; 3-5; 5-10;
10+

QIskIT; CIRQ; Qff;
Other

QIsKIT; CIRQ; Qff;
Other

Academic Study;
Hackaton; Industry;
OSS; Personal Study;
Research; Other

Yes; No

Yes; No
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Hardware infrastructure issues attain the developmental nature and availability
of the hardware and the related performance.

e Hardware. The specialized nature of quantum hardware, which is still in
its developmental phase, poses challenges. Developers often find themselves
restricted by the limited number of qubits available in quantum computers.

¢ Performance. Emulating quantum programs on classical computers brings forth
several performance issues. Emulators can be resource-intensive, and running
programs on actual quantum devices can be time-consuming due to vendor-
imposed job queues.

4.2 Comprehending the Quantum Realm

Understanding quantum programs is a challenge in itself.

* Theoretical Grounds. A significant number of our respondents (20) emphasized
the steep learning curve associated with quantum programming, especially the
need for a strong foundation in linear algebra.

* Documentation. These issues concern the comprehensibility and quality of the
documentation related to quantum frameworks and code.

— Comprehensibility. Inconsistent tutorials and documentation can hinder the
learning process, a sentiment echoed by three participants.

— Quality. Sixteen participants highlighted issues with outdated, incomplete, or
missing documentation.

4.3 Quantum Coding Challenges

Coding in the quantum domain presents its own set of unique challenges related to
implementation and code quality.

* Implementation. These issues are related to integrated development environ-
ments and compilation.

— IDE. A good Integrated Development Environment (IDE) can be a game-
changer. However, some developers found existing quantum IDEs lacking,
especially when working with environments like Qf.

— Compilation. Translating quantum circuits into executable code for quantum
computers is a complex process, with developers often struggling to adapt
ideal quantum circuits to available device architectures.

¢ Code Quality. Code quality issues include problems related to debugging,
testing, and readability of quantum code.
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— Debugging. Deciphering error messages and debugging quantum programs
can be particularly challenging due to the unique nature of quantum program-
ming.

— Testability. Ensuring that a quantum program functions as intended is not
straightforward. Some developers found it challenging to verify the correct-
ness of their circuits.

— Readability. With quantum code primarily defining qubit registers and apply-
ing gates, creating readable code becomes challenging.

4.4 The Realism Quotient

While quantum computers promise groundbreaking solutions, their practical appli-
cation remains a challenge.

e Degree of Realism. Developers often find it challenging to design quantum
programs that can address real-world problems. The limitations of current
quantum applications make it difficult to find problems that quantum solutions
can address better than traditional technologies.

4.5 Building a Quantum Community

The early stage of quantum programming means a small community of developers.

e Community. Many developers desired a more robust community for peer support
and collaboration. Slow code reviews and the effort required to understand
quantum programs further compound the challenges.

5 Deepening the Practictioners’ Insights

This chapter comprehensively analyzes the challenges of using quantum software
development technologies in various fields. To achieve this, we took a unique
approach of directly interviewing experts specializing in quantum technologies.
These experts come from diverse backgrounds and working ecosystems.

During our interviews, we discussed practitioners’ particular difficulties when
working with quantum technologies. We covered a range of topics from the
taxonomy of challenges we established [2], such as the shortcomings of existing
quantum technologies, the requisite for more sophisticated hardware and software,
and the struggles in creating quantum algorithms.

The insights provided by these experts were priceless, as they offered a wealth
of knowledge and experience from their respective fields. We present the extracts
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of each interview in the following sections, accompanied by detailed analysis and
commentary on the valuable insights provided by these practitioners. By doing so,
we hope to shed more light on the challenges of working with quantum technologies
and provide a better understanding of the field.

5.1 First Interview

In the first of our series of interviews, we engaged with an expert deeply involved
in the practical application of quantum mechanics. This individual, currently
affiliated with a consultancy company, has been actively working on the lattice
Boltzmann method for quantum computing. Their experience primarily revolves
around using platforms like Qiskit and Penny Lane, and they are keenly interested
in the challenges and opportunities of quantum hardware and software. Throughout
our discussion, they shared insights on the evolution of quantum computing, its
challenges, and the real-world implications of integrating quantum solutions with
classical systems.

Our first expert acknowledged the ever-evolving nature of APIs in quantum
computing, emphasizing their appreciation for the consistent updates. They lauded
the community’s supportive character, particularly around a specific platform, which
they described as responsive and invaluable.

Much of the discussion revolved around the practical application of quantum
programming. While some in the field find it challenging to harness quantum
programming for tangible tasks, this expert has successfully navigated these waters
in their projects.

When discussing software infrastructure, the expert highlighted the seamless
integration of quantum software with traditional software, primarily through Python.
However, they also brought to light a theoretical challenge: the intricate process of
mapping classical input to quantum.

The conversation then veered toward hardware challenges. The inherent noise
in quantum mechanics was identified as a natural obstacle in quantum computing.
Despite this, the expert recognized the commendable progress made in recent years,
especially by a leading tech company, in mitigating this noise. But they also pointed
out that this noise currently restricts the depth of circuits on real devices, leading
them to use simulators often.

On the coding front in quantum computing, the expert found the process
straightforward, especially with the support for various gates in specific platforms.
They also shared their unique approach to testing, which involves juxtaposing
quantum results with classical methods or analytical solutions.

The expert addressed the prevailing hype around quantum computing and the
inherent challenge of achieving a quantum advantage. They proudly mentioned their
company’s significant strides, especially with specific models.
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5.2 Second Interview

The individual shared their experiences of and insights into quantum computing
during the interview. They emphasized the importance of grasping the fundamentals
before delving into more complex frameworks and languages. They preferred a
bottom-up approach, utilizing more straightforward tools like NumPy to build
a foundational understanding. They believed this mitigated the challenges posed
by the steep learning curve associated with quantum computing, especially when
compared to the more mature field of machine learning.

The interviewee found that existing frameworks like Qiskit were more geared
toward professional deployment rather than aiding in learning or debugging. They
mentioned the difficulty in debugging in quantum computing, attributing it to the
complexity added by these frameworks. They advocated a more straightforward
approach to coding and debugging to understand and learn quantum computing.

Drawing parallels between the evolution of machine learning and quantum
computing, the interviewee noted hype and venture capital involvement similarities.
They observed that while machine learning has found broad applications and has
become integral to many fields, quantum computing might find its niche in more
specific areas like chemistry and physics, particularly in quantum simulation. They
believed this could lead to significant advancements, such as discovering new
pharmaceuticals.

The interviewee also touched on the potential for quantum computing to become
a significant part of data center infrastructure in the future. However, they expressed
skepticism regarding the timeline for such developments, likening the anticipation
around quantum computing to the long-standing expectation around fusion energy.

Exploring various quantum computing languages, the interviewee found that
understanding the underlying mechanics was crucial for making sense of these lan-
guages. They mentioned having examined various quantum computing languages
and found that having a foundational understanding aided in making sense of how
these languages and compilers were implemented.

Looking toward the future, the interviewee foresees a potential hype cycle for
quantum computing, similar to what machine learning experienced. They antici-
pated initial excitement, followed by a period of disillusionment and, eventually,
the emergence of practical applications as the field matures. They stressed the
need for real impact or significant advancements in quantum computing to sustain
momentum in the area, expressing cautious optimism for the potential of quantum
computing to contribute to specific scientific and technological advances.

5.3 Third Interview

The interviewee is a professional in the field of quantum computing with several
years of industry experience. They specialize in the interface aspect of quantum
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computing projects and have actively created educational resources for the com-
munity. Their work primarily focuses on software engineering within quantum
computing, and they have a dedicated team to ensure code quality.

During the discussion, the interviewee highlighted several challenges and con-
siderations in the quantum computing field. One primary concern is the lack of
adequate documentation, which can be a barrier for newcomers or those not deeply
versed in the science behind quantum computing. They emphasized the importance
of understanding the input and output of specific modules in quantum computing
projects, which is crucial for effective implementation and debugging.

The conversation also touched on the accessibility of the quantum computing
community. The interviewee believes that while the community is robust, it may
not be well advertised or easy to find for newcomers. They suggested that better
communication and information distribution could help bridge this gap, making the
community more accessible to those interested in quantum computing.

Regarding realism and expectations, the interviewee acknowledged that the field
is not yet usable, and much of the work is about paving the way for future usability.
They compared the hype around quantum computing to machine learning in its
early stages, indicating that the field might face similar challenges in meeting high
expectations.

Regarding code quality and debugging, the interviewee mentioned the challenges
when code is written by scientists who might not have strong coding practices. They
highlighted the difference in code quality when a dedicated software engineering
team is involved versus when researchers or academics write the code.

Regarding the accessibility to quantum computers, the interviewee mentioned
that they have never actually run anything on a real quantum computer but have
used simulators instead. They speculated about the future accessibility of quantum
computers to the public, comparing it to the current accessibility of supercomputers.

The interviewee also mentioned creating educational resources, such as blog
posts and podcasts, to help others in the quantum computing community. They
are willing to share these resources, indicating a collaborative spirit within the
community.

Lastly, the interviewer expressed interest in the open-source software the inter-
viewee is working on, indicating a willingness to share and collaborate within the
community, further emphasizing the collaborative nature of quantum computing.

6 Synthesizing Academic Findings and Practical Insights

Exploring the quantum software engineering landscape involved conducting a
mining study, a practitioner survey, and expert interviews. The mining study
involved analyzing vast amounts of data to identify patterns and trends in quantum
programming. The practitioner survey was conducted to gather feedback from pro-
fessionals working in the quantum programming domain. Lastly, expert interviews
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were conducted to gain insights from knowledgeable individuals well versed in the
field.

The findings from these diverse sources provide a rich tapestry of insights into the
current state and challenges of the quantum programming domain. These insights
include the tools and technologies currently being used, the challenges practitioners
face, and the potential for future advancements.

This section synthesizes these findings to understand the quantum programming
domain fully. By doing so, we hope to provide a comprehensive overview of the
current state of the field as well as its potential for future growth and development.

Early Adoption and Experiments The study on quantum programming revealed
that the field is still in its early stages, with many repositories dedicated to didactic
purposes or personal experimentation. This early experimentation is further sup-
ported by the first interviewee, who discussed the challenges in practical application,
and the second interviewee, who emphasized the need for a solid foundation before
tackling complex frameworks. Moreover, the survey results of 20 participants,
along with the second interviewee’s comments, highlighted the steep learning
curve in the current quantum programming landscape, which further underlines the
experimental nature of this field. The findings indicate that, at this stage, quantum
programming is primarily used for educational and exploratory purposes, with few
practical applications. However, with further research and development, quantum
programming could have significant implications for various industries.

Community and Collaborative Initiatives The importance of building a stronger
and more collaborative community platform was a recurring theme that emerged
from all sources. The mining study revealed a skewed distribution of project con-
tributors toward a limited number of toy projects, denoting a lack of collaboration on
a larger scale. This finding underscores the need for better community-building and
collaboration platforms. Practitioners also expressed their desire for a more robust
community to provide peer support, facilitate collaboration, and improve commu-
nication within the quantum computing field. The third interviewee emphasized
the importance of information distribution and better communication within the
quantum computing community. The first interviewee appreciated the supportive
nature of the community around specific platforms, which further highlights the
significance of a collaborative ecosystem in advancing the field. In summary,
building a collaborative and supportive community is crucial for advancing the
quantum computing field, and there is a need for better platforms to facilitate
communication, collaboration, and information sharing.

Software and Hardware Infrastructure Challenges The survey and interviews
with practitioners in the quantum computing field have brought to light several key
challenges in the software and hardware infrastructure. A prominent concern among
practitioners is the frequent and unpredictable changes in quantum computing
APIs, as highlighted by 15 survey participants. This issue complicates the process
of keeping software up to date with the latest developments. Another significant
challenge is the integration of quantum systems with traditional computing systems.
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This was particularly emphasized by the first interviewee, who stressed the impor-
tance of seamless integration of quantum software with conventional software. For
effective integration, software developers must comprehensively understand both
quantum and traditional software systems, along with their distinct characteristics.
The hardware challenges in quantum computing were also addressed, particularly
the limited availability of qubits and the inherent noise in quantum mechanics.
These factors restrict the complexity of calculations that can be performed and limit
the depth of circuits on real quantum devices, posing a hurdle for practitioners
undertaking complex quantum computations. A possible future direction for the
hardware support might be seen in co-design [14]. Co-design has been a foun-
dational element in the evolution of computer architecture since the inception of the
first systems. This concept, where end-user applications influence the design and
capabilities of the hardware and vice versa, is crucial in quantum computing (QC).
Especially in its resource-constrained early stages, QC heavily relies on co-design
strategies. This approach involves tailoring the quantum hardware and software
to optimize performance and functionality. The article explores the significance
of co-design in the QC context, illustrating its benefits and proposing essential
attributes for effective QC co-design strategies moving forward. This perspective
suggests a future direction where addressing the current challenges in quantum
computing infrastructure could involve a more integrated and co-evolutionary
approach between software and hardware, aligning with the principles of quantum
co-design.

Real-World Application and Quantum Advantage The concept of realism quo-
tient, explored in a survey conducted among practitioners, seems to align with expert
opinions on the practical implementation of quantum programming. Introducing the
concept of “quantum utility, ” which measures the effectiveness and practicality of
quantum computers in various applications, provides a more holistic view of the
field’s progress. This new metric, focusing on achieving a quantum advantage in
terms of speed, accuracy, or energy efficiency compared to classical machines of
similar size, weight, and cost, enhances the realism quotient by considering the
physical footprint and industrial value of quantum processors [7, 15]. The first
interviewee’s insights on achieving quantum advantage echo the goals set forth in
the quantum utility concept [7, 15], and the second interviewee’s doubts regarding
the timeline for quantum computing to become a significant part of data center
infrastructure indicate that the field is still struggling to establish a strong foothold in
real-world applications. Moreover, the proposed application readiness levels (ARLSs)
and extended classification labels further refine the criteria for assessing quantum
computing’s practical applications in fields like quantum chemistry and machine
learning [7, 15]. The second interviewee’s expectation of a hype cycle similar
to that experienced by the machine learning industry reflects a cautious optimism
toward the potential of quantum computing to contribute to specific scientific
and technological advancements. Overall, the survey and interviews highlight
the ongoing challenges and possibilities that quantum programming presents for
the future of computing, and underscore the importance of structured analysis
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and tooling, as emphasized in the concept of quantum computing optimization
middleware (QCOM) [7, 15].

Educational Resources and Code Quality During the third interview, the inter-
viewee’s efforts in creating educational resources and ensuring code quality were
discussed at length. It was noted that these efforts resonate with the concerns of
practitioners in the quantum programming community regarding the comprehen-
sibility and quality of documentation. Interestingly, when written by scientists, as
opposed to a dedicated software engineering team, the mention of challenges in code
quality reflects a broader concern in the community regarding the accessibility and
readability of code. This highlights the need for collaborations between scientists
and software engineering teams in the quantum programming community to ensure
the development of high-quality, understandable, and readable code.

Future Usability and Accessibility During the third interview, the interviewee
expressed their opinion on the field’s current state, highlighting its unusability and
speculating on the future accessibility of quantum computers to the public. This
encapsulates the overall sentiment of cautious optimism prevalent in the field. While
the field is full of potential and possibilities, it faces substantial challenges that
need addressing before it can transition from a stage of experimentation to one of
significant real-world impact. These challenges include infrastructure, community
collaboration, and real-world application. Addressing these challenges is crucial for
the field to realize its potential and significantly impact the real world.

7 Conclusion and Future Directions

The field of quantum software engineering is still in its nascent stages, facing a
range of potential and significant obstacles that pose challenges to the development
and application of quantum computing. However, combining the results of a
comprehensive mining study, practitioner survey, and expert interviews provides
a detailed and thorough understanding of the current state of the field, as well as its
trajectory.

A closer look at the opportunities and challenges identified in this study reveals a
range of factors shaping the field of quantum software engineering. For instance,
there is great enthusiasm and interest in quantum programming, with abundant
educational and experimental repositories indicating a fertile ground for innovation.
The potential applications of quantum computing, especially in fields like chemistry,
physics, and cryptography, are promising, and this has led to a growing community
of developers and researchers eager to explore and contribute to this emerging field.

However, many challenges must be overcome before the full potential of quan-
tum software engineering can be realized. These challenges include a steep learning
curve, a lack of standardized frameworks, hardware limitations, and a nascent
stage of community collaboration. Developers face significant hurdles in integrating
quantum systems with traditional ones, frequent API changes, and complexities.
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The lack of large-scale collaborative projects and robust community support further
exacerbates the challenges in advancing quantum software engineering. Moreover,
the struggle in harnessing quantum programming for tangible real-world tasks
remains a significant concern.

Addressing the identified challenges requires a concerted effort from academia,
industry, and the quantum computing community. Standardizing frameworks,
improving documentation quality, and fostering a collaborative ecosystem are
essential for nurturing the growth of quantum software engineering. Investments
in educational initiatives to lower the entry barrier and nurture a new generation
of quantum programmers are crucial. Creating platforms facilitating large-scale
collaborative projects can accelerate the transition from experimentation to
substantial real-world impact.

Moreover, continued research and development are vital in overcoming hardware
limitations and enhancing the software infrastructure. Establishing partnerships
between academia and industry can expedite the translation of academic findings
into practical solutions, driving the field closer to achieving quantum advantage.
In addition, managing the hype around quantum computing and setting realistic
expectations can help navigate the hype cycle, ensuring sustained momentum in the
field. The cautious optimism expressed by the interviewees and survey participants
reflects a collective acknowledgment of the long yet promising journey ahead.

In conclusion, the quantum software engineering landscape presents a frontier of
opportunities awaiting exploration and innovation. The insights garnered from the
current state of the field provide a compass for navigating the uncharted waters of
quantum software engineering, steering toward a future where quantum computing
realizes its transformative potential.
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