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Abstract
Recently, a crucial need has grown for improving data communication for the appli-
cation of roads and ad hoc networks. That is, to provide reliable and operational effi-
ciency in data delivery and throughput. Due to the fast fragmentation and dynamic 
network behavior, there is an increasing demand to reach reliability in data transmis-
sion. Furthermore, the various features and the manifold of dynamic topologies in 
the vehicular ad hoc network raise the need to redesign the routing strategy. Thus, 
ensuring efficient and reliable data delivery. This paper aims to introduce a Software 
architecture for Road Network. The architecture is based on fog computing and aims 
to improve the overall performance in vehicular networks. The proposed architecture 
is a new routing design for the urban system to accomplish low energy consumption 
and operational efficiency in data delivery. The integration between the software-
defined networks and fog computing platform in the proposed architecture aids to 
address the high rate of data transmission. Historically, this high rate negatively 
affected network capacity and power consumption. To prove the effectiveness of the 
proposed architecture, it is compared with five state-of-art algorithms published in 
high impact journals. The proposed architecture performance is tested based on four 
metrics namely packet delivery ratio, network throughput, power consumption, and 
routing overhead. The experimental results indicate that a 50–60% improvement in 
both power consumption and packet delivery ratio, while a 60–65% enhancement in 
network throughput and routing overhead, respectively.

Keywords  Fog computing platform · Intelligent transportation systems · Geographic 
routing protocol · Software-defined-network · Vehicular ad hoc network · Internet of 
things

J. F. Zaki and N. El-Rashidy have contributed equally to this work.

 *	 Zainab H. Ali 
	 zainabhassan@ai.kfs.edu.eg

Extended author information available on the last page of the article

http://orcid.org/0000-0002-5046-428X
http://crossmark.crossref.org/dialog/?doi=10.1007/s11227-022-04877-7&domain=pdf


6018	 Z. H. Ali et al.

1 3

1  Introduction

Cities are becoming overcrowded with more people using the roads. This con-
tributed to increasing traffic congestion, dangerous circumstances, and road acci-
dents. Accordingly, governments’ road improvement programs are vigorously 
pursuing to enhance inland transport system using cutting-edge technologies. 
Thus, improving roadway safety and reducing traffic congestion.

Intelligent Transportation Systems (ITS) combine avant-garde information 
and leading-edge communication technologies employed in traffic management 
systems to enhance safety, operational efficiency, sustainability of transportation 
networks, improve traffic flow and increase drivers’ experiences [1–3]. Vehicular 
Ad Hoc Networks (VANETs) are considered the heart of the ITS [4, 5]. VANET 
provides a wide range of advanced automotive solutions to meet the needs of road 
passengers without compromising the Quality of Service (QoS) requirements 
[6]. The overall QoS objective is to allow the system to introduce high-quality 
transport services at an acceptable cost [7]. However, VANET suffers from the 
lack of data transmission reliability which has a negative impact on the overall 
network performance due to the quick changes in network design and frequent 
fragmentation.

Geographical routing protocol is used to address the reliability of data deliv-
ery, especially with the networks that are characterized by frequent changes in 
their topology where there is no need to maintain a static route. The vehicles 
in geographical routing communicate with each other based on their location. 
Therefore, each vehicle is keen to share information about its location periodi-
cally for keeping the transport system up-to-date. Several challenges appear due 
to continuous data interchange making the network more susceptible to commu-
nication overhead and congestion that affect network bandwidth and power con-
sumption [8, 9].Otherwise, based on [10–12], data transmission among vehicles 
consume 90% of the entire energy of sensor batteries. Thus, resulting in a short 
network lifetime and high packet loss rate. Moreover, VANET environment faces 
inherent wireless network issues such as unpredictable wireless signal, limited 
bandwidth and unacceptable power consumption in the data transmission process 
due to its specific characteristics.

Locally data storing and processing help the system to create a local overview 
of the network. Thus, accelerating the geographical routing performance decision 
making. Fog computing is a decentralized computing model where the location is 
nearer to the end-user and where data is analyzed and stored without being trans-
ferred to a cloud server. Therefore, it provides a proper computing environment in 
real time with low time latency and without high bandwidth usage. Therefore, fog 
computing is used to maintain all information about the VANET and rearrange 
the nodes based on their location [13, 14].

Thus, informing the proposed routing protocol about the node status
To improve geographic routing and reduce the huge amount of data trans-

mission across VANET, a geographical architecture based on the integration of 
Software-Defined Network (SDN) and Fog platform is proposed. This integration 
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offers better-informed solution to support local computing and processing as 
close as possible to vehicular units. As a result, the consumption of bandwidth 
and power is reduced by alleviating unnecessary traffic for cloud computing. 
Recent research in VANET has been concerned with the concept of increasing 
road safety via broadcasting messages among all vehicles. This entails build-
ing knowledge about the best paths among all vehicles and selecting the optimal 
forwarding nodes for the next hop to avoid low network connectivity and high 
packet loss. Accordingly, Dynamic Urban Evaluation Routing (DUEvR) protocol 
is introduced. The main contributions of this work are listed as follows:

•	 Providing a new geographical architecture called Software-Defined Road Net-
work based on Fog Computing (SDN-FoG). This SDN-FoG architecture pro-
poses a vehicle system design methodology that can accomplish low power con-
sumption and high network connectivity;

•	 Establishing geographic routing protocol called Dynamic Urban Evaluation 
Routing (DUEvR) for selecting the optimal next hop that achieves high reliabil-
ity and low energy consumption;

•	 Improving the overall performance of geographical routing by a 50–60% in the 
terms of power consumption and packet delivery.

The remainder of this paper is organized as follows: in Sect. 2, the related work is 
presented. In Sect. 3, the SDN-FoG is introduced and its functions are illustrated. 
In Sect. 4, the DUEvR mathematical model is proposed while Sect. 5 presents the 
numerical results. The paper is concluded in Sect. 6.

2 � Related work

The literature discussing various techniques for enhancing VANET routing perfor-
mance is briefly reviewed in this section. The routing problem is one of selecting an 
optimal path for the traffic vectors. It affects a wide range of networks and it is not 
exclusive to vehicular networking.

One of the most well-known geographic routing protocols is Greedy perimeter 
stateless routing. It consists of perimeter forwarding and greedy forwarding modes 
[15]. The greedy forwarding selects the next hop based on the lowest Euclidean dis-
tance to the destination. In case the greedy forwarding can not find the node nearest 
to the destination, the problem of the local maximum will occur. Thus, the network 
suffers from a lack of connectivity. To this end, perimeter forwarding can be applied 
to avoid the local maximum issue. Although the greedy perimeter stateless routing 
reaches scalability in VANET, it may suffer from a lower throughput as to ad hoc on 
demand distance vector routing [16].

There are several attempts trying to adapt geographic routing to VANET environ-
ments such as [17, 18]. For instance, the routing protocol “street centric” attempts 
to adapt geographic routing according to the anticipated data transmission rate for 
enhancing Urban VANET [19]. Additionally, many researchers introduced new 
traffic-aware protocols for enhancing greedy routing protocol [20] such as perimeter 
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coordinator [21], connectivity aware [22], and partial backward protocol [23] which 
uses vehicles located at specific points or junctions on the road to select the most 
proper street segment for forwarding the data packet. Two forwarding modes were 
proposed in [24]. One forwarding mode selects the next hop depending on the dis-
tance between the node and the destination. The second mode selects the next road 
based a weight calculated using traffic density, direction, and distance.

Adjusting data transmission-based routing is among the best methods for enhanc-
ing routing approach in urban VANET. Ali et. al. [25] proposed two techniques 
through an End-To-End Oriented Management Architecture (EEOMA) to govern 
the massive VANET data transfer and accommodate for the constraints. The first 
technique simplifies the data traffic using the bandwidth of the network. The sec-
ond technique adjusts the ratio of interference that signals overhead in the medium 
access control (MAC) layer. The technology of fog computing was used to open 
up new possibilities for improving VANET connection stability. Pereira et. al. [26] 
suggested an architecture for the VANET and a system that proved the concept of 
fog services in the smart mobility applications. They redesigned both RSUs and 
onboard devices to operate as fog nodes. This architecture delivered user edge data 
analytic, and eliminated latency and time delay. The findings suggested that smart 
mobility fog computing could provide more trustworthy information in less time. 
The design was well suited to ensure high message transmission reliability, shorter 
reaction times, and improved location awareness. Nevertheless, sensor battery life 
and power consumption should have been taken into account.

A fog computing-based globally distributed computing architecture was intro-
duced by Y Chen et. al. [27]. The architecture enabled VANETs to modify data 
transfer rate to the cloud server. Therefore, preserving network bandwidth. Khalid 
A. Darabkh et. al. [28] introduced three techniques: (i) a novel clustering algo-
rithm that aims to avoid falling into a local maximum issue, (ii) an efficient con-
trol overhead reduction mechanism to decrease network bandwidth, and (iii) a dual-
phase approach to maximize the rate of delivering packets across the VANET. An 
advanced routing methodology for improving packet transfer utilizing the capaci-
ties of vehicle communication was proposed in [29]. This routing technique targeted 
packets transmission that alternated between the road infrastructure and the Internet. 
In case the VANET infrastructure failed to transmit the data, fog computing and 
SDN determined the optimal path to complete the transmission operation.

To minimize transmission power consumption in VANET, Kadhim [30] studied a 
multicast routing approach which included bandwidth and time limits. It was based 
on both SDN and fog technologies. Both algorithms of scheduling and classifica-
tion, used multicast requests based on priority, ensured QoS requirements. The pro-
posed model’s benefits were reduced power usage and temporal complexity while 
scalability was still limited. In [11], a new routing strategy based on SDN and fog 
technologies was implemented to improve reliability while reducing bandwidth uti-
lization. The method affected the performance of vehicular systems and provided a 
list of locally available services such as traffic monitoring, traffic alert distribution, 
elastic vehicular cloud services, route planning, and content transfer.

In [31], a new service architecture was built based on SDN and fog comput-
ing paradigms in VANETs. It also had a dedicated algorithm for data scheduling. 
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Through the integration of SDN and VANET, the uniqueness here was simplify-
ing data scheduling in a high-dynamic context. Data management units were able to 
reschedule requests issued by vehicles based on the SDN architecture Thus, result-
ing in better resource efficiency. Conversely, to sustain network bandwidth use, fog 
computing was used to treat the rapid rate of data dissemination. The proposed algo-
rithm’s complexity was a point of contention. In a VANET, Khoury [32] investi-
gated the impact of fog computing and SDN on network delay and bandwidth. The 
combination of fog and SDN had a significant impact on the data propagation rate 
across the network. Thus, it improved the network performance. All mentioned stud-
ies will be summarized in Table 1.

3 � Fog computing software‑defined road network

The main objective of the Software-Defined Road Network based on Fog Computing 
(SDN-FoG) is to introduce a dynamic architecture for vehicular networks that can 
accomplish low energy consumption and effective path estimation. The suggested 
architecture supports the scale-free topology as it is based on hierarchical structure. 
Hence, there is a distribution networking degree solution as shown in Fig. 1. A large 
procedure is broken down into several smaller ones. Each task in the proposed SDN-
FoG is assigned to one of the layers which works tirelessly to complete the mission. 
The vehicle sensor network, SDN-FoG, and cloud service layer are the proposed 
three layers of this architecture.

3.1 � Vehicle sensor network layer

This layer consists of smart vehicles that are fitted with onboard units (OBUs), GPS, 
Geographic Information System (GIS), cache memory, communication, and sev-
eral roadside stationary units (RSUs). The RSUs are fixed infrastructure nodes on 
the road network to serve as communication links between the vehicles and traf-
fic authorities. SDN together with the RSUs form a globally centralized monitoring 
structure of the traffic forwarding message in the SDN-FoG architecture on the net-
work edge. The RSU nodes at the junctions will be altered to work as SDN nodes for 
a cost-effective solution. A single SDN is in charge of delivering services on a scale 
dictated by the FOG technology. Each SDN is assigned a unique ID to enable the 
dissemination of information on the roads across vehicular entities.

3.2 � SDN‑FOG layer

To keep an up-to-date picture of the network, smart vehicles connect to the nearest 
SDN by propagating their IDs. Every SDN circulates a periodic request message 
inquiring about the connected vehicles information. Information such as directions 
and real-time position. Then, SDN recasts the information it gathered into tables. 
Those are:
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•	 Routing tables: The routing table is a neighborhood table that holds information 
about the proposed routing protocol optimal routing path, vehicle state and the 
network topology.

•	 Flow table: a table that contains information regarding packet forwarding and 
packet dropping over the network. It saves the new paths produced by the routing 
decisions.

Furthermore, SDN provides an initial level of security for data transfer between the 
FOG tier and the vehicular units. The RSUs’ objectives for installing SDN can be 
summarized as follows:

•	 Delivering easy real-time networking controller services.
•	 Providing a cosmic monitoring system for various roads and paths.
•	 Lowering bandwidth utilization by controlling data propagation rates across the 

network.

An SDN in the proposed SDN-FoG architecture provides administration functions by 
overseeing vehicular network data transfer. It provides a location to summarize data 
flow as close to the user as possible. It stores the data in the cache memory. This sec-
ond layer consists of a group of high-capability FOG nodes ( FN ). They connect to the 
lowest layer via a “FOG-to-SDN” connection to achieve traffic-oriented communica-
tion. FOG nodes FN work as filters as they have a capacity to block the transfer of data 
from SDN to the cloud. They only pass to the cloud centralization system a copy of 
the most effective data and compute. As a result, network capacity and reaction times 
improve. The data in FOG nodes are separated into two categories: data supplied for 

Fig. 1   The proposed SDN-FoG conceptual design architecture
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local processing and data used to generate a network overview. The latter is saved in a 
flow table.

FOG in the SDN-FOG architecture covers a specific size of the vehicular network 
known as “fog area”. According to the allowed communication range of Fog, each fog 
area is predetermined. FOG nodes communicate their contact information inside each 
relevant fog area to promote communication with smart cars and the deployed SDN in 
the infrastructure. The FOG nodes automatically generate a flow table based on data 
collected from the SDN to provide an updated information regarding the current net-
work topology and various road conditions. This table is useful for the navigation since 
it provides nowcasting rather than forecasting which improves the capacity to take 
instant action across the vehicular network. With a high rate of transmission reliability, 
the timeliness of sent messages is undoubtedly increased.

3.3 � Cloud services layer

The cloud server can store massive amounts of data for a long time allowing the system 
to create historical data about the entire automotive network. Thus, the network cover-
age is improved. Moreover, the cloud servers execute complicated computations using 
the massive volume of data supplied from the fog layer. It provides analysis, on-demand 
elastic services, and optimization tools which are only accessible through FN . Having 
FN in the two lower layers helps reducing network capacity utilization and power con-
sumption due to complete control over the data dissemination rate. As a result, only 
important traffic events are broadcasted over the network between the SDN-FOG and 
cloud server layers.

4 � Dynamic urban evaluation routing protocol

Dynamic Urban Evaluation Routing (DUEvR) protocol is established between the lay-
ers of Vehicle Sensor Network and SDN-FoG, as demonstrated in Fig. 2. The DUEvR 
protocol is responsible for enhancing the geographic routing for urban VANET envi-
ronment by selecting the best next-hop forwarding nodes which have high energy level, 
and high network connectivity.

Each FN can determine the vehicle position in its zone via the exchange of “HELLO” 
message, Table 2 depicts the format of this message. It means that the urban VANET is 
split into sectors by uneven width segments with equiangular wedges. The BS is a cen-
tral node, and the FOG nodes are scattered in the whole network for providing immedi-
ate traffic services. By default, data packets are forwarded by FN closer to the BS more 
than others. Thus, these nodes are more vulnerable to energy depletion. They can cause 
energy hole issues that may affect the network lifetime as shown in Fig. 2

Table 2   HELLO message 
format

Field Sequence HCK TTL ID Position Velocity

Format 16-bits 16-bits 8-bits 32-bits 128-bits 128-bits
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Remark 1  FOG nodes in the 1st layer have more energy breakdowns than others in 
the 3rd layer.

Remark 2  A single path shared between different FOG nodes and BS is not ideal as 
it is prone to high interference rates.

4.1 � Energy model

This work follows the energy schema in [33]. The radio model uses the sensor elec-
tronics energy Eelec to turn on the transmitter or receiver circuit. The transmitter 
amplifier uses both channel models of the free space with ( d2 power loss) and the 
multipath fading with ( d4 power loss). Power control can be utilized to invert this 
loss by appropriately setting the power amplifier if the distance is less than the value 

of the threshold do =
√

�fs

�mp
 , where �fs is the amplifier energy in the free space 

model, and �mp is the multipath model. Therefore, the measurement of energy con-
sumption for transmitting and receiving l-bit of data packet through the distance d is 
calculated according to the following equation:

Otherwise, in order to receive this data packet, the following equation will be used:

(1)f (x) =

{
If d < do than Etras(l, d), Etras(l, d) = l × Eelec + l × 𝜀fs × d2

If d ⩾ do than Etras(l, d), Etras(l, d) = l × Eelec + l × 𝜀mp × d4

(2)Erev = l × Eelec

Fig. 2   Scenario of Dynamic Urban Evaluation Routing (DUEvR) protocol
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4.2 � Initial phase

This phase is responsible for two tasks. Those are: (i) splitting the urban VANET 
into a number of sectors called “cells” with varying dimensions, and (ii) selection 
the Fog Head Node (FHN) which is done based on the energy level of each node 
and the distance between the FN and BS. Table 3 shows all symbols that are used 
throughout the DUEvR protocol.

4.2.1 � First step: cell creation

This section presents the division of the urban VANET into a set of cells according 
to the network density and the available communication range for the BS and the FN 
nodes. This division helps to maintain the network connectivity as well as avoids 
network topology reformation overhead.

Two optimization scenarios use the packing congruent circles approach [34] to 
determine the range of communication and connectivity of the networks. In VANET 
[35, 36], providing dependable communication is increasingly important. One of the 
significant metrics in measuring connection quality is the system’s ability to build 
successful communication relationships among the deployed nodes. In this work, 
the mathematical method for calculating the available communication range for each 
cell is introduced.

Table 3   Mathematical notations 
of DUEvR protocol

Symbol Description

Eelec The sensor electronics energy
Etras The energy of the packet transmission
do The threshold distance of propagation energy model
�mp Multi path propagation loss
� A circular scale with a fixed radius
� The radius for internal circles ci

n

�fs Free space propagation loss
Commrang The FOG communication range
FOGP The Parent F

N
 with △ ⩽ level2

N
C The children node with △ ⩾ level2

EFOGP (r, �) Data transmission phase energy consumption by 
parent node (FOGP) in level (�) through a single 
round (r)

Dpkt The packet size in bits
d
to

FOGP
Distance from root (BS) to its parent

△ The node degree
j Any sensor nodes have a chance to be FOGP

� The level degree
R‖FOGP The total number of parent nodes
Etotal The total energy consumption at single round r
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The optimization scenarios for ensuring full network coverage are investigated 
based on the following steps: 

1.	 Assume circular urban VANET with a fixed radius � . The scale is slid as a set of 
cells with varying dimensions. Let C = {ci

1
, ci

2
, ci

3
, ...., ci

n
} , where C is the primary 

circular scale (meaning total network scale) and {ci
1
, ci

2
, ci

3
, ...., ci

n
} are the packing 

circles (meaning internal division of cells).
2.	 Radius c� is assumed for every circle ci . Herein, assume that the Commrang for BS 

is predetermined and all FN belonging to the same scale are equal in CR. Thus, 
all packing circles are congruent and they have the same radius c� . The general 
equation for these circles is mathematically expressed as:

First Optimization Scenario:
The approach showing the packing of coinciding circles without overlapping 

for obtaining high coverage network together with optimizing the number of 
FOG nodes deployment is shown in Fig. 3a. There are two types of overlapping, 
according to [37], in the primary container: (i) item-container overlapping (�lc) . 
(ii) item-item overlapping (�lu) . Herein, the optimization formula to achieve full 
coverage with low number of FOG nodes deployment is represented in Eq. 3 sub-
ject to its constraints:

(
1

�1
+

1

�2
+

1

�3
+ .... +

1

�n

)2

≡
1

�2
1

+
1

�2
2

+
1

�2
3

+ .... +
1

�2
n

Fig. 3   The optimization scenarios for network coverage
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Second Optimization Scenario:
The approach showing the packing of coinciding circles with overlapping for 

obtaining high coverage network together with optimizing the number of FOG 
nodes deployment is shown in Fig. 3b. The optimization formula to achieve full cov-
erage with high number of FOG nodes deployment is represented in Eq. 4 subject to 
its constraints:

These two scenarios proposed above are used to adjust VANET network coverage 
and maximize the resource utilization of the FOG nodes. The second optimization 
scenario is recommended over the first scenario due to its ability to achieve high 
signal strength using overlapping between cells and maximizing FOG utilization 
simultaneously.

4.2.2 � Second step: FOG head node selection

VANET environment is considered as highly complex network. This is due to its 
high mobility, link variability, and frequent difficulty to earn accurate and up-to-date 
information about all the vehicles and their associated links along a given routing 
path. This section is introducing a mathematical method that allows for creating a 
resource pool from the most proper nodes to be the head of the cell. This method 
ensures high availability and avoids the premature end of the network lifetime.

Initially, the FOG nodes are deployed in the urban vehicular environment as a set 
of sensor nodes that have disparate capabilities and constraints. BS is considered as a 

(3)

minimize �

s.t.

� ≤ Commrang

Di,j =

√
(xi − xj)

2 + (yi − yj)
2

�lu = max

(
2 − Di, j, 0

)
, (i, j) ∈ V

�lc = min

(
Di,j + 1 − (�), 0

)

(4)

maximize 𝛼

s.t.

𝛼 ≤ Commrang

Di,j =

√
(xi − xj)

2 + (yi − yj)
2
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(
2 − Di,j > Φ

)
, (i, j) ∈ V , Φ ⟶ 0

𝜁lc = max

(
Di,j + 1 − (𝜂), 0

)
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central point at every cell and it is responsible for collecting the information from FN 
and selecting the most proper one to be the head of the cell. This operation ensures 
both service reliability for all vehicles and high connectivity. As shown in Fig. 4, the 
urban vehicular environment is represented as a tree with sub-levels. The FOG nodes 
are divided into parent FOGP and children NC nodes. The FOGP nodes are those nodes 
that fall within level 1 and level 2. Therefore, the degree of FOGP must be equal to 
△ ⩽ level 2 . These nodes are used to provide transport services for all connected vehi-
cles and perform data aggregation for BS. The NC nodes are nodes that lay in the levels 
after level 2. Therefore, the degree of nodes is equal to △ ⩾ level 2 . Such nodes are 
not used to provide any services.

Calculating the amount of power consumed by the FOGP nodes in the process of the 
data transmission to BS is important to avoid the premature end of network lifetime. 
Therefore, the amount of power consumption can mathematically be expressed accord-
ing to Eqs. 5 and 6:

According to Eqs. 5 and 6, the total consumed energy in the process of data trans-
mission between any FOGP node and BS per level is defined as follows:

(5)EFOGP(r, 𝚤) =

⎧
⎪⎪⎨⎪⎪⎩

Dpkt[△Eelec + NC Etras + 𝜀mp + d4
toFOGP

], dtoFOGP
≻ do&j ≻ 1

Dpkt[△Eelec + NC Etras + 𝜀fs + d4
toFOGP

], dtoFOGP
≺ do&j ≻ 1

Dpkt[△Eelec + NC Etras + 𝜀mp + d4
toFOGP

], dtoFOGP
≻ do&j = 1

Dpkt[△Eelec + NC Etras + 𝜀fs + d4
toFOGP

], dtoFOGP
≺ do&j = 1

(6)EFOGP(r, �) =

{
Dpkt[△Eelec + �mp + d4

to
FOGP

], dto
FOGP

⩾ do

Dpkt[△Eelec + �fs + d4
to

FOGP
], else

Fig. 4   The levels of the distributed FOG nodes
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Another important calculation, of energy consumption, is the amount of energy con-
sumed in the process of communication between FOGP and another deployed node 
(j) in round (r) which is given by:

According to Fig. 4, BS is the root point that appears in level “0” while the FOGP 
nodes are uniformly distributed in the remaining levels. The relationship between 
FOGP and its degree is △ − 1 whereas the relationship between FOGP and its ( � ) is 
given by Eqs. 9 and 10:

where

The total energy consumption at single round r is given by:

Based on Eq.  11, the optimal number of the parent FOGP nodes that can deal 
directly with the single BS and the optimal number of levels � that allow reducing 
the energy of data transmission can be obtained as follows:

(7)ETrans(r, �) =
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j
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=
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��
FOGP

𝓁+1
− 1
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△ − 1
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Algorithm 1 describes the main steps to select FOG head. All steps of the proposed 
algorithm are described in the Fig. 5.

Fig. 5   Flowchart of the proposed routing protocol
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5 � Numerical results

The experiments were conducted using an Intel Core i7 dual-core desktop, up to 3.1 
GHz with Turbo Boost, 4 MB cache, 12 GB LPDDR3 SDRAM (1,866 MHz), Intel 
HD Graphics 520, and a 64-bit Ubuntu operating system. Network Simulation was 
completed using NS2.35 as the simulation tool to design the network topology. All 
settings of the network are illustrated in Table 4. The FN nodes connect via IEEE 
802.11p/WAVE, the IEEE 802.11p configuration is listed in Table  5. Fog Hierar-
chical Deployment Model from OpenFog Reference Architecture [38] was used to 
simulate FN behavior.

Table 4   Network setting Parameter Value

Network range 150, 200, 250, 300, 
350, 400, 450, 500, 
550, 600

Number of seed 1
Simulation time 2500 s
Channel type Wireless channel
Routing protocol AOMDV
Packet size 512 bytes
Traffic source CBR
Traffic agent Node-UDP
MAC protocol IEEE 802.11p
Energy model Battery
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In this experiment, the proposed DUEvR protocol proves its effectiveness in net-
work throughput, power consumption, and packet delivery ratio. To create a con-
stant bit rate traffic source between the FN and the vehicular network, ten random 
connections are set up. This generates 512 bytes packets every 2 s and traffic agent 
Node-UDP. Transmission of a “HELLO” message between the FOG nodes and 
BS was used to test the connection. The message interval was set to 1.5  s. Some 
“HELLO” messages may be lost or delayed owing to collisions, even if they are 
within the designated FOG communication range. The retrieved information from a 
delivered “HELLO” message is retained for 2.5 × hello interval for each neighbor. 
The constant-coefficient values are set as follows:

The measurement of successful packet delivery rate is critical to proving the effec-
tiveness of the proposed routing protocol in term of transmission reliability. The 
packet delivery metric of DUEvR is shown in Fig. 6 in comparison to existing tech-
niques. The x-axis in Fig. 6 indicates the number of vehicular nodes from 150 to 
600 and the average packet delivery ratio (Pkt/sec) is represented on the y-axis. A 
comparison between DUEvR and other state-of-the-art algorithms to further high-
light the influence DUEvR has on the data transmission rate in VANET is conducted 
in this experiment. The DUEvR is tested against Geographic Routing Protocols - a 

(13)�1 = �2 = �3 = �4 = �5 = .... = �n ≈ 1

Table 5   IEEE802.11p 
configuration [36]

Parameter Value

Channel 175
Center frequency 5.875 GHz
Network bandwidth 10 MHz
Receiver sensitivity −95.2 bBm
Antenna gain 2 bBi
Measured TxPower 14.58–12.51 bBm
Setup TxPower 23–18 bBm

Fig. 6   Packet delivery ratio versus Vehicle’s numbers
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Cross layer Approach (Geo-CAP) [4], End-To-End Oriented Management Architec-
ture (EEOMA) [25], Energy based with Mobility concerns Hybrid Routing protocol 
(EMHR with BwEst) [39], an Agent-based Self-Protective method for Unmanned 
Aerial Vehicle Networks (ASP-UAVN) [40], and Securing Unmanned Autonomous 
Systems with and without a human-in-the loop (SUAS-HIS) [40]. It is observed 
that DUEvR has a high rate of packet delivery than the mentioned state-of-the-art 
algorithms. It is noticed that when the number of vehicles equals 150, DUEvR per-
formance exceeds the others. Nevertheless, the performance of all the algorithms 
is very close to each other. When the number of vehicles increases, performance 
differences appear where SUAS-HIS remain with low performance compared to 
other algorithms. The DUEvR remains in the leadership position while Geo-CAP 
and EEOMA are close runners particularly when the number of vehicles increases 
to 600. It is noticed that EEOMA is almost equal to DUEvR. Therefore, the DUEvR 
has an outstanding performance over the whole network scale as the increase of 
vehicles results in a high rate of data transmission. Hence, the power of the sensor 
nodes will be exhausted, and the network lifetime ends prematurely.

The throughput metric is an important parameter to use when evaluating the pro-
posed routing methodology in terms of network capacity. The x-axis shown in Fig. 7 
shows that the vehicular scale is from 150 to 600 nodes, and the network bandwidth 
is set at 10 MHz. The average network throughput (bps) is shown on the y-axis. 
The DUEvR offers higher throughput than standard vehicle systems allowing it to 
maintain network bandwidth under control. This is owing to DUEvR providing good 
connection quality with low power consumption rates.

The average throughput of DUEvR in contrast to Geo-CAP [4], EEOMA [25], 
EMHR with BwEst [39], ASP-UAVN [40], and SUAS-HIS [40] is shown in 
Fig. 7. The DUEvR outperforms other algorithms in most circumstances as data 
processing is performed locally. Thus, increasing the likelihood of bandwidth 
savings under control. The Geo-CAP is found to be relatively close to DUEvR. 
EEOMA earned the third place runner. The reason for this is that the EEOMA is 
successfully exercised on the bandwidth estimate module. This facilitates the nor-
malization of the throughput packet which enables the pre-definition of the packet 

Fig. 7   Overall throughput versus vehicle’s numbers
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size. The SUAS-HIS came in the last position. Despite the fact that DUEvR 
does not offer packet normalization, it consistently outperformed the competi-
tion because of its link quality and packet size control in transmission. DUEvR 
reduces wireless radio energy consumed in BS. It is normalized to the number of 
FN in the vehicular network to demonstrate the quality of the proposed DUEvR 
not only in network connectivity but also in data transmission power conserva-
tion. The highest proportion of energy depletion was observed by SUAS-HIS, as 
indicated in Fig. 8. While the DUEvR has the lowest ratio with 5% reduction of 
energy consumed per packet in the process of data transmission. Due to the FOG 
server and SDN being installed closer to the vehicle requests, the rate of power 
consumption utilizing DUEvR may be observed clearly in Fig. 8. The fog server 
and SDN can bring a high-quality computing paradigm to the network with local 
data processing and low data transmission rates. In comparison to Geo-CAP [4], 
EEOMA [25], ASP-UAVN [40], and SUAS-HIS [40], it is observed that there is 
no significant difference between Geo-CAP and EMHR with BwEst with 1.5% 
more than DUEvR. The next place was ASP-UAVN, which is considered rela-
tively high as SUAS-HIS.

Routing overhead is calculated as the total size of sent and forwarded data 
packets per the whole amount of data packets received. This metric is heavily 
associated with the network throughput. As shown in Fig.  9, the performance 
of DUEvR is measured at different scales of the network from 150 to 600. The 
DUEvR has the first place in reducing routing overhead across the network due 
to its ability to avoid the local maximum issue by creating a robust overview of 
all neighbors in the network. All this information is stored locally in the fog, and 
thus it can be retrieved immediately. As observed the second place was SUAS-
HIS. It is noted that there is no wild difference between DUEvR and SUAS-HIS, 
in some cases such as 400, 500, and 600 vehicles, both algorithms have the same 
behavior. The highest rate of the routing overhead was EEOMA [25], which 
recorded third place with a huge difference from DUEvR and SUAS-HIS. The 
fourth place were both Geo-CAP [4] and EMHR with BwEst [39].

Fig. 8   Energy consumption versus vehicle’s numbers
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6 � Conclusion

This paper introduced a Software-Defined Road Network architecture based on FOG 
computing for enhancing overall performance in VANET. This architecture proposed 
a new routing design for the urban system to accomplish low energy consumption and 
operational efficiency in data delivery. In this work, the proposed integration meth-
odology ensured high control of the volume of data transmission across the network. 
Therefore, the network bandwidth and power transmission usage are reduced. The 
effectiveness of the proposed routing protocol DUEvR was proved by comparing its 
performance against the state-of-art algorithms, including Geo-CAP, EEOMA, EMHR 
with BwEst, ASP-UAVN, and SUAS-HIS. The performance of DUEvR was tested 
based on four QoS metrics. Those are packet delivery ratio, network throughput, power 
consumption, and routing overhead. The experimental results indicated that there is a 
50–60% improvement in both power consumption and packet delivery ratio, while a 
60–65% enhancement in network throughput and routing overhead.

Funding  Open access funding provided by The Science, Technology & Innovation Funding Authority 
(STDF) in cooperation with The Egyptian Knowledge Bank (EKB).

Data availability  Data available on request due to ethical restrictions. The QoS metrics that are used in 
this paper are available on the following public link: https://github.com/Z-HAli/Awk-Files.

Declarations 

Conflict of interest  The authors declare that they have no known competing financial interests or personal 
relationships that could have appeared to influence the work reported in this paper.

Ethical approval  This article does not contain any studies with human participants or animals performed 
by any of the authors.

Open Access  This article is licensed under a Creative Commons Attribution 4.0 International License, 
which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as 
you give appropriate credit to the original author(s) and the source, provide a link to the Creative Com-
mons licence, and indicate if changes were made. The images or other third party material in this article 

Fig. 9   Routing Overhead versus the vehicle’s numbers



6037

1 3

Dynamic urban evaluation routing protocol for enhanced vehicle…

are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is 
not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission 
directly from the copyright holder. To view a copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​
ses/​by/4.​0/.

References

	 1.	 Ali ZH, Ali HA (2021) Towards sustainable smart iot applications architectural elements and 
design: opportunities, challenges, and open directions. J Supercomput 77(6):5668–5725

	 2.	 John Z, Amr A-E, Hussein S, Sabry S, Areed F (2019) Traffic congestion prediction based on hid-
den markov models and contrast measure. Ain Shams Eng J 11(3):535–551

	 3.	 Liu X, Liu Y, Song H, Liu A (2017) Big data orchestration as a service network. IEEE Communica-
tions Mag 55(9):94–101

	 4.	 Alzamzami O, Mahgoub I (2021) Geographic routing enhancement for urban vanets using link 
dynamic behavior: a cross layer approach. Veh Commun 31:100354

	 5.	 Xu J, Liu X, Ma M, Liu A, Wang T, Huang C (2017) Intelligent aggregation based on content rout-
ing scheme for cloud computing. Symmetry 9(10):221

	 6.	 Huang M, Liu Y, Zhang N, Xiong NN, Liu A, Zeng Z, Song H (2018) A services routing based 
caching scheme for cloud assisted crns. IEEE Access 6:15787–15805

	 7.	 Badawy MM, Ali ZH, Ali HA (2020) Qos provisioning framework for service-oriented internet of 
things (iot). Clust Comput 23(2):575–591

	 8.	 Srivastava A, Prakash A, Tripathi R (2020) Location based routing protocols in vanet: Issues and 
existing solutions. Veh Commun 23:100231

	 9.	 Singh PK, Nandi SK, Nandi S (2019) A tutorial survey on vehicular communication state of the art, 
and future research directions. Veh Commun 18:100164

	10.	 Xu W, Tian S, Liu Q, Xie Y, Zhou Z, Pham DT (2016) An improved discrete bees algorithm for 
correlation-aware service aggregation optimization in cloud manufacturing. Int J Adv Manuf Tech-
nol 84(1–4):17–28

	11.	 Bogdanowicz ZR (2017) Flying swarm of drones over circulant digraph. IEEE Trans Aerosp Elec-
tron Syst 53(6):2662–2670

	12.	 Hassija V, Saxena V, Chamola V (2020) Scheduling drone charging for multi-drone network based 
on consensus time-stamp and game theory. Comput Commun 149:51–61

	13.	 Farooqi AM, Alam MA, Hassan SI, Idrees SM (2022) A fog computing model for vanet to reduce 
latency and delay using 5g network in smart city transportation. Appl Sci 12(4):2083

	14.	 Qafzezi E, Bylykbashi K, Ampririt P, Ikeda M, Matsuo K, Barolli L (2022) A fuzzy-based system 
for assessment of fog computing resources in sdn-vanets. In: International Conference on Innovative 
Mobile and Internet Services in Ubiquitous Computing. Springer, pp. 1–9

	15.	 Li T, Hazra SK, Seah W (2005) A position-based routing protocol for metropolitan bus networks. 
In: 2005 IEEE 61st Vehicular Technology Conference, vol 4. IEEE, pp. 2315–2319

	16.	 Karp B, Kung H-T (2000) Gpsr: greedy perimeter stateless routing for wireless networks. In: Proceedings of 
the 6th Annual International Conference on Mobile Computing and Networking. pp. 243–254

	17.	 Hanshi SM, Wan T-C, Kadhum MM, Bin-Salem AA (2018) Review of geographic forwarding strat-
egies for inter-vehicular communications from mobility and environment perspectives. Veh Com-
mun 14:64–79

	18.	 Huang C-M, Lin S-Y (2014) Timer-based greedy forwarding algorithm in vehicular ad hoc net-
works. IET Intell Transp Syst 8(4):333–344

	19.	 Zhang X, Cao X, Yan L, Sung DK (2015) A street-centric opportunistic routing protocol based on 
link correlation for urban vanets. IEEE Trans Mob Comput 15(7):1586–1599

	20.	 Jerbi M, Senouci S-M, Rasheed T, Ghamri-Doudane Y (2009) Towards efficient geographic routing 
in urban vehicular networks. IEEE Trans Veh Technol 58(9):5048–5059

	21.	 Lochert C, Mauve M, Füßler H, Hartenstein H (2005) Geographic routing in city scenarios. ACM 
SIGMOBILE Mob Comput Commun Rev 9(1):69–72

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


6038	 Z. H. Ali et al.

1 3

	22.	 Naumov V, Gross TR (2007) Connectivity-aware routing (car) in vehicular ad-hoc networks. In: 
IEEE INFOCOM 2007-26th IEEE International Conference on Computer Communications. IEEE, 
pp. 1919–1927

	23.	 Nebbou T, Lehsaini M, Fouchal H (2019) Partial backwards routing protocol for vanets. Veh Com-
mun 18:100162

	24.	 Qureshi KN, Abdullah AH, Altameem A (2017) Road aware geographical routing protocol coupled 
with distance, direction and traffic density metrics for urban vehicular ad hoc networks. Wirel Pers 
Commun 92(3):1251–1270

	25.	 Ali ZH, Ali HA (2022) Eeoma: End-to-end oriented management architecture for 6g-enabled drone 
communications. Peer-to-Peer Netw Appl 15(2):1232–1254

	26.	 Torabbeigi M, Lim GJ, Ahmadian N, Kim SJ (2021) An optimization approach to minimize the 
expected loss of demand considering drone failures in drone delivery scheduling. J Intell Robot Syst 
102(1):22

	27.	 Chen Y, Ardila-Gomez A, Frame G (2017) Achieving energy savings by intelligent transportation 
systems investments in the context of smart cities. Transp Res Part D Transp Environ 54:381–396

	28.	 Darabkh KA, Alkhader BZ, Ala’F K, Jubair F, Abdel-Majeed M (2022) Icdrp-f-sdvn: an innovative 
cluster-based dual-phase routing protocol using fog computing and software-defined vehicular net-
work. Veh Commun 34:100453

	29.	 Noorani N, Seno SAH (2020) Sdn-and fog computing-based switchable routing using path stability 
estimation for vehicular ad hoc networks. Peer-to-Peer Netw Appl 13(3):948–964

	30.	 Deng X, Li J, Shi L, Wei Z, Zhou X, Yuan J (2022) Wireless powered mobile edge computing: 
dynamic resource allocation and throughput maximization. IEEE Trans Mob Comput 21(6):2271–
2288. https://​doi.​org/​10.​1109/​TMC.​2020.​30344​79

	31.	 Mukherjee A, Dey N, Mondal A, De D, Crespo RG (2021) Isocialdrone: Qos aware mqtt mid-
dleware for social internet of drone things in 6g-sdn slice. Soft Comput. https://​doi.​org/​10.​1007/​
s00500-​021-​06055-y

	32.	 Alioua A, Djeghri H-E, Cherif MET, Senouci S-M, Sedjelmaci H (2020) Uavs for traffic monitor-
ing: a sequential game-based computation offloading/sharing approach. Comput Netw 177:107273

	33.	 Mohemed RE, Saleh AI, Abdelrazzak M, Samra AS (2017) Energy-efficient routing protocols for 
solving energy hole problem in wireless sensor networks. Comput Netw 114:51–66

	34.	 Graham RL, Lubachevsky BD, Nurmela KJ, Östergård PRJ (1998) Dense packings of congruent 
circles in a circle. Discret Math 181:139–154. https://​doi.​org/​10.​1016/​S0012-​365X(97)​00050-2

	35.	 Hou X, Li Y, Chen M, Wu D, Jin D, Chen S (2016) Vehicular fog computing: a viewpoint of vehi-
cles as the infrastructures. IEEE Trans Veh Technol 65(6):3860–3873

	36.	 Ali ZH, Badawy MM, Ali HA (2020) A novel geographically distributed architecture based on fog 
technology for improving vehicular ad hoc network (vanet) performance. Peer-to-Peer Netw Appl 
13(5):1539–1566

	37.	 He K, Ye H, Wang Z, Liu J (2018) An efficient quasi-physical quasi-human algorithm for packing equal 
circles in a circular container. Comput Oper Res 92:26–36. https://​doi.​org/​10.​1016/j.​cor.​2017.​12.​002

	38.	 Byers CC (2017) Architectural imperatives for fog computing: use cases, requirements, and archi-
tectural techniques for fog-enabled iot networks. IEEE Commun Mag 55(8):14–20

	39.	 Alharthi M, Taha A-EM, Hassanein HS (2019) An architecture for software defined drone networks. 
In: ICC 2019-2019 IEEE International Conference on Communications (ICC). IEEE, pp. 1–5

	40.	 Fotohi R, Nazemi E, Aliee FS (2020) An agent-based self-protective method to secure communica-
tion between uavs in unmanned aerial vehicle networks. Veh Commun 26:100267

Publisher’s Note  Springer Nature remains neutral with regard to jurisdictional claims in published maps 
and institutional affiliations.

https://doi.org/10.1109/TMC.2020.3034479
https://doi.org/10.1007/s00500-021-06055-y
https://doi.org/10.1007/s00500-021-06055-y
https://doi.org/10.1016/S0012-365X(97)00050-2
https://doi.org/10.1016/j.cor.2017.12.002


6039

1 3

Dynamic urban evaluation routing protocol for enhanced vehicle…

Authors and Affiliations

Zainab H. Ali1,2   · John F. Zaki3 · Nora El‑Rashidy1,2

	 John F. Zaki 
	 jfzaki@mans.edu.eg

	 Nora El‑Rashidy 
	 noura.alrashidy@ai.kfs.edu.eg

1	 Embedded Network Systems and Technology Department, Faculty of Artificial Intelligence, 
Kafrelsheikh University, El‑Geish Street, Kafrelsheikh 33516, Kafrelsheikh, Egypt

2	 Department of Machine Learning and Information Retrieval, Faculty of Artificial Intelligence, 
Kafrelsheikh University, El‑Geish Street, Kafrelsheikh 33516, Kafrelsheikh, Egypt

3	 Computer Engineering and Control Systems Department, Faculty of Engineering, Mansoura 
University, Elgomhouria Street, Mansoura 35516, Dakahlia, Egypt

http://orcid.org/0000-0002-5046-428X

	Dynamic urban evaluation routing protocol for enhanced vehicle ad hoc networks
	Abstract
	1 Introduction
	2 Related work
	3 Fog computing software-defined road network
	3.1 Vehicle sensor network layer
	3.2 SDN-FOG layer
	3.3 Cloud services layer

	4 Dynamic urban evaluation routing protocol
	4.1 Energy model
	4.2 Initial phase
	4.2.1 First step: cell creation
	4.2.2 Second step: FOG head node selection


	5 Numerical results
	6 Conclusion
	References




