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Abstract

Accurate and informative hand-object collision feedback is of vital importance for hand manipulation in virtual reality (VR).
However, to our best knowledge, the hand movement performance in fully-occluded and confined VR spaces under visual
collision feedback is still under investigation. In this paper, we firstly studied the effects of several popular visual feedback of
hand-object collision on hand movement performance. To test the effects, we conducted a within-subject user study (n=18)
using a target-reaching task in a confined box. Results indicated that users had the best task performance with see-through
visualization, and the most accurate movement with the hybrid of proximity-based gradation and deformation. By further
analysis, we concluded that the integration of see-through visualization and proximity-based visual cue could be the best
compromise between the speed and accuracy for hand movement in the enclosed VR space. On the basis, we designed a
visual collision feedback based on projector decal,which incorporates the advantages of see-through and color gradation. In
the end, we present demos of potential usage of the proposed visual cue.

Keywords Visual collision feedback - Occluded interaction - 3D occlusion management - Hand movement performance -

See-through visualization

1 Introduction

Virtual reality (VR) provided users with a vivid virtual envi-
ronment where users can observe the virtual world in stereo
vision and interact with virtual objects in natural behav-
ior. However, due to the absence of haptic feedback, users
perform hand manipulation tasks in VR mainly based on pro-
prioception and visuo-motor synchronization [1-3], which
seriously limits the hand manipulation performance in VR
[4,5]. In the confined-occluded VR spaces, however, the
hand manipulation tasks become more challenging. On one
hand, users cannot see their hands movement further degrad-
ing the manipulation accuracy [6,7]. On the other hand, the
user needs to carefully control the hand movement to avoid
the collisions with spatial boundaries to ensure correctness,
which in turn requires high precision of the movement of the
hand. This issue limits the applications of VR in simulat-
ing fine hand manipulation tasks under occlusion conditions,
such as VR-aided assessment of assembly task in complex
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gearbox, or lottery game of finding and catching blocked
objects from an unknown treasure box.

Methods of providing collision feedback in virtual envi-
ronments have been extensively studied. The physical feed-
back method [8—12] uses mechanical arm or vibro-tactile
suit to provide collision feedback actively, which has good
accuracy and intuitiveness [9,13]. However, the methods
mostly rely on expensive additional devices which could be
cumbersome to wear in practice, and lacks mobility. In addi-
tion, the use of haptic feedback devices conflicts with the
ongoing trend towards natural gesture interaction based on
marker-less full-body motion capture [14,15]. The visually
enhanced methods, which provides collision feedback via
various visualization technologies and visual cues, are more
flexible than the physical feedback solutions in applications.
Previous works [16—19] have illustrated that the visual cues
can efficiently improve task performance and sense of real-
ity in virtual environments, in some cases, visual feedback
are less ambiguous than vibrotactile feedback [13]. However,
most relevant studies focus on improving manipulation per-
formance in unobstructed and unrestricted view, and few have
conducted comprehensive studies on the effects of visual
feedback in confined-occluded VR space. This has formed
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gaps in current research, for example, how does the spatial
information of collision encoded in visual feedback affect
the hand movement performance in confined and occluded
VR spaces?

To explore this gap, in this paper, we first reviewed
related works to identify the informativeness levels of visual
feedback used in hand-object interaction in VR. Then, we
conducted a within-subject user study to compare the effects
of the visual feedback on hand movement performance using
atarget-reaching task in a confined box, followed by the anal-
ysis of the experiment results. Finally, we discuss the findings
and proposed a visual collision feedback based on projector
decal, which reaps the advantages of see-through visualiza-
tion and proximity-based color gradation. In the end, we
presented demos of the application of the proposed visual cue
in confined-occluded VR interaction cases. Our results pro-
vide reference for understanding hand movement behavior
in confined-occluded spaces and designing effective visual
collision feedback.

2 Related work
2.1 Sensory feedback in aiming movement

The aiming movement can be defined as a two-phase model
which contains a free movement phase and a fine positioning
phase [4,20]. Human complete the aiming movement using
multiple modalities of sensory feedback, including visual
feedback, proprioception and somatosensory (haptic) feed-
back [3]. Visual feedback is believed to play the major role
of building the spatial plan of movements, while the pro-
prioception provides sensory input for the translation of the
kinematic plan into variables corresponding to forces and
torques for the execution of movement [21]. Somatosensory
feedback plays arole of controlling the grip force [22], it also
works as a confirmation signal of whether successfully reach
the target [7], and a receptor of the location information of the
touched objects [23]. The somatosensory feedback as well as
other modalities of feedback, such as auditory feedback, pro-
vide less spatial information of target compared to the visual
feedback [13,23]. They usually work as supplementary sen-
sory sources when the visual feedback is unavailable.
Different forms of sensory feedback integration influence
the performance of the aiming movement. Visuo-motor colo-
cation is the basic sensory integration for aiming movement,
although it has less influence on the movement performance
in virtual environment [2,21]. Integration of haptic feed-
back usually increases the movement speed, this might be
attributed to the fast processing speed of human brain on hap-
tic feedback [7,24]. Whereas, lack of visual feedback often
leads to a lower movement accuracy [1,6,7,13]. Thus, inte-
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grating haptic and visual feedback could be the best trade-off
between the speed and accuracy in aiming movement [7].

2.2 Spatial information in hand-object interaction

To understand environments and achieve the interaction
goal properly, one should access sufficient spatial knowl-
edge from the environments. Therefore, it is necessary to
specify in advance what type of spatial knowledge human
need to acquire to understand collision events or to per-
form fine aiming movements in enclosed spaces. Waller et
al. [23] presented that human understand the spatial rela-
tions with the surrounding environments based on two types
of sensory information: (a) External information about the
nature of one’s environment such as the environment lay-
out including relative directions, distance as well as scale;
and (b) Internal information about the status of one’s body
or effectors, e.g., position, orientation, and movement of
musculature. Fan et al. [25] proposed an HOR pattern of
hand-object, object-reference, hand, object, reference to
interpret human’s intention in atomic hand-object interac-
tion. The pattern includes not only the state descriptors of the
pose and appearance of hands, objects, and references, but
also position-related interactions between hands and objects
as well as objects and references. Researches about aiming
movement have shown that the visibility of the target and the
movement of the effector affect movement efficiency [1,6,7].
Niklas et al. [26] suggested that the visual tasks are influ-
enced by three geometrical properties of the environment
which refers to the spatial interaction between objects, the
object density and the detail level of individual objects. They
also indicated that the 3D occlusion management technol-
ogy should consider four properties of the targets which are
appearance, depth, geometry, and location. For the spatial
knowledge needed to understand collisions, in addition to
the movement state of the objects about to collide [27], the
location of the impending collision can also help predict and
avoid collisions [28]. The direction, depth, force and effort
of the collisions contribute to understand the status of the
ongoing collisions [16].

2.3 Visual feedback for collision

Contact-based coloring cue changes the global color of the
affected object, and is widely used to indicate the events
of the contact or grasp [17]. Proximity-based coloring cue
changes the color of object (local or global) with a color gra-
dation according to the target-effector proximity [16,18]. The
local highlight simply adjust the lighting intensity at the col-
lision point according to the collision status [16]. These two
cues are thought to have better performance to indicate con-
tact region and the distance [16]. Deformable glyphs were
proved to be an efficient cue to hint the contact depth and
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force by attaching a deformable indicator at the collision
point [16,29]. Virtual shadow seems to be the most natural
way to implicitly inform the collision, but it is not practical
in the enclosed environment [30]. See-through (translucent)
visualization is also thought to be an intuitive solution for
displaying information in the occluded spaces [31]. Ariza et
al. [32] suggested that the binary proximity-based feedback
outperform the continuous feedback in terms of faster move-
ment speed and overall higher throughput in 3D selection
task.

The previous researches have provided sufficient evi-
dences of the effects of visual feedback on improving hand
manipulation performance in visible VR spaces. However,
their works did not reveal the effects of visual feedback in
the confined-occluded spaces. Sreng’s work [16] is the most
relevant, however, they only studied the subjective prefer-
ence, did not reveal the hand movement behavior in the
confined-occluded spaces with the given visual feedback.
Bloomfield et al [8] designed an experiment to examine the
effects of visual cues and vibrotactile cues on manipulation
accuracy in confined space, however, their experiment only
involved the local highlight, which cannot represent all forms
of visual cues. Thus, it is necessary to study the effects of the
visual collision feedback on hand movement performance in
confined-occluded VR spaces if we would like to explore
more challenging hand interaction tasks in VR.

3 Informativeness of visual feedback

In order to better understand the influence of spatial infor-
mation of collision encoded in different visual feedback on
hand motor performance, it is necessary to know in advance
how informative the feedback is and what information can
be conveyed by the feedback. We referred to previous work
[16,23,25] and designed a empirical metric containing two
dimensions of detail and understanding to describe the infor-
mativeness of visual feedback. We excluded the velocity and
position of hand and object from detail dimension because
the motion information of hand is involved in the propri-
oception of hand movement, while the motion information
of object highly overlaps with the given elements of detail
dimension. Moreover, we added an element of direction in
depth dimension based on Sreng’s scale [16] since we con-
sider this will help understand the collision situation in 3D
environment. The definitions of the metric dimensions are
presented below.

e Detail: Describes the granularity of the spatial infor-
mation encoded in visual feedback, which consists of the
following elements.

- Event: Whether a hand collides with a object.

- Location: The location of an ongoing collision or an
imminent collision.

- Distance: The distance between hand and object in an
imminent collision or the penetration depth of an ongoing
collision.

- Direction: The direction of an ongoing collision or an
imminent collision.

- Physics: The force and effort between hand and object
in collision.

e Understanding: Describes how easily the spatial infor-
mation can be understood by users, which consists of the
following levels:

- Hybrid: There are multiple symbols or metaphors rep-
resenting the same detail element.

- Easy: The information is displayed by a consistent sym-
bol, e.g., using a line to express distance or an arrow to
express direction.

- Medium: The information is displayed by a relevant
metaphor, e.g., using number or color gradation to repre-
sent distance, which users can understand through very
little reasoning.

- Hard: There is no enhanced visual feedback, but users
can identify the information through instinct or lots of
reasoning, e.g., binocular vision or translational parallax.
- None: Users cannot acquire any information from the
visual feedback.

The detail dimension refers to the number of spatial infor-
mation details retained in visual feedback. The understanding
dimension is an ordinal dimension which describes the intu-
ition of a visual feedback in every detail dimension. At last,
the informativeness level of a visual feedback is the sum of
all details multiplied by their corresponding understanding
level. In general, a visual feedback with more detail ele-
ments and higher understanding level is considered as richer
in informativeness, and vice versa. We used the proposed
metric to describe the informativeness of a visual collision
feedback in the following experiment.

4 Experiment

Since the aiming movement of hand under different occluded
and feedback conditions have been comprehensively studied
[6,7,32], in this work, we want to understand the rela-
tions between hand movement behavior in confined-occluded
space and the visual feedback with different level of informa-
tiveness. We cared about the movement efficiency, i.e. speed
and accuracy, since they are important to the manipulation
task performance. In a straightforward thought, a rich infor-
mativeness visual feedback should be superior in movement
performance. Thus, we put forward the following hypothe-
ses:
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— HI1: The visual collision feedback with rich informative-
ness can make the hand movement more quick in the
confined-occluded space.

— H2: The visual collision feedback with rich informative-
ness can make the hand movement more accurate in the
confined-occluded space.

Moreover, we are also interested in some exploratory
questions without prior hypotheses to gain inspirations of
design improvements and future research. The questions are
listed as follows:

In confined-occluded VR spaces:

- RQ3: What are the effects of spatial information on
hand movement performance in the detail dimension?
-RQ4: What are the effects of spatial information on hand
movement performance in the understanding dimension?
- RQ5: Whether high informativeness visual feedback
can raise a feeling of visuo-tactile synesthesia?

To verify the hypotheses and exploratory questions, we
conducted a within-user study which tested five visual feed-
back that are commonly-used in VR. The included visual
feedback were carefully selected according to their informa-
tiveness. The details of the experiment are presented below.

4.1 Experiment scene and task

Our experiment task is to reach a ball inside a confined box.
The experiment scene is shown in Fig. 1. The length of the
box is 400mm to ensure that the subject’s arm must be fully
inserted into the box to reach the ball. The size of the box’s
opening is 100 x 100mm, which is slightly larger than the
average width of a male adult’s palm [33]. The box hovers in
front of subject with the opening facing to the right side of
the subject. A ball with a diameter of 80mm is placed at the
bottom of the box, which is the target of the reaching task. A
capsule-style virtual hand is used to represent subjects’ hand
and lower-arm in the virtual scene. The box is opaque, so the
virtual hand and the ball are completely occluded by the box
except under certain experimental condition. A start button,
which the subject interacts with to start an experiment trial,
hovers under the box.

The task design of our experiment refers to Bloomfield’s
work [8]. Subjects start the task by pressing the start button.
Then, the subjects insert their hands through the box opening
and try to touch the ball without colliding with the box, while
the subjects are not allowed to move their head to peek into the
box. When the subjects touch the ball, a bell sound is given
as the feedback of the valid touching. Finally, the subjects
withdraw their hands and wait for the next trial.
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Virtual

Target Ball

Fig. 1 Experiment scene of the reaching ball task in a box. It should
be noticed that we mark the position of the ball using the red circle for
readers convenience. The ball was actually invisible for subjects during
the experiment except in See-through condition

4.2 Visual collision feedback

According to the literature review in Sect. 2.3, we selected
five popular forms of visual collision feedback which rep-
resents different levels of informativeness. The selected
feedback includes three visual collision cues mentioned
in Sreng’s work [16], namely the proximity-based color-
ing gradation (Gradation), the proximity-based deforma-
tion (Deformation), and the hybrid of both (Hybrid). The
three proximity-based cue conditions represents the situa-
tion where users perform the movement with proprioception
and different collision information. The contact-based col-
oring (Coloring) is included since it is the most commonly
used collision feedback, indicating a situation where users are
informed of the event detail of collisions only. Finally, the
see-through visualization (See-through) is involved because
itis a common method to display the occluded environments
and represents a condition where users perform the move-
ment based on the proprioception and basic visuo-motor
synchronization. We rated the informativeness level of the
selected visual feedback according to the proposed metric,
and the results are presented in Fig. 2. We set the under-
standing ratings of all detail elements of See-through as hard
based on the assumption that the complicated structure in an
enclosed space increases the difficulty of the understanding
the spatial information, leading to more reasoning efforts to
judge the collision.
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Fig. 2 Informativeness level of the visual feedback. The order of the
informativeness level from low to high is Coloring, See-through, Gra-
dation, Deformation, and Hybrid

To compare the effects of the selected visual feedback,
a baseline condition without any visually-enhanced feed-
back was set as a reference, representing a situation where
users perform the movement only based on proprioception.
Considering that it is difficult for users to perform the task
in the baseline condition, we added an auxiliary auditory
cue (bird sound) to notice the collisions in all experimental
conditions. This may slightly affect the experiment results
regarding the detail element of event. Correspondingly, we
added an amendment question in the questionnaire to indi-
cate the bias. In summary, there are six conditions included
in the experiment.

We used the Unity engine to implement the visual col-
lision feedback. The visualization of the three proximity-
based visual cues (Gradation, Deformation, Hybrid) were
implemented based on a wireframe shader [34], where the
visibility, color, and offset of the object vertex are updated

Opening side

User view

Baseline Coloring See-through

according to the local minimum distance between the ver-
tex and the hand joints. The gradation setting refers to [16].
For deformation, we implemented a bump effect, where the
object surface is sunken as the hand approaches the point
of imminent collision, and after contact, the surface bulges
with the depth of penetration. The sunken depth and the
bulges height are linearly correlated to the proximity and the
penetration depth respectively. The hybrid cue is a simply
mixture of the effects of coloring gradation and deformation.
The see-through effect was achieved by adjusting the alpha
channel of the object texture to 0.5. The contact-based col-
oring effect was realized based on the event callback of the
Unity’s physics engine, where the color of the entire object
is changed to red. Fig. 3 shows the visual effects of the six
visual collision feedback in our experiment.

4.3 Apparatus

We used HTC Vive (resolution 1080 x 1200 pixels per eye,
refresh rate 90 Hz, field of view 110) as the head-mounted
display (HMD) device. To ensure the hand-tracking stabil-
ity, we used two Leap Motion Controllers (LMC) to capture
subjects’ hands movements (see Fig. 4). One of the LMC
was placed at a in front of the subject, the other one was
mounted on the front surface of HMD helmet. The hand-
tracking data from the two LMCs were fused by taking the
weighed-averages according to the tracking confidence from
the LMC SDK [35]. The auditory feedback was provided
through a voice box.

The HTC Vive were connected to a graphics workstation
(Intel Xeon Gold6128 CPU, NVIDIA Quadro RTX 6000,
128GB RAM, Microsoft Windows 10) via the DP port and
the USB 3.0 port. Due to the bandwidth limitation, the two
LMCs cannot connect to one computer simultaneously. Thus,
the LMC mounted on the HMD was connected to the graphics
workstation through the USB cable, the desktop LMC was
connected to an Intel NUC computer (Intel Core i5-8259U
at 2.3 GHz, 8GB RAM, and Iris PlusGraphics 655). Then,
the hand tracking data captured by the desktop LMC was

Gradation Deformation Hybrid

Fig.3 Visual effects of the feedback in each experimental condition. The first row shows the situation in the box, the second row shows user’s view
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Fig.4 Experiment devices

transmitted to the graphics workstation through the local area
network. The latency of the data transmission is less than
Sms. The experiment program was developed in Unity game
engine (2019.4.7f1) with the Leap Motion plugin (Core 4.4.0)
[36]. The rendering rate of the experiment program was about
60 Hz with our setup.

4.4 Subjects

We invited 18 college students (8 females, aged from 22
to 30, M=25.78, SD=6.89) via posters and social media.
All subjects had normal vision or corrected vision, and are
right-handed. The palm widths of subjects’ right hands were
measured using a caliper, and the results are M=77.44mm,
SD=6.74mm. The palm widths of subjects’ virtual hand were
automatically scaled by Leap Motion, and the statistical
results are M=81.66mm, SD=2.48mm. When asked to rate
their experience of using VR using a 5-point Likert scale
(1:very unfamiliar, 5:very familiar), 14 subjects rated their
experience beneath 2 (unfamiliar), and four subjects rated as
3 (neutral). All subjects volunteered to join the experiment
with no payment.

4.5 Measurement

We used the task time and the collision time ratio (CTR)
as the objective measures to evaluate the hand movement
performance. The task time is defined as the period from the
time when the subjects’ hand firstly enter the box to the time
when the hand firstly touches the ball. The CTR is defined as
the ratio of accumulated time of the hand colliding with the
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box’s walls to the task time. We used the Interaction Engine
[37] provided by Leap Motion SDK to detect the collision
between the virtual hand and the box’s walls. In addition, the
trajectory data of palm joint were also recorded for analyzing
the hand movement status in the box.

To collect subjective opinions, We designed a post-test
questionnaire which contains four statements, as shown in
Table 1. The first two questions subjectively assess subjects’
collision awareness and spatial awareness during the task.
The third question collects subjects’ opinions on the helpful-
ness of each visual feedback compared to the auditory cue to
reflect the bias in the event detail. We also designed a question
to collect subject’s feeling of visuo-tactile synesthesia shown
as Q4 referring to Biocca’s questionnaire [29,38]. Subjects
provided their answers for Q1, Q2 and Q4 using a 7-point
Likert scale from 1 to 7, where 1 represents strongly disagree
and 7 represents strongly agree. For Q3, we used a 11-point
Likert scale from 0 to 10 to collect subject’s opinions on the
contribution proportion (0: the audio cue made all the con-
tributions; 5: two cues contributed similarly; 10: the visual
cue made all the contributions). To collect user’s preference
and open-ended comments, a post-experiment questionnaire
was conducted.

4.6 Experiment procedure

When subjects arrived, we briefly explained the experiment
to them. Then, the subjects familiarized themselves with the
virtual environments and the visual feedback in a demo scene.
After the subjects felt ready, the formal experiment began.

We firstly collected the subject’s profile using a pre-test
questionnaire before the experiment. At the beginning of
each condition, we adjusted the position of the box to ensure
the best comfort for each subject, and the size of the box
opening was scaled according to the subject’s virtual palm
width to maintain the task difficulty. Then, the subject per-
formed the task successively under all conditions. The order
of the experimental conditions was counter-balanced using
the Latin-square. In each condition, the subjects performed
the task repeatedly for 15 trials, during which the subjects
were told to complete the task as accurately and quickly as
possible, meanwhile, the task time, CTR, and the trajectory
data of palm were recorded. There was a ten-seconds break
between each trial and a one-minute rest between every five
trials. After the subjects finished all trials of a condition,
they were asked to evaluate the current condition using the
post-test questionnaire. After all conditions were completed,
a post-experiment questionnaire was given to the subjects to
collect their overall preference and open-ended comments.
In summary, each subject needed to complete the reaching
task for 15 x 6=90 trials, taking about 90 minutes to complete
the experiment.
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Table 1 Post-test questionnaire M
easures

Question

Collision awareness

Spatial awareness
Helpfulness

Synesthesia

QI. I can easily avoid the collision between my hand and the box

Q2. I can easily understand the spatial relations between my hand
and the surrounding objects

Q3. Regarding the visual cue and the audio cue, which do you
think is more helpful?

Q4. 1 feel like I was touching a real object during the task
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Fig. 5 Learning curve of task time and collision time ratio under all
experimental conditions

5 Results

We reports on the experimental results by three parts: (1)
Objective measurements, where the measurements of the
task time, CTR, and the distribution of palm position inside
the box are reported; and (2) Subjective feedback, where
the scores of the questionnaire is analyzed; and (3) The
open-ended comments. The data analysis was performed
in OriginPro 2021. The normality was tested using the
Shapiro-Wilks test. Results show that the distribution of all
measurements reject normality. Thus, the Friedman ANOVA
was used to test the difference, and the Wilcoxon signed rank
tests were conducted for the post-hoc analysis. The mean
difference was significant at .05 level, and the Bonferroni
correction was automatically applied for multiple compar-
isons unless noticed otherwise.

5.1 Task performance

5.1.1 Learning effects

We first checked the learning effects on the measurements.
Fig. 5 shows the learning curve of task time and CTR against
15 trials of the task. To test the learning effects, we split the
measurements of the 15 trials into three blocks and conducted
an ANOVA over the three blocks. Results show that in the
measurements of task time under all conditions, significant

differences were found in the pair of block one and block
two (p < 0.01), as well as the pair of block one and block
three (p < 0.001), but no significant difference was found
in block two and block three (p > 0.264), indicating a sig-
nificant learning effect exists in task time. However, there
was no significant difference found in the three blocks of
CTR, indicating no significant learning effect exists in CTR
(p > 0.058). Based on the findings, we used the data of lat-
ter two blocks in the following analysis to eliminate the bias
caused by the learning effects.

5.1.2 Task time

Statistical results of task time under the six conditions are
shown in Fig. 6a. The averaged task time is the longest under
Hybrid condition (m = 8.11, SD = 3.95), while is the short-
est under See-through condition (m = 3.95, SD = 2.07).
Result of the Friedman ANOVA shows that there are sig-
nificant differences found in the task time of all conditions
(x2(5) = 38.6, p <= 0.001). The post-hoc analysis shows
that there is no significant difference found among the three
proximity-based cue conditions (p > 0.37), whereas, the
task time is significantly longer task time in Hybrid condition
than in Baseline condition (Z = 4.28, p = 0.030). The task
time in See-through condition is significantly shorter than in
all other conditions (p < 0.007) except Baseline condition
(Z = 3.4, p = 0.156). There is no significant difference
found between the task time in Coloring condition and the
proximity-based cues condition (p > 0.81).

5.1.3 Collision time ratio

Statistical results of the CTR under the six conditions are
shown in Fig. 6b. The averaged CTR is highest under Base-
line condition (m = 0.34, SD = 0.17), while is lowest
under Hybrid condition (m = 0.082, SD = 0.068). Result
of the Friedman ANOVA shows that there are significant
differences found in the CTR of all conditions (x2(5) =
51.40, p < 0.001). The post-hoc analysis shows that the
CTR is significantly lower in the proximity based cue con-
ditions and See-through condition than in Baseline and
Coloring conditions (p < 0.03). But no significant differ-
ence is found among the CTR in See-through, Gradation,
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Fig.6 Results of the task performance under different condition. Boxes
represent the inter-quartile intervals, cube dots represent the means,
whiskers represent the 95% confidence intervals, xp < 0.05, % % p <
0.01, x x xp < 0.001

Deformation and Hybrid conditions (p > 0.82), in addi-
tion, the standard deviation of CTR significantly increased
in Deformation condition (SD = 0.135).

5.1.4 Hand trajectory distribution

We used 2D Gaussian kernel density to calculate the dis-
tribution density of the palm movement trajectory on the
cross-sectional plane (Vertical-Depth) across all subjects
against the six experimental conditions, as Fig.7 shows. In
general, the SD of distributions are smaller in conditions with
visual collision feedback than without. Among the visual
feedback conditions, the SD of the distributions are smaller
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under the three proximity-based cue conditions. Separately,
Hybrid condition (SD = 10.45) has the smallest SD in
depth direction, while the largest SD appears in Deforma-
tion condition (SD = 19.76). In vertical, the Deformation
condition has the smallest SD (SD = 6.47), while Color-
ing (SD = 9.34) and See-through (10.28) conditions has the
largest SD among the visual feedback conditions. In addition,
Coloring condition has the largest SD in vertical direction
among all proximity-based conditions.

In terms of deviation, the mean of the distributions are gen-
erally larger in the three proximity-based conditions among
all visual feedback conditions. To be specific, See-through
condition shows the nearly zero deviation in vertical, while
Coloring condition shows the largest bias (m = 3.85). In
depth, the smallest deviation appears in Coloring condition
(m = 5.44) among all visual feedback conditions, while
Deformation condition shows the largest bias (m = 11.02).

By qualitatively evaluating the shape of the distributions,
we found that the palm of subjects moved more balanced in
box under Baseline, Coloring, and See-through conditions,
as illustrated by the relatively balanced contacts with the four
walls of the box. In contrast, obvious unbalanced movements
were found in the three proximity-based conditions. In Gra-
dation and Hybrid conditions, the hand tended to approach
the corner lying between the front (close to subjects) wall
and the bottom wall of the box. In Deformation condition,
however, the hand were more likely to swing back and forth
along depth direction. We also found abnormal movement
behavior under Deformation conditions showing as the high
distribution density in the area of the back wall marked in
Fig. 7e.

5.2 Subjective feedback

5.2.1 Collision awareness

Statistical results of the rating scores of Q1 under the six
conditions are shown in Fig. 8a. As shown in the figure, the
averaged rating score is the highest under Hybrid condition
(m = 5.94, SD = 0.87), while is the lowest under Baseline
(m = 2.33,SD = 1.81) and Coloring conditions (m =
2.33, SD = 1.46). Result of the Friedman ANOVA reveals
that significant differences exist in the rating scores (x 2(5) =
46.91, p < 0.001). The post-hoc analysis indicates that the
rating scores are significantly higher in Gradation, Hybrid,
and See-through conditions than in Coloring and Baseline
conditions (p < 0.001). There is no significant difference
found among the rating scores in the proximity-based cue
conditions as well as the See-through condition (p > 0.156).
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Fig.7 Hand trajectory distribution on the cross-section plane of the box. The gray area represents the enclosed space of the box

5.2.2 Spatial awareness

Statistical results of the rating scores of Q2 under the six
conditions are shown in Fig. 8b. As shown in the figure,
the averaged score is the highest under Hybrid condition
(m = 5.72, SD = 1.01), and is the lowest under Coloring
condition (m = 1.72, SD = 0.96). Result of the Friedman
ANOVA shows that there are significant differences found in
the rating scores (x%(5) = 54.91, p < 0.001). The post-hoc
analysis shows that the rating scores are significantly higher
in See-through condition as well as all of the proximity-based
cue conditions than in Coloring condition (p < 0.022), but
no significant difference is found among the rating scores
in the proximity-based cue conditions and the See-through
condition (p > 0.227).

5.2.3 Helpfulness

Statistical results of the rating scores of Q3 under the six
conditions are shown in Fig. 8c. It can be seen that the
averaged score is the highest under Hybrid condition (m =
8.67, SD = 1.75), and is the lowest under Baseline condition
(m = 1.78, SD = 2.75). The Friedman ANOVA shows that
there are significant differences found in the rating scores
(x2(5) = 50.7, p < 0.001). The post-hoc analysis show
that the rating scores are significantly higher in Gradation,
Hybrid, and See-through conditions than in Coloring condi-
tion (p > 0.006). There is no significant difference found
among the rating scores in the proximity-based cue condi-
tions as well as See-through condition (P > 0.126). No
significant difference is found between the rating scores in
Coloring condition and Baseline condition (p = 0.83).
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Fig. 8 Statistical results of the subjective ratings under different con-
ditions. Boxes represent the inter-quartile intervals, cube dots represent
the averaged rating scores, whiskers represent the 95% confidence inter-
vals. xp < 0.05, % % p < 0.01, x xxp < 0.001

5.2.4 Synesthesia

Statistical results of the rating scores of Q4 in the six con-
ditions are shown in Fig. 8d. The figure shows that the
averaged rating score is the highest under See-through con-
dition m = 4.39, SD = 1.79, while is the lowest under
Baseline condition (m = 2.55, SD = 1.81). Result of the
Friedman ANOVA reveals significant differences exist in the
rating scores (x (5) = 17.65, p = 0.003). The post-hoc anal-
ysis indicates that the rating scores are significantly higher in
See-through condition than in Baseline and Coloring condi-
tions (p < 0.019). No significant difference is found among
the rating scores in other conditions (p > 0.14).

5.2.5 Preference

We summarised subjects’ preference in Fig. 9. It can be
seen that Hybrid (M = 2.06, SD = 0.94) and Gradation
(M =2, 5D = 0.91) are the most two preferred conditions,
and no significant difference was found between them (Z =
—0.068, p = 0.946). See-through (M = 2.72, SD = 1.64)
is the third preferred condition of which the rank is slightly
lower than Hybrid and Gradation (p>0.146), and slightly
higher than Deformation (M = 3.56,SD = 0.78,Z =
—1.611, p = 0.107). Baseline (M = 5.83,SD = 0.38)
and Coloring (4.94, SD = 0.73) are the least two preferred
groups, but the rank of Coloring is not significantly different
from the rank of Baseline (p = 0.11).
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Fig. 9 Subjects preference on the six conditions (the upper the pre-
ferred)

5.3 Open-ended comments

At the end of experiment, subjects were asked to describe
the pros and cons of each conditions in a post-experiment
questionnaire. We collected the feedback of all subjects and
listed the reoccurring themes with number of mentions in
Table 2.

Coloring. Subjects disliked Coloring condition for many
reasons. Most subjects complained that the Coloring feed-
back cannot provide enough collision information. Four
subjects mentioned that the Coloring feedback ”annoyed me
because I did not know how to get rid of the collision”, ”The
stimuli was too strong and made me stressed” (S9). Four
subjects mentioned that "the Coloring cue had no difference
with the baseline condition” (S7). But four subjects liked the
Coloring feedback because they felt the effect of the Coloring
cue was “obvious and made the reaction quicker” (S11).

Gradation vs. Deformation. When asked to compare
the Gradation and Deformation cue, 11 subjects clearly
expressed that they preferred the Gradation cue rather than
the Deformation cue. However, subjects were split when
asked whether the cue is intuitive to present proximity and
collision. Seven subjects mentioned that the Gradation cue
was more intuitive for displaying proximity and collision
than the Deformation cue, while four subjects presented
the inverse opinions. The subjects who preferred Gradation
thought that the cue ”is easy to understand” (S13), ’has a
strong visual stimulus” (S16, S17, S18) and is neat and
clear” (S10). While, the Deformation cue was considered to
be “confusing when the hand simultaneously approaching
two adjacent walls” (S4, S10), "difficult to identify the dis-
tance by the deformation” (S4, S11, S15, S18), and the bulge
affected my judgement” (S10, S17, S18). On the other hand,
subjects who preferred Deformation thought the cue is ’more
intuitive to understand the proximity and penetrating depth”
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Table 2 Open-ended comments of all visual feedback conditions, the numbers in brackets are the occurrence times of the themes

Cons

Pros

Visual cue

No difference with no-cue (4), Annoying, Stressed(4), Cannot
tell where the collision occurred (7), No help to adjust hand

movement (5)

Quick reaction, obvious(4)

Coloring

Awkward in depth condition (4), Boundary is unclear (4), Incon-

spicuous collision feedback (10)

A clear view of the interior (12), Intuitive (7), Good in non-depth condition (4)

See-through

Lots of cognitive workload (2), bad in the non-depth direction

©)

Intuitive (7), Good in the depth direction (3), Strong visual stimuli (3)

Gradation

Bad in the depth direction (7), Confusing (2), Unclear (4), Affect

judgement (3)

Intuitive (4), Good in the non-depth direction (4)

Deformation

Too much information, heavy cognitive workload (3), Confusing

©)

Abundant information (2), Pre-warn, pre-adjust (2)

Hybrid

(582,83, S4, S14). S14 mentioned that the deformation effects
were more similar with the real touch feeling, especially after
penetration. They disagreed with the Coloring cue because
”The change of color brings a lot of cognitive load, I need to
keep processing which color corresponds to which level of
proximity”, "Color-changing needs more practice” (S2, S4).
When asked to talk about the helpfulness, three subjects
mentioned that the Gradation cue “worked better for pre-
senting the information in depth direction”, but worse in
non-depth direction because “the 2D coloring cues become
invisible on the surfaces parallel to user’s sight line” (S7).
Four subjects indicated that the Deformation cue performed
better in the non-depth direction because ”the bulge is obvi-
ous”. But seven subjects mentioned that the Deformation
cue worked badly in the depth direction because the bulge
is parallel to the sight line and become invisible in the depth
direction” (S12). Regarding this phenomenon, S3 recom-
mended to use Gradation cue in non-depth direction and use
Deformation cue in depth direction.
Hybrid. Subjects’ attitudes to the Hybrid cue were neutral.
Five subjects liked the Hybrid cue because it provided “rich
information” (S4, S16) and “integrate the advantages of gra-
dation and deformation” (S9). But five participants disliked
it because it displayed too much information and brought
heavy cognitive workload” (S3, S6, S17), and also “made
me confused when the hand approaching two adjacent walls”
(S3, S9, S11) which was mainly caused by the deformation
effect.

See-through. See-through condition was remarked as the
most natural and intuitive condition (S11: I can clearly see
the movement inside the box, intuitively understand the hand
position). But several explicit drawbacks were also men-
tioned. Eight subjects mentioned the difficulty of perceiving
collision (S5: The cue of collision was inconspicuous, I could
only use audio cue to judge the collision). Two subjects
thought that in See-through condition, “’the collision in depth
direction cannot be warned” because “’the collision with the
rear wall was occluded by the hand” (S18). S14 mentioned
an interesting opinion that the See-through condition goes
against the reality, ”In the real case, people cannot see through
the box walls, but the See-through effect gives people a kind
of ’super power’, making the experience unreal.”

Suggestions. In addition to S3’s recommendation, several
subjects gave suggestions to improve the visual cues. S4 and
S12 mentioned that The color used in Gradation can be
simplified by just using two colors to respectively represent
approach and collision”. This accords with the suggestions of
Ariza [32]. S4, S7 and S16 suggested that "the See-through
condition can be improved by merging other visual effect
in it”, which is similar to the cue effects proposed by Sreng
[16].
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6 Discussion

In this section, we first discuss the effects of the informa-
tiveness level of the visual collision feedback on the hand
movement performance in confined-occluded spaces. Next,
we give a deep insight on the effects of the spatial informa-
tion encoded in the visual collision feedback regarding the
detail elements and understanding levels. Finally, we provide
suggestions for visual collision feedback in enclosed spaces,
and propose a promising technology and its implications.

6.1 Effects on hand movement performance
6.1.1 Movement speed

Experiment results cannot support the hypothesize H1, show-
ing as the non-linear relations between the informativeness
level and the task time. To be more specific, the task time
was the shortest in See-through condition which was rated as
a median-lower level of informativeness, while the time was
longest in Hybrid condition which was rated as the highest
level of informativeness, even longer than in Baseline condi-
tion. This accords with Zhang’s work [6], where the pointing
movement time becomes longer when the visual feedback
of the hand movement is restricted. We assume the possi-
ble reason may be that limited by the visual feedback of
hand movement, users may need longer time to correct the
movement based on proprioception or the provided collision
metaphor (supported by the open-ended comments of S2,
S4), in contrast, users could easily confirm the corrections
in See-through condition, making users more confident to
move quickly. Another possible reason could be that due to
the collision cue is inconspicuous in See-through condition,
users may focus more on reaching the target instead of avoid-
ing the collisions, leading to the hand movement may change
from a steering movement [39] to a standard Fitts movement
[40], and the task time was shortened consequently [9]. In the
proximity-based cue conditions, subjects may be more likely
to use the visual cue as a guide for hand movement (showing
as the hand movement trend toward the front-bottom cor-
ner of the box in Fig. 7d, e and f instead of concentrating
on trajectory planning, which leads to longer task time [13].
In Baseline condition, however, subjects probably took the
”quick and dirty” approach to quickly complete the task with
the cost of accuracy due to the task difficulty [13]. Our finding
also extends the previous work on improving hand movement
speed in the enclosed space, where the effects of visual feed-
back on hand-object interaction is limited compared to clear
visualized visuo-motor synchronization.
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6.1.2 Movement accuracy

The experiment results support the hypothesize H2 as lower
CTR and more concentrated hand trajectory distribution were
found in the visual feedback condition with higher informa-
tiveness level.

The contact-based coloring feedback has very limited
effect on improving user’s collision awareness and spatial
awareness, manifested as poor objective and subjective per-
formance in the experiment. Possible reason could be that
the collision information provided by the Coloring feedback
may not be efficient enough to help subjects to leave the
collisions. Our results are in line with some of works inves-
tigating other modalities of event feedback, such as audio,
vibrotactile, and haptic, in which users under conditions of
single modality of feedback with obscure information are
more likely to be confused and to make more mistakes in
tasks [7,13].

The see-through visualization is believed to be the most
natural feedback of collision according to subjects’ feed-
back. However, although it has the same level of CTR
compared to the three proximity-based feedback, the hand
trajectory distribution under See-through condition was rel-
atively decentralized, and subjective feedback reported that
additional information was needed to judge collisions under
See-through condition (supported by a relatively lower rating
of Helpfulness compared to Gradation and Hybrid condi-
tion).

The improvements on the hand movement accuracy made
by the three proximity-based feedback are significant, man-
ifested by the superior performance in both CTR and hand
trajectory distribution. Subjective feedback and the ranking
results also shows user’s preference on the Gradation and
Hybrid feedback to inform collisions. However, we found
obviously different performance in the depth and vertical
direction. Specifically, the proximity-based gradation effect
is more advantageous in depth direction, while the defor-
mation effects is more conspicuous in vertical direction.
Whereas, the deformation effect appears to be detrimental
to depth perception, showing as the large amount of tra-
jectory outliers marked in Fig. 7e. The possible reason, as
mentioned in the open-ended comments, could be the inter-
ference between the effective direction of the visual cues and
the user’s view direction. Another reason may be that due to
the visual effects are triggered according to the local mini-
mum distance, it is possible to trigger the visual effects of
two near parallel surfaces perpendicular to depth direction
at the same time. The gradation effects are workable in this
situation because users can judge the distance according to
the color difference between the two surfaces. However, it
is impossible for deformation because the distance cues are
invisible in depth direction, and judging the depth relations
between the two surfaces could be difficult since the two sur-
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faces are the same color and overlap with each other in user’s
view. The hybrid effect seems to integrate the advantages of
the gradation and deformation, however, rich information
may lead to a higher cognitive load according to subjects’
feedback.

6.2 Effects of the spatial information

In this part, we further discuss some post-hocs findings on
the effects of the visual collision feedback in view of the
information details and the understanding level, which is to
answer the exploratory questions proposed in Sect. 4.

6.2.1 Information detail

There are five detail elements included in the detail dimen-
sion of our metric. According to the experiment results, we
believe that the location, distance, and direction are the three
most effective information details to judge the collisions, as
they were included in the high performance conditions (See-
through, Gradation, Deformation, and Hybrid) and excluded
in the low performance conditions (Baseline, Coloring).
However, we cannot distinguish their effectiveness. The event
element appears to be less effective in our context, but related
researches suggest that the event element works better in sim-
ple tasks, such as pointing movement [32] or grab task [17].
The physics element may not help to understand collisions
either, as the experimental conditions with the physics ele-
ment did not show significant difference in task performance
compared to the conditions without. The physics element is
proved to be useful to simulate haptic effects [41] and sup-
port more complicate interaction task, such as perceive the
softness or texture [42]. However, our results contradict with
previous works [38], showing as the visuo-tactile synesthesia
illusion was reported in See-through condition, not in the con-
ditions with metaphors of force (Deformation and Hybrid).
We assumed the possible reason could be that the absence of
hand representation in Deformation and Hybrid conditions
reduced user’s sense of embodiment, breaking links between
the visual feedback and the haptic illusion [43,44].

6.2.2 Information understanding

Based on the definition, the three understanding level hard,
medium, and easy can be mapped to natural representation,
implicit artificial metaphor, and explicit artificial symbol
[45]. By comparing the experimental results under the con-
ditions with different understanding level, we found that,
in general, there is a trend where the movement speed is
quicker in the condition with more natural and implicit rep-
resentations of spatial information (See-through) than in
the conditions with more artificial and explicit representa-
tions of the spatial information (Gradation, Deformation, and

Hybrid). The trend goes inversely in view of the movement
accuracy. However, because the experimental conditions
were not orthogonal grouping, this trend needs to be further
proved.

In summary, location, distance and direction are key detail
elements for understanding the spatial information about
collisions. In addition, the integration of See-through visu-
alization and proximity-based visual cues might be the best
compromise between the speed and accuracy of the hand
movement in confined and occluded spaces in VR.

6.3 Suggestions and implications

Based on our findings, we put forward suggestions about the
visual collision feedback for hand interaction in confined-
occluded VR spaces. We redesigned the feedback with the
following considerations in mind:

Compromise between accuracy and speed. In order to
balance the accuracy and speed, local See-through visual-
ization and proximity-based coloring gradation cues was
integrated into the new feedback technology. The local
see-through effect provides a natural view of the hand
surroundings to ensure the movement speed, while the
proximity-based coloring gradation cues provides accu-
rate collision information that works well both in depth
and vertical.

Feedback filter. As suggested by Sreng [16] and subjects,
appropriate filters that can hide the feedback effects of
trivial collisions are favorable to reduce cognitive load
and increase focus on the key collisions. Despite the filter
proposed by Sreng, the multi-trigger phenomenon on the
adjacent parallel surfaces should also be concerned, this
is of vital importance to the feedback display in depth
direction.

Modeling. A concern arose during the implementation
phase in our study, that is, the visual effects based on wire-
frame shader extremely count on the quality of object’s
mesh model. The feedback works well if the meshes
are carefully modeled and evenly distributed on the
model surface, otherwise, the display effects of feedback
could be weird. However, most of the virtual assem-
bly simulation models are exported from computer-aided
design software, where the mesh models will be greatly
simplified to non-uniform triangle mesh. This brings
tremendous work to model preprocessing.

Based on the considerations, we proposed a new visual
collision feedback based on projector decal, which looks like
a handprint projected on the affected object, with different
shading effects to display the collision information. The idea
came from our daily act of putting hands on glass, and was
improved based on the works of Greene [46] and Reddy [47],
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of different parts of hand on objects, that is, five projectors to
inform the collision states of the five fingers, and one projec-
tor to display the collisions of palm. The clipping volume of
the projector is an orthogonal spaces. The width and height
of the volume are determined by the maximum dimensions
of the hand parts in the X-Y plane, the far and near planes
are symmetrical along the X-Y plane in a distance of an
adjustable parameter Range. Similar to Reddy’s work [47],
we realized a physical interaction hand to update the pose
of projectors adaptively. As shown in Fig. 10, the physical
interaction hand includes:(a) The target hand refers to the
tracking position of the user’s hand; (b) Physics hand, i.e. a
group of colliders bound to the target hand, and interact phys-
ically with the objects in the virtual scene; and (c) Display
hand, showing the final interaction effect, whose movement
is controlled by the physics hand through inverse kinematics
(IK) algorithm. The projectors move with the display hand.
In each update frame, the finger projector is positioned at
the midpoint of the line connecting the proximal finger joint
to the fingertip, the palm projector is positioned at the palm
center, and the z-axis of all projectors are always facing to
the corresponding target joints.

Different from Greene’s work [46], the depth map texture
is calculated only based on the hand joint positions. In the
clipping space of the projector, the texture sampling coordi-
nates of each pixel in the affected fragment are calculated
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Where, p,, py, p; are the coordinates of hand joints
transformed to the projector’s clipping volume. For finger
projector, the hand joints refer to the proximal, intermediate,
distal, and fingertip joints; for palm projector, they refer to the
metacarpal and proximal joints of the index and pinky fingers.
oy, oy control the size of the cues of the hand joints. After
calculating the sampling coordinates, the RGBA of the pixel
are sampled from a 2D proximity texture as Fig. 11 shows.
It can be seen that, # dimension is used to outline the hand
part shape, while the v dimension accounts for displaying the
distance information. To clearly identify the collision event,
the color gradations for penetration and proximity are set as
two obviously different schemes (gray and red). Using the
gray scheme to indicate proximity also could help to reduce
the distraction by simulating a shadow effect [46]. The alpha
channel is adjusted to fade the edges.

Finally, in order to visualize the collision cue in occluded
spaces, the ZTest is turned off and the cue is rendered after
all objects in the scene completes the rendering. To filter the
unwanted feedback on the backward surfaces, the surfaces
are clipped if the inner product between the normal of the
surface and the projection direction is greater than zero. Fur-
thermore, according to our experiment findings, we set the
display hand to be visible in the occluded spaces, provid-
ing visuo-motor synchronization to improve the movement
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Fig. 12 Application demos of the proposed visual collision feedback,
namely: Hand a approaches, b contacts and ¢ collides with an occluded
plane, d grabs a bottle behind a wall, touches the e bottom and f back
walls in the confined box, and gh searches in a complex gear box

speed. Fig. 12 shows the application demos of our proposed
collision feedback. The demos were implemented in Unity3D
engine 2019.4.7f1.

Since most of the computation is done by GPU, our
technology achieves excellent computer efficiency, with a
refreshing rate of about 250Hz in a scene with 35.6k tri-
angles, and 100Hz in an extreme situation with 2 million
triangles, on a household gaming laptop (Intel core i7, 16GB
RAM, Nividia RTX 3060 8GB).

7 Conclusion

In this paper, we investigated the use of visual colli-
sion feedback to improve hand movement performance in
confined-occluded VR spaces. Firstly, the relations between
hand movement performance and visual collision feedback
of different informativeness levels were studied. Based on our
results, we proposed a promising visual collision feedback
based on projector decals, which combines the advantages
of see-through visualization and proximity-based coloring
gradation to achieve an optimal compromise between hand
movement speed and accuracy in a confined-occluded VR
space.

In the experiment, we tested the hand movement perfor-
mance under five commonly-used visual collision feedback
conditions. An empirical informativeness metric was pro-
posed to measure the spatial information content encoded in

the feedback. Experimental results show that the informa-
tiveness level has a significant effect on the hand movement
speed, however, the relation between them appeared to
be non-linear. Specifically, the see-through visualization is
advantageous in improving hand movement speed, while the
hybrid of the proximity-based coloring gradation and defor-
mation significantly slowed down the hand movement. In
terms of accuracy, there was a clear trend that the more infor-
mative the feedback, the more accurate the hand movement.
We further analyzed the impacts of collision information
from the aspects of information details and understanding
level. We found that location, distance, and direction infor-
mation may be the key details to understand a collision, and
the movement speed appears to be quicker in natural and
implicit feedback environment, while slower in artificial and
explicit feedback environment. Finally, we concluded that the
integration of see-through visualization and the proximity-
based visual cues might be the best compromise between
the speed and accuracy of the hand movement in confined-
occluded VR spaces.

We redesigned the visual collision feedback according to
the findings, and proposed a promising feedback technology
based on projector decal. The new technology is achieved
by six projectors which cast the information cues about the
collision states of five fingers and palm individually. The
projector pose is updated by an adaptive algorithm, and col-
lision information is displayed as a color gradation, which
is sampled from a proximity texture based on the sampling
coordinates calculated by a 2D Gaussian method. Demos of
the proposed technology were presented, and the technol-
ogy shows remarkable computing efficiency on a household
gaming laptop.

Our results provide reference for understanding hand

movement behavior in confined-occluded spaces and design-
ing effective visual collision feedback. In future work, we
will investigate the validity of the proposed informativeness
metric, and further explore the use of visual feedback in more
complex tasks, such as assembly simulation of complex gear-
box.
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