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Abstract
We present an evolutionary model which allows us to study the impact relationship-specific
investment has on bargaining. Agents are matched to play an investment and bargaining
game. During bargaining, agents have an outside option to form a new relationship, but in
exercising this option loses their current investment. We find that the stochastically stable
post-investment bargaining convention is dependent on the cost of investment. In particular,
the larger the cost of investment, the lower is the share of gross surplus that is received. This
stands in contrast with previous studies. In addition, we find that there is under-investment.
We disentangle the forces which lead to these two results.

Keywords Sunk costs · Nash demand game · Evolution · Stochastic stability · Hold-up
problem

JEL Classification C78 · L14

1 Introduction

Investments are often relationship specific. A large literature has been built upon the obser-
vation that specificity of investments makes the investing party vulnerable to post-investment
expropriation.1 This vulnerability leads to under-investment unless the investing party is con-
tractually protected. Models which use a non-cooperative game-theoretic approach support

1 See, for example, Edlin and Reichelstein [8], Bernheim and Whinston [4], Che and Hausch [5], MacLeod
and Malcomson [16], and Goldüke and Kranz [10].
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this argument.2 An evolutionary model, on the other hand, can give a much more opti-
mistic result.3 However, we argue that evolutionary models have yet to properly explore
post-investment bargaining.

The current study differs from previous evolutionary models of the hold-up problem in
that it focuses on post-investment bargaining. In addition, this is the first evolutionary study
to explicitly model the ’story’ behind the hold-up problem; the hold-up problem occurs
because a relationship-specific investment cannot be used in a later relationship. We model
this alternative relationship by giving agents the opportunity to rematch following a failed
relationship.4 Our model allows us to isolate the evolutionary forces on post-investment
bargaining from the evolutionary forceswhichwork purely through the investment choice.We
find that the threat of hold-up reduces post-investment bargaining power. We also find under-
investment. However, under-investment follows not from the post-investment bargaining, but
rather from the evolutionary forces which act directly on investment.

Consider a pair of agents who are engaged in some economic activity. One (or more) of
these agents makes a relationship-specific investment after which the agents bargain over the
resulting surplus. Because the cost of the investment is sunk at the time of the bargaining,
it has been argued that this cost should have no impact on bargaining (e.g., Klein et. al.
[14]). In this case, agents bargain over the gross surplus from their relationship. The result is
under-investment, because the investing party isn’t properly compensated for his (marginal)
investment (e.g., Grout [12], Grossman and Hart [11] and Tirole [22]).

Tröger [23] and Ellingsen and Robles [9] (TER henceforth) provide a different take. TER
consider a game in which investment (by one agent) is followed by the Nash Demand game.
Because the Nash Demand game is a simultaneous play game with multiple Nash equilibria,
the constructed investment and bargaining game has multiple subgame perfect equilibria.
TER select from these equilibria using stochastic stability (Kandori et al. [13] and Young
[24, 25]). TER find that stochastic stability implies efficient investment and that the investing
party captures almost all of the surplus from the relationship. In other words, TER find
that evolution assigns property rights to the investing party, and she responds with efficient
investment.5

However, TER’s results say less about post-investment bargaining than onemight imagine.
The investing agent’s ability to change her investment level makes outcomes in which she
does not get a large share of the surplus unstable. The dynamic process in TER is driven
by the fact that the investing party can form the belief that she will receive all the surplus
following an investment level that is not currently being made. This places a lower bound
on the payoff that the investing agent can receive in a stochastically stable equilibrium. The
prediction in TER has more to do with the relationship between efficient investment and this
lower bound and less to do with post-investment bargaining.6

2 Grout [12] is the seminal example.
3 For example, Tröger [23] and Ellingsen and Robles [9] study hold-up in an evolutionary model with one-
sided investment. They find efficient investment. The mechanics behind this result are discussed below.
4 Dawid and MacLeod [7] take a related approach. We discuss details of their approach which we feel depart
from the spirit of the hold-up problem below.
5 On the other hand, Andreozzi [1, 2] includes agents with heterogeneous investment costs in the TERmodel.
He finds that this leads to under-investment by high cost investors.
6 Kolm [15] assumes that agents expect a ’similar’ share of the surplus following all investment levels. Some
agents view ’similar’ as the same absolute share of the surplus; some agents view ’similar’ as meaning the same
relative share of the surplus. This formulation changes the lower bound on what an agent can receive following
efficient investment. However, in the end the results are no more relevant to post-investment bargaining.
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We provide a model that allows us to study the impact of investment cost on post-
investment bargaining. Each period, agents are matched to play a two stage investment and
bargaining game. In the first stage both agents decide to invest or not, and in the second
they bargain over the resulting surplus. If, in the bargaining stage, agents make compatible
demands, then the game ends and agents receive their demands less their investment costs.
If their demands are not compatible, then agents get nothing in the bargaining stage, but still
have to pay their investment costs. However, agents who are in a failed relationship get the
opportunity to form a new relationship in the following period (as in [19]). Allowing agents
to rematch highlights the relationship specificity of investment; being in a failed relationship
should not mean that one has missed her single opportunity, but only that her investment
is wasted. We characterize the stochastically stable equilibria for our model. The stochasti-
cally stable division of post-investment surplus depends on the cost of investment. However,
the share of the gross surplus that an agent receives is decreasing in her investment cost and
increasing in her rival’s investment cost. That is, the threat of hold-up has a doubled impact on
the net surplus an agent receives. She is out her cost of investment as in the non-evolutionary
setting, and she additionally gets a smaller share of the gross surplus. This result obtains,
because ’bargaining power’ in our model arises from an agent’s willingness to risk being
in a failed relationship in order to have a chance of getting a larger share of the pie. The
larger is an agent’s investment cost, the less willing she is to take such a risk. Hence, the
agent with a larger investment cost gets a smaller share of the post-investment gross surplus.
The stochastically stable division of surplus is contrary to the efficient allocation of property
rights. However, this is not what leads to under-investment in our model. Recall that if an
agent can change her investment level, then this sets a lower bound on her share of the gross
surplus. It follows that when one’s rival can also change his investment level, then this sets an
upper bound on the share that one can receive. Under-investment occurs because the return
to joint investment required to create space between these bounds is greater than the return
that makes joint investment efficient. If joint investment is efficient, but has a return which
is insufficient to create the required space between bounds, then the stochastically stable set
includes both equilibria with efficient investment and equilibria with inefficient investment.7

Dawid and MacLeod [6] generalized TER to include two-sided investment. Dawid and
MacLeod [6] assume that if investment is symmetric, then surplus is divided by an equal split.
That is, stochastic stability is only used to determine the investment choice and bargaining
after asymmetric investment. Like the current paper, Dawid and MacLeod [6] find joint
investment only by assuming a large return to joint investment. Dawid and MacLeod [7]
add two features to their earlier model; they assume that the investment choice is subject
to error, and they include an opportunity to rematch.8 This added structure allows Dawid
and MacLeod to weaken assumptions regarding the size of gross surplus. However, like
their earlier paper, this paper assumes an equal split following joint investment. Negroni and
Bagnoli [17] also study two-sided investment and bargaining. As opposed to the two papers
by Dawid and MacLeod, Negroni and Bagnoli allow stochastic stability to determine the
post-investment division of surplus. However, because they do not include a possibility for
rematching, their results do not depend on the cost of investment. Bagnoli and Negroni [3]

7 This indeterminacy is related to that foundwhen applying Stochastic Stability to repeated games. See Robles
[20].
8 We go into greater depth when we delve into the difference between Dawid andMacLeod [7] and the current
model below.
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modify their earlier model to allow asymmetric investment costs, and alternative means for
dividing surplus following one-sided investment.9

Our results are driven by agents’ ability to rematch after a failed relationship. Conse-
quently, we should be clear why the rematching in Dawid and MacLeod [7] does not lead to
similar results. In our model, a pair of agents are matched together. They then decide whether
to invest or not. Following the investment choice, the agents bargain over the resulting surplus.
If they do not come to an agreement on the bargaining phase, then they get an opportunity to
be rematched in the following period. Dawid and MacLeod’s [7] model differs in two ways.
As mentioned above, in Dawid and MacLeod [7] agents bargain only when there is asym-
metric investment. Hence, the question of how agents bargain following joint investment is
not addressed. Instead, Dawid and MacLeod [7] are interested in factors which make joint
investment more (or less) stable. To this end, Dawid and MacLeod [7] assume that errors in
investment are arbitrarilymore likely thanmutations in bargaining demand. The consequence
is to place restrictions on the beliefs that agents can form regarding what happens following a
change in investment. Additionally, Dawid andMacLeod [7] allow agents to use their invest-
ment when rematched.10 This gives an investing agent an outside option which improves
her bargaining position when matched with a non-investing agent. The result is a smaller
incentive to deviate from efficient investment, and a consequently weakened requirement for
full investment to be stochastically stable. In the present paper, current investment has no
value in any future relationship. Instead investing weakens an agent’s bargaining position,
because if bargaining fails, then she must make another investment in the future.

The rest of this paper is organized as follows. Section2 presents the bargaining and invest-
ment game, the evolutionary dynamic, and the solution concepts. Section3 presents and
discusses our results. Section4 presents variations on the model, and Sect. 5 concludes. The
more technical aspects of the proofs are relegated to the “Appendix”.

2 Setup

Agentsα andβ arematched to play a two stage game. In the first stage,α andβ simultaneously
decide to invest or not. An agent α (resp. β) who chooses to not invest sets I α = 0 (resp.
I β = 0),while if she chooses to invest she sets Iα = Iα (resp. Iβ = Iβ ).WewriteI = [Iα, Iβ ]
and use v(I) to denote the gross value created. We use the following for specific investment
pairs: I0 = [0, 0], Iα = [Iα, 0], Iβ = [0, Iβ ] and I = [Iα, Iβ ]. We set v(I0) = 0 and
define v ≡ v(I), vα ≡ v(Iα), and vβ ≡ v(Iβ). We assume that investment always improves
efficiency; Iα < min{vα, v − vβ} and Iβ < min{vβ, v − vα}. We need further assumptions
regarding the magnitude of v, but we make these below to tie assumptions and results.

If neither agent invests, then the game ends with both agents getting a payoff of ui = 0.
On the other hand, if at least one agent invests, then the agents bargain over the resulting
(gross) surplus. In particular, α demands x and β demands y. If x+ y ≤ v(I), then the agents
receive their demands and the game ends. In this case, uα = x − Iα and uβ = y − Iβ . On
the other hand, if x + y > v(I), then the relationship fails, and neither agent receives any
portion of the generated surplus. The agents enter new relationships in the following period,

9 Under one of these alternatives, Bagnoli and Negroni observe an impact from asymmetric investment which
is similar to one noted in the current study. We take note of this fact in the Conclusion after we have stated our
results formally.
10 Dawid and MacLeod model a greater specificity of investment by a greater discounting of the future.
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but must make new investments for the new relationships. Both agents apply a discount factor
ρ to payoffs from this new relationship.

To facilitate the use of stochastic stability, we restrict demands to a finite set. Let D(δ) =
{δ, 2δ, . . . v − δ}.11 Following an investment pair I, we require that demands x and y are
elements of D(δ, v(I)) = [δ, v(I) − δ] ∩ D(δ). The values vα , vβ , and v are all divisible by
δ. In order to avoid payoff ties, We make the genericity assumption that D(δ)∩{Iα, Iβ, Iα +
Iβ} = ∅.

2.1 Evolutionary Dynamic

In each period t , there are N active α agents andN active β agents. An agent i’s characteristic
is a behavioral strategy si and a conditional belief σi . Say for the moment that i is an α agent.
The strategy si informs us of agent i’s choice following any history: si (∅) indicates the
agent’s investment choice, and si (I) indicates her demand contingent on the investment pair
I . Likewise, σi specifies agent i’s beliefs following any history. For example, if i is an α

agent, then σi (Iβ |∅) is the probability with which she believes the investment Iβ is chosen,
and σi (y|I) is the probability of a demand y following the investment pair I. The set of
allowable beliefs is finite and includes all distributions possible given the population size.

We denote a state by θ . The period t state specifies how many agents have each possible
characteristic at the end of period t . The set of possible states, �, is finite.

Each α (resp. β) agent active in a period is involved in exactly one match. An agent
involved in a failed relationship in period t − 1 remains active in period t . He starts period
t with the same characteristic that he had at the end of period t − 1. However, if an agent
has a successful period t − 1 relationship, then he is replaced with a child. The child inherits
her parent’s characteristic. In either case, the characteristic is carried from the end of period
t − 1 to the beginning of period t .

There are two means by which an agent’s characteristic changes prior to playing the
game in period t . Each period, each agent updates her beliefs with probability λ < 1.
An updating agent observes all period t − 1 matches, and sets her beliefs to the observed
distributions. If some investment pair I is not made in period t − 1, then updating leaves
σi (·|I)unchanged.After updating her beliefs, an agent chooses a best (behavioral) response to
her new beliefs.12 If there is more than one best response, then each is chosen with positive
probability. Following the updating draw, agents ’mutate’ with probability ε. A mutating
agent’s characteristic is chosen at random based upon an exogenously given distribution
which gives full support to every possible characteristic. The processes of updating and
mutation combine to form a Markov chain over the state space � in which every transition
has positive probability. Hence, an ergodic distribution, μ(ε), exists.

2.2 Solution Concepts

We solve for the stochastically stable set.A state is stochastically stable if it is given positive
probability in the limit distribution μ∗ = limε→0 μ(ε). The calculation of the stochastically
stable set is facilitated by introducing two weaker concepts: equilibrium and locally stable
set. An absorbing set is a minimal set from which the population requires a mutation to

11 The inclusion or exclusion of 0 and v from D(δ) has no impact on the final results. Proposition 2 and
Lemma A.2 allow us to ignore division of surplus in which demands are not bounded away from zero.
12 That is, even if the agent believes that the investment pair I has zero probability, she still sets si (I) to
maximize her payoff conditional on I occurring.
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escape. We call a state an equilibrium if it is the unique element of an absorbing set. If, in
state θ , every possible match yields the same outcome, then we say that θ is monomorphic.

Proposition 1 Every absorbing set consists of a single monomorphic equilibrium.

An equilibrium is a monomorphic state in which all agents have beliefs that discourage
deviation.We note that it is possible for a non-investing agent to believe that investment leads
to a negative payoff. However, the worst payoff one can expect if only the rival population
invests is δ. Consequently, there are three classes of equilibria: there are non-investment
equilibria in which no agents invest. There are partial investment equilibria in which agents
invest in one population but not the other. In partial investment equilibria, the investing agents
must get a strictly positive net payoff. Finally, there are full investment equilibria in which all
agents invest. In these equilibria, every agent must get a net payoff greater than δ. Of course,
in both partial investment and full investment equilibria, agent demands must add up to the
total gross surplus.

Proposition 1 allows us to speak of equilibria rather than absorbing sets. Let � denote
the set of equilibria. Stochastically stable equilibria are found through mutation counting
arguments. Let θ1 and θ2 denote two equilibria. We represent the transition from θ1 to θ2

with the directed edge (θ1 → θ2). Let c(θ1, θ2) denote the minimum mutations required for
the transition from θ1 to θ2. For an equilibrium θ , a collection of directed edges is a θ -tree
if: (i) there is no edge departing θ , and (ii) for every equilibrium θ̂ �= θ there is a unique path
of directed edges from θ̂ to θ . We define the cost of a tree � as

C(�) =
∑

(θ1→θ2)∈�

c(θ1, θ2).

The stochastic potential of an equilibrium θ is min{C(�)|� is an θ -tree}. The following is a
restatement of Young [24, 25] Theorem 2.

Theorem 1 An equilibrium is stochastically stable if and only if no other equilibrium has
lower stochastic potential.

The calculation of the stochastically stable set is facilitated with the use of locally stable
sets [21]. A subset of � is locally stable if it is a minimal collection of equilibria from which
the population cannot escape without more than one mutation. If θ and θ ′ are equilibria and
the population can move from θ to θ ′ with only a single mutation, then we write θ ′ ∈ M(θ).
The transitive closure of M(·) is M(·). That is, if there is a sequence θ1, . . . θK such that
θk+1 ∈ M(θk), then θK ∈ M(θ1). A set L is locally stable if L = M(θ) for every θ ∈ L.
Noldeke and Samuelson [18] demonstrate that if θ is stochastically stable and θ ′ ∈ M(θ),
then θ ′ is also stochastically stable. That is, stochastic stability must choose between entire
locally stable sets.

For the current study, no equilibrium is, by itself, locally stable. There are, however,
a number of subsets of � which are locally stable. Let z(θ) denote the outcome in the
equilibrium θ . If z(θ) = z(θ ′), then the only difference between the two equilibria is with
regards to off path beliefs. One can always move between two such equilibria through a
sequence of single mutation transitions (i.e., θ ′ ∈ M(θ).)13 Such transitions which change
only off path beliefs are referred to as drift.

Given the preceding paragraph, the candidates for locally stable sets are collections of
equilibria all of which have the same outcome. We will see in the sequel that some, but not

13 As shown by Lemma A.2 in the “Appendix”.
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all, such collections are locally stable. A result from Troger [23] allows us to construct trees
with locally stable sets as vertices. A simplified version of Troger’s result, Proposition A.1,
is stated in the “Appendix”.

3 Results

In this sectionwe characterize stochastic stability. Tohighlight the role played byourAssump-
tions, we beginwith an intermediate result. For both results, we state the requiredAssumption
prior to stating the result. We then discuss the result.

Assumption 1 The return to two-sided investment is sufficiently large:

max{vα, vβ, vα+vβ

1+ρ
} < v − Iα − Iβ .

Generally speaking, getting predictions in investment bargaining games with two-sided
investment requires that the returns to joint investment be sufficiently large.14 We will see
below that to get precise prediction requires a stronger assumption.

Let L(x) = {θ ∈ �|z(θ) = (I, x, v − x)}. We see that L(x) is the collection of full
investment equilibria in which α agents demand x , and get a net payoff of x − Iα . Because
each L(x) is identified with a particular equilibrium outcome, we refer to these sets as (full
investment) conventions.15

Proposition 2 Let Assumption 1 hold. For δ sufficiently small, and N sufficiently large, every
locally stable set is identified with a set L(x) for some x ∈ D(δ).

An immediate conclusion from Proposition 2 is that if Assumption 2 holds, then stochas-
tic stability implies full investment. In addition, Proposition 2 is an essential first step in
characterizing the stochastically stable states. It allows us to construct trees using the sets
L(x) as nodes. We prove Proposition 2 with standard arguments: Start with an equilibrium in
which, for example, α agents are not investing. Because increased investment increases total
net surplus, there are equilibrium outcomes in which only the α agents have changed their
investment behavior and both populations receive a higher net payoff. Fix such an equilib-
rium outcome (I, x, v(I) − x), and let β agents drift to believe that α agents will demand x
following I. Now let a single α agent mutate to invest and demand x , and let the remaining
α agents update in later periods. That takes us to an equilibrium with increased investment
through a sequence of single mutations transitions. It remains then only to argue that there
are sets L(x) which cannot be escaped with a single mutation. This requires that agents in
both populations receive a sufficiently large payoffs to make non-investment unattractive.
Assumption 1 is designed to assure that v is large enough for this to be possible. It is easy to

show that if max{vα, vβ, vα+vβ

1+ρ
} > v− Iα − Iβ , then no convention is locally stable. Instead,

every locally stable set must contain equilibria without full investment.16

Our main result requires a stronger Assumption.

Assumption 2 Investment costs are less than the investment complementarity:
vα + vβ < v − (Iα + Iβ).

14 See, for example, Dawid and MacLeod [6] and Negroni and Bagnoli [17].
15 Many of the transitions that we consider require that a very small fraction of the population mutate. Absent
the large population assumption in Proposition 2, many of these transition might require exactly one mutation.
With the large population assumption, the number of mutations become approximately proportional to the
required fraction of the population.
16 Proposition A.3 in the “Appendix”.
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Fig. 1 Illustration of Theorem 2
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Assumption 2 is a standard assumption in the literature, and is used by both Dawid and
MacLeod [6] and Negroni and Bagnoli [17].

Let

x∗ = v

2
+ ρ(Iβ − Iα)

2(1 − ρ)
. (1)

The quantity x∗ is central to our results.

Theorem 2 Let Assumption 2 hold. For all δ sufficiently small and N sufficiently large, there
are at most two stochastically stable conventions. The demand made by α agents in all
stochastically stable conventions converges to x∗∗ = max{vβ + Iα,min{x∗, v − (vα + Iβ)}}
as δ → 0.

It is worth noting the source of the various elements of x∗∗. Recall that y denotes a β

agent’s demand, and let y∗ = v − x∗ and y∗∗ = v − x∗∗. The ability to change one’s
investment level puts a lower bound on the gross surplus received by that agent. Allocations
which give that agent less are made unstable by that agent’s ability to change her investment
level. This is the source of the two lower bounds x∗∗ ≥ vβ + Iα and y∗∗ ≥ vα + Iβ . Regarding
x∗, imagine amodel in which agents have no choice but to make a full investment. This leaves
us with a model which departs [19] only in that agent’s payoffs are reduced by the cost of
investment. The division (x∗, y∗) would be the prediction of such a model. That is, (x∗, y∗)
is the point at which the evolutionarily determined bargaining powers of the two agents are
balanced.

Theorem 2 is illustrated by Figure 1 for the case Iα > Iβ .17 In Figure 1, the lower bound on
x∗∗ (resp. y∗∗) is illustrated by a the dashed vertical (resp. horizontal) line. Let V(·) denote
the inverse of x∗(v); V(x∗(v)) = v. The off diagonal red 45 degree line is the graph of

y = y∗(V(x)) = x − ρ(Iβ−Iα)

(1−ρ)
. The point (x∗, y∗) is found at the intersection of this line and

17 This diagram was suggested by an anonymous referee and is a modification of a diagram found in Negroni
and Bagnoli (2017).
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Fig. 2 Construction of a least cost tree

the gross surplus frontier x + y = v. Two gross surplus frontiers are presented: x + y = v1
and x + y = v2. For k = 1, 2, we usew∗∗

k = (x∗∗(v̄k), y∗∗(v̄k)) to indicate the stochastically
stable prediction. The vertical dotted lines dropping from the intersections of the red line and
x + y = vk are at x∗(vk) (k = 1, 2.) When v = v1, we have y∗ = v1 − x∗(v1) < vα + Iβ ,
and the stochastically stable division is at w∗∗

1 = (v1 − (vα + Iβ), vα + Iβ). When v = v2,
y∗ > vα + Iβ , and stochastic stability predicts the division w∗∗

2 = (x∗, y∗). It is apparent
that as v increases, one moves from the situation in which one of the lower bounds binds
and so determines the stochastically stable outcome to a situation in which neither constraint
binds.

3.1 Outline of Proof

Given Proposition 2, Theorem 2 is proven by building trees with locally stable sets (full
investment conventions) as nodes. Our approach parallels Young [24, 25] and Robles [19];
we show that we can construct a diagram like Fig. 2 in which each of the arrows is a least cost
transition out of the departed convention.18 Each node in Fig. 2 corresponds to a locally stable
conventionL(x). For eachL(x), the node immediately to the right of theL(x) node is the node
L(x+δ). That is, eitherL(x) → L(x+δ) orL(x) → L(x−δ) is a least cost transition out of
L(x). This diagram is not a tree, because there is no node without a departing edge. However,
we are able to show that transitions L(x) → L(x + δ) become more difficult as x gets larger,
while transitions L(x) → L(x − δ) become more difficult as x gets smaller. That is, either
the red arrow or the arrow below represents the most difficult transition between conventions.
For the sake of discussion, assume that the red arrow is the most difficult transition of those
represented. If we delete that arrow, then we are left with a tree which must be lower cost
than any other possible tree. That is, the convention represented by the red dot must be the
stochastically stable convention. Because our model includes investment, there are a rich
variety of transitions. Much effort is spent in the “Appendix” showing that there are two
’salient’ classes of transitions. Which of these two classes of transition is relevant depends on
the value of x . The salient class of transition out of L(x) when x ∈ [vβ + Iα, v − (vα + Iβ)]
bears resemblance to (most of) the least cost transitions in Young [24, 25], and is used to
determine x∗. We consider these transitions first.

We need some additional notation. Let

ηi (x, I) =
∑

y≤v(I)−x

σi (y|I)

denote the probability that an α agent i assigns to the event that β agents demands no more
than v(I) − x following the investment pair I. If the α agent is part of a failed relationship,
then she may have an opportunity to reset ηi in the following period. However, we assume
that she takes her current value as correct, and expects it to persist. Let i [x, I, ηi (x, I)]
denote the discounted present value that theα agent i assigns tomaking a demand x following
an investment pair I = (Iα, Iβ). Since she assigns probability ηi (x, I) to her demand being

18 In Young [24, 25] and Robles [19], the collection of least cost transition is less homogeneous.
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accepted and discounts the future by ρ, i [x, I, ηi (x, I)] = ηi (x, I) ∗ x − Iα + ρ ∗ [1 −
ηi (x, I)] ∗ i [x, I, ηi (x, I)]. This solves to i = ηi (x,I)∗x−Iα

1−ρ∗[1−ηi (x,I)] . Likewise, let η j (y, I)

denote the probability that the β agent j assigns tomeeting a demand no greater than v(I)− y
following investment pair I = (Iα, Iβ). The discounted present value she assigns to a demand

y is  j [y, I, η j (y, I)] = η j (y,I)∗y−Iβ
1−ρ[1−η j (y,I))] .

We consider a transitionL(x) → L(x ′) inwhich:β agentsmutate to demand v−x ′ follow-
ing I. Following these mutations, α agents update to demand x ′, after which the remaining
β agents update to demand v − x ′. At this point, the populations are in an equilibrium within
L(x ′). As in Young [24, 25], this sort of transition is easiest when x ′ = x − δ. Let r denote
the portion of the β population that mutates. In order for the α population to change their
demands when they update, we need

i [x − δ, I, 1] = x − δ − Iα ≥ (1 − r)x − Iα
1 − rρ

= i [x, I, (1 − r)]. (2)

Set ra(x) equal to the minimum value that satisfies Inequality 2. Then

ra(x) = δ

(1 − ρ)x + ρ(δ + Iα)

is the minimal fraction of the β population that must mutate for the transition L(x) →
L(x − δ). Parallel arguments suggest that the minimum proportion of α agents that must
mutate for a transition from L(x) to L(x + δ) is

rb(x) = δ

(1 − ρ)(v − x) + ρ(δ + Iβ)
.

As advertised, ra(x) is decreasing in x , and rb(x) is increasing in x . This leads us to define
x∗ by ra(x∗) = rb(x∗). To the extent that we are focused on the correct type of transition,
the convention which is most difficult to escape must be L(x) with x ≈ x∗.

The reasonwhy Theorem 2 refers to x∗∗ rather that x∗ is that when x /∈ [vβ + Iα, v−(vα +
Iβ)], transitions out of L(x) become very easy. Consider L(x) with x < vβ + Iα − δ. An α

agent can increase his payoff by not investing and successfully demanding vβ −δ. Of course,
this would net the matched β agents a maximally negative payoff. If the matched β agent is
not a mutant, then she would respond to such a demand by waiting in the hopes of a better
match in the following period. This would shut down any transition out of L(x). However,
if that matched β agent is also a mutant, then she might demand only δ after investing. If
the other α agents observe this match, they will all imitate the α mutant and stop investing.
Of course, once the β agents observe this behavior, they too will stop investing. This result
is a non-investment equilibrium. Because the total surplus increases whenever investment
increases, it is easy to construct a sequence of single mutation transitions that leads from
this non-investment equilibrium to any full investment equilibrium. Parallel arguments apply
(with roles reversed) if x > v − (vα + Iβ − δ). Since the number of mutations required for
these transitions does not increase with population size, they become the easiest transition
when N is large.

Putting these arguments together, we see that if x∗ ∈ [vβ + Iα, v − (vα + Iβ)], then
the convention which is most difficult to escape is L(x) with x ≈ x∗. On the other hand, if
x∗ /∈ [vβ + Iα, v−(vα + Iβ)], then it takes only twomutations to escapeL(x)with x ≈ x∗. In
this case, the boundary element of D(δ)∩[vβ+Iα, v−(vα+Iβ)] closest to x∗ is the convention
most difficult to escape. For example, if x∗ < vβ+Iα , then∀x ∈ D(δ)∩[vβ+Iα, v−(vα+Iβ)]
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we have ra(x) < rb(x) so that the easiest transition out of L(x) is to L(x − δ). In this case,
the most difficult convention to escape is L(x)with x ≈ vβ + Iα (and x > vβ + Iα). In either
case, a convention is stochastically stable if and only if it is the most difficult convention to
escape, and the most difficult to escape convention is L(x) with x within δ of x∗∗.

4 Variations on theModel

In this section, we consider some alternative formulations which are intended to illustrate
our results by providing a contrast.

We begin by considering a more abstract approach. Instead of defining an agent’s
disagreement payoff through rematching, let us specify that, for example, an α agents
expected disagreement payoff is D(Iα). Much like a disagreement payoff which arises
endogenously through rematching, the impact of this disagreement payoff is on x∗ (rather
than the upper and lower bounds on x∗∗). To see the import of this change, we mod-
ify an α agent i’s discounted expected payoff from demand x following I from i to
D

i [x, I, η] = ηx − Iα + (1 − η)D(Iα). Assume a fraction 1 − r of β agents demand
v − x and a fraction r demand v − x + δ. The transition L(x) → L(x − δ) requires that
D

i [x − δ, I, 1] = x − δ − Iα ≥ (1 − r)x − Iα + D(Iα). The minimal value of r which
satisfies this inequality is

r(x |D) = δ

x − D(Iα)
.

Assume first thatD(·) is a decreasing function; Iα > Iβ impliesD(Iα) < D(Iβ). In this case,
Iα > Iβ means that the α agent has an (all other things equal) inferior bargaining position.
In consequence, we would see x∗ < v/2. We infer that this general principle is at work in
our model. On the other hand, ifD(·) is an increasing function, then the agent with the larger
cost of investment would have a superior bargaining position, and would receive a larger
share of the pie. That is, the cost of investment impacts upon bargaining via its impact on the
disagreement payoff.

We next consider a generalization motivated by comparison with Dawid and MacLeod
[7].19 Consider an agent in a failed relationship. Assume that with probability φ ∈ [0, 1] that
agent’s investment remains valid in the next match, and with probability 1 − φ that agent
must invest anew. We must now represent an α agent i’s discounted expected payoff from a
demand x with a modification ofi which we denote

φ
i . We then have

φ
i [x, I, η] = ηx−

Iα + (1−η)ρ̂i
φ
where

φ
i �= ̂i

φ
. Instead ̂i

φ[x, I, η] = ηx− (1−φ)Iα + (1−η)ρ̂i
φ
.

This difference arises because a rematched agent pays Iα with probability (1− φ) instead of

with certainty. We note that ̂i
φ = ηx−(1−φ)Iα

1−(1−η)ρ
and that


φ
i = ̂i

φ − φ Iα = ηx − (1 − (1 − η)ρφ)Iα
1 − (1 − η)ρ

This impact of this modification is to change ra(x) and rb(x) for x ∈ [vβ + Iα, v−(vα + Iβ)].
We focus first on the impact on ra(x). Assume that a fraction r of β agents demand v− x+δ,

19 This generalization bridge only one differences between Dawid and MacLeod [7] and the current study.
Hence, it does not provide a bridge with regards to results.



Dynamic Games and Applications

while a fraction 1 − r demand v − x . The transition L(x) → L(x − δ) requires


φ
i [x − δ, Iα, 1] = x − δ − Iα ≥ (1 − r)x − (1 − rρφ)Iα

1 − rρ
= 

φ
i [x, Iα, 1 − r ].

The minimal value of r that satisfies this inequality is

ra(x |φ) = δ

(1 − ρ)x + ρ(δ + Iα) − ρφ Iα

Parallel analysis leads to

rb(x |φ) = δ

(1 − ρ)(v − x) + ρ(δ + Iβ) − ρφ Iβ
.

If we define xθ by ra(xφ |φ) = rb(xφ |φ), then

xφ = v

2
+ ρ(1 − φ)(Iβ − Iα)

2(1 − ρ)
.

The greater the probability φ > 0 that one’s investment is not relationship specific, the
less the impact of investment cost on bargaining power. That is, it is only the relationship-
specific aspect of investment that has a negative impact on bargaining power. In particular,
investment made prior to bargaining is sunk; it is the potential future cost of relationship-
specific investment that weakens bargaining power.

Another possible generalization is to assume that a rematch following a failed relationship
occurs with probability ξ < 1. Again, we can define 

ξ
i as a modification of i which

accommodates this probability. We see that ξ
i [x, I, η] = ηx − Iα + (1 − η)ξρ

ξ
i . In this

case, our results would carry through but with ξρ replacing instances of ρ.
A finalmodification that wemight consider would be to assume that, for example,α agents

choose between Iα and I α with Iα > I α ≥ 0. This modification has no impact on x∗, because
x∗ is determined by bargaining power following full investment by both parties. If an α agent
intends to invest Iα , then she will intend to again invest Iα should she be rematched. That is,
whether I α > 0 or I α = 0 is of no concern, because the α agent will not choose I α . However,
this modification does have an impact on x∗∗. The lower bound on x∗∗ is derived from the
fact that x∗∗ − Iα must be greater than what α can (most optimistically) hope to receive if she
reduces her investment from Iα to I α . This hoped for payoff is now vβ − I α rather than vβ .
Hence, the lower bound on x∗∗ is x∗∗ > vβ + (Iα − Iα). That is, in this alternative set up,
it is the total cost of efficient investment, Iα , which determines post-investment bargaining
power. However, it is the incremental cost of investment, Iα − I α , which determines the lower
bound on an α agent’s share of the surplus.

5 Conclusion

We have presented an evolutionary analysis of the hold-up problem with two-sided invest-
ment. We capture the relationship specificity of investment by allowing agents to rematch
after a failed relationship, but requiring them to invest anew for each new relationship. We
fully characterize the stochastically stable division of surplus within our model.

Our characterization has two pieces. The first piece is the ’balance point’ x∗. It is when
the α agent receives x∗ from the gross surplus that the evolutionarily determined bargaining
strengths of the agents are balanced. The second piece is found in the lower bound on x∗∗ and
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the symmetric lower bound on y∗∗ = v − x∗∗. These lower bounds arise from the ability of
an investing agent to stop investing with expectation of being able to follow non-investment
with a very large demand. All the studies following TER build their stochastically stable
predictions from the same two pieces.20 Our model allows us to disentangle these two pieces
and the evolutionary forces that enter into them more effectively than previously.

Efficient property rights require that agents are compensated for their investment. This
requires that x∗∗ is increasing in Iα , but x∗ behaves in exactly the oppositemanner. That is, the
evolutionarily determined bargaining power is smaller for an agent with a larger investment
cost. This result obtains, because, within the dynamic process which selects x∗, disagreement
in the bargaining stage is a key feature in transitions between conventions. That is, x∗ is very
much characterized by the degree to which agents are vulnerable to hold-up. However, while
the behavior of x∗ might give some insight into hold-up problems outside of the model,
within our model the behavior of x∗ is not the source of under-investment.

Under-investment in our model occurs because Assumption 1 is stronger than the require-
ment that investment is efficient. That is, it is possible for full investment to be efficient,
but for outcomes with under-investment to be part of the solution. Throughout this paper,
we assume that full investment is efficient: v − Iα > vβ and v − Iβ > vα . For simplicity

of exposition, let us assume that max{vα, vβ, vα+vβ

1+ρ
} = vβ .21 In this case, full investment

occurs when v − Iα − Iβ > vβ . We notice that the LHS of this inequality is the largest
payoff that an α agent could receive following full investment while still giving the β agent a
nonnegative payoff. The RHS is the largest payoff that an α agent can hope to get if she does
not invest. That is, the source of under-investment is an inability to satisfy the lower bound
on gross payoffs implied by the ability to change one’s investment level.

A key feature or our model is that we do not assume symmetry. Dawid and MacLeod [6,
7] and Negroni and Bagnoli [17] assume that vα = vβ and Iα = Iβ . If we were to make the
same assumption, we too would end up with the equal split as our prediction. Asymmetry
enters our results with an impact on both x∗ and the bounds on x∗∗. Because, for example,
the lower bound on x∗∗ is partially about avoiding the payment of Iα , it is the current cost of
investment that plays into the bounds on x∗∗.22 On the other hand, the impact on x∗ comes
from potential future investment costs. This can be seen in the fact that x∗ = v/2 when
ρ = 0. On the other hand, as ρ → 1, the impact of asymmetric investment costs on x∗
becomes progressively more pronounced. Intuitively, if one had no investment costs, then as
ρ → 1 she would be willing to wait forever for a tiny increase in her payoff. However, if
one does have investment costs, then he must pay these every period as he awaits that greater
payoff. Consequently, as ρ → 1 an agent with no investment costs has all the bargaining
power even if her rival’s investment costs are arbitrarily close to zero. This intuition remains
valid when one agent has lower, but nonzero, investment costs.
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A Appendix

A.1 Local Stability

In proving Proposition 2, we use a result, Proposition A.1, which is a special case of Propo-
sition A.1 from Tröger [23]. Proposition A.1 allows us to construct trees with locally stable
sets as vertices.

We extend the cost function c(·, ·) to transitions between locally stable sets. Let L1 and
L2 be two locally stable sets. A path from L1 to L2, P = {(θ1, θ2), . . . (θK−1, θK )}, is a
collection of branches between equilibrium states with θ1 ∈ L1 and θK ∈ L2. The cost of a
path P is

C−(P) =
∑

(θk ,θk+1)∈P

[c(θk, θk+1) − 1]

We use P(L1,L2) to denote the set of paths from L1 to L2. The cost of a transition from L1

to L2 is

c1(L1,L2) = min
P∈P(L1,L2)

C−(P).

An L-tree is just like a tree, except that it has locally stable sets as vertices. The cost of
an L-tree, ϒ , is denote by C1(ϒ). We find this cost by adding up the costs of each of its
branches in a manner which differs from the calculation of a normal tree only in that c1(·, ·)
is used. The L-potential of a locally stable set L is min{C1(ϒ)|ϒ is an L-L-tree}.
Proposition A.1 A state θ is stochastically stable if and only if θ ∈ L andL is a locally stable
set with lowest L-potential.

A.2 Proof of Proposition 2

Let Z(θ) denote the set of outcomes which are possible in state θ . Note, that even if the
state does not change from period to period, it is possible for the outcome to change if
different agents are matched together. We extend Z(·) to sets as follows. If Q ⊂ �, then
Z(Q) = ∪θ∈Q Z(θ).

Lemma A.1 Let Q be an absorbing set. If both (I, x, y) and (I, x ′, y′) are elements of Z(Q),
then y = y′ = v(I) − x = v(I) − x ′.

Proof Assume otherwise. Say that (I, x, y) ∈ Z(θ) and θ ∈ Q. In state θ , let all α agent
update and choose the same best response. In particular, there is now some x̂ such that

http://creativecommons.org/licenses/by/4.0/
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si (I) = x̂ for every α agent i . The next time a state occurs with investment I made, let all
β (and no α) agents update. From this point it is not possible for any demand pair other than
(x̂, 1 − x̂) to occur following I. So either the original Q was not an absorbing set or else
x = x ′ = x̂ and y = y′ = 1 − x̂ . ��
Proof of Proposition 1 We first demonstrate that absorbing sets must be singletons. After this
has been established, we demonstrate that equilibria must be monomorphic. Assume Q is a
non-singleton absorbing set. By LemmaA.1, each investment pair possible in Q is associated
with a unique pair of demands, and so is associated with a unique payoff. By the genericity
assumption, x − Iα = x ′ (resp. y − Iβ = y′) is not possible. Hence, for any uniform
investment choice by β (resp. α) agents, α (resp. β) agents must have a strict preference
between investing and not investing. Hence, for Q to be a non-singleton, both α and β agents
must switch between investing and not investing. Furthermore, α (resp. β) agents’ preference
for investing or not investing must switch with a change in β (resp. α) agents’ investment
choice. Finally, if β agents prefer to invest if and only if α agents invests, then α agents prefer
to invest if and only if β agents don’t invest.

Let us denote the four elements of Z(Q) as I0, (Iα, x1, vα − x1), (Iβ, x2, vβ − x2),
and (I, x3, v − x3). Let us assume, without loss of generality (wlog henceforth,) that the β

agents prefer to invest if and only if the α agents are investing. In this case, we have that
vβ − x2 − Iβ < 0, and v − x3 − Iβ > vα − x1 ≥ δ. Consequently, ρ(v − x3 − Iβ) > 0 >

vβ − x2 − Iβ .
It takes at most a sequence of 5 periods in which every α (resp. β) player gets the updating

draw on odd (resp. even) periods, to reach a state θ with Z(θ) = {(I, x3, v−x3)}. From θ , let
every β agent and exactly one α agent receive the updating draw. The α agent stops investing.
However, whichever β agent is matched with the updating α agent expects to get v − x3 − Iβ
in the following period if the current match fails. Since ρ(v − x3 − Iβ) > vβ − x2 − Iβ , she
makes a demand greater than vβ − x2. This results in a state, which by Lemma A.1 cannot
be an element of Q. By this contradiction, an absorbing set Q must be a singleton.

We now demonstrate that equilibria are monomorphic. If Z(θ) is a non-singleton, then
agents in at least one population have multiple best responses following an updating draw.
This means that agents in that population change their choices with positive probability,
which is to say that θ is not an equilibrium. By this contradiction, Z(θ) is a singleton. ��

Since we know that all equilibria are monomorphic, it is well defined to use z(θ) to denote
the unique outcome of the equilibrium θ .

Proposition A.2 If θ is an equilibrium, then z(θ) has four possible structures:

(1) z(θ) = I0,
(2) z(θ) = (Iα, x, vα − x) with x > Iα ,
(3) z(θ) = (Iβ, x, vβ − x) with x < vβ − Iβ , and
(4) z(θ) = (I, x, v − x) with Iα + δ < x < v − (Iβ + δ).

Proof The Proposition lists all monomorphic outcomes for which it is possible to have beliefs
that a deviation to a different investment level will lower an agent’s payoff. Given Proposi-
tion 1, these are the possible equilibrium outcomes. ��

Our next step is to identify locally stable sets.

Lemma A.2 If θ and θ ′ are two equilibria with z(θ) = z(θ ′), then θ ′ ∈ M(θ).
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Proof We note that in both θ and θ ′ every agent must strictly prefer to stick to the equilibrium
outcome. Hence, if a mutation changes one agent’s off path beliefs and actions from what
they are in θ to what they are in θ ′, then we are still at an equilibrium. A sequence of such
changes gets us to θ ′. ��

Let us say that z(θ) = (I, x, v(I) − x). If in θ all agents believe that rivals demand
v(I ′) − δ following I ′ ∈ {Iα, Iβ, I}\{I}, then we say that agents have pessimistic beliefs.
For convenience, the first step in a transition between equilibria is for agents to drift to
pessimistic beliefs.

We now consider sequences of single mutation transitions that change the outcome by
changing one population’s investment level. For an equilibrium θ , let uα(θ) (resp. uβ(θ))
denote the payoff that α (resp. β) agent receive in θ .

Lemma A.3 Let I = [Iα, Iβ ], and I ′ = [I ′
α, I ′

β ]. Let θ and θ ′ be two equilibria with z(θ) =
(I, x, v(I) − x) and z(θ ′) = (I ′, x ′, v(I ′) − x ′). The equilibrium θ ′ ∈ M(θ) if either of the
following conditions hold:

(1) Iα = I ′
α , Iβ �= I ′

β , uβ(θ ′) > uβ(θ) and x ′ ≥ ρ(x − Iα) − ρ
N (x − x ′), or

(2) Iα �= I ′
α , Iβ = I ′

β , uα(θ ′) > uα(θ), and v(I ′) − x ′ ≥ ρ(v(I) − x − Iβ) − ρ
N (v(I) −

v(I ′) + x ′ − x)

Proof Let V = v([Iα, Iβ ]) and V ′ = v([I ′
α, I ′

β ]). The two cases are perfectly symmetric,
so we only check case (1). Starting from θ , let all agent drift to pessimistic beliefs. From
this new equilibrium, let all α agents drift to expect demands of V ′ − x ′ following [Iα, I ′

β ].
From this new equilibrium, let a single β agent mutate to make investment I ′

β and demand
V ′ − x ′ following I ′ = [Iα, I ′

β ]. If x ′ < ρ(x − Iα), the α agent matched with the mutant
will demand more than x ′ following I ′ in this first period. However, in the following period
allow all α agents (and no β agents) to update. This sets their beliefs so that they expect
(prior to seeing β’s investment) that insisting on a payoff of x − Iα yields an expected payoff
of  = (N−1)x−N ·I

N−ρ
. Upon seeing an investment of I ′

β , they will be willing to demand x ′ if
x ′ − Iα ≥ −Iα +ρ. Canceling the −Iα and multiplying through by ’s denominator takes
this to (N − ρ)x ′ ≥ ρN (x − Iα) − ρx which goes to x ′ ≥ ρ(x − Iα) − ρ

N (x − x ′). Hence,
the α agent matched with the mutant in this period will demand x ′. In the next period, let
every β agent receive the updating draw. They all switch to invest I ′

β and demand V ′ − x ′
following [I ′

α, I ′
β ]. At this point, we are at an equilibrium which differs from θ ′ only for off

path beliefs. Drift takes the population to θ ′. ��
With regard to Lemma A.3, we note that, e.g., uα(θ ′) ≥ uα(θ) is stronger than x ′ ≥

ρ(x − Iα) − ρ
N (x − x ′). Generally, if the population changing investment strictly prefers

the new equilibrium, and the population NOT changing investment weakly prefers the new
equilibrium, then Lemma A.3 applies.

At this point, it is convenient to define expression Xe
δ and X

e
δ such that if Xe

δ ≤ x ≤ X
e
δ ,

then it is possible to have an equilibrium θ with z(θ) = (I, x, v − x). From Proposition A.2,
we have

Xe
δ = min{x ∈ D(δ)|x > Iα + δ}, (A.1)

X
e
δ = max{x ∈ D(δ)|x < v − Iβ − δ}. (A.2)

Lemma A.4 Fix x ∈ D(δ) with Xe
δ ≤ x ≤ X

e
δ . If θ0 is a non-investment equilibrium, and

θ ∈ L(x), then θ ∈ M(θ0).
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Proof Fix θ and x as defined in the Lemma. Let y = v − x denote the β demand in θ .
Starting from a non-investment equilibrium θ0 let all agents drift to pessimistic beliefs. Let
x̂ = max{δ, vβ − y}. Note that ŷ ≡ vβ − x̂ > Iβ . Let α agents drift to expect a demand
of ŷ following Iβ . Let a single β agent mutate to invest and demand ŷ following Iβ . In
the following period, let all β agents update. This puts us at an equilibrium θ̂ with outcome
(Iβ, x̂, vβ − x̂). Now α (resp. β) agents must strictly (resp. weakly) prefer an equilibrium
θ ∈ L(x) to θ̂ . By Lemma A.3, this implies that θ ∈ M(θ̂) ⊂ M(θ0). ��
Lemma A.5 Every locally stable set contains a full investment convention L(x).

Proof By Lemma A.2, the Lemma is true if one can reach a full investment equilibrium from
any other equilibrium through a sequence of single mutation transitions. Given Lemma A.4,
it remains only to show that this holds for partial investment equilibria.

Let θ be a partial investment equilibrium. Assume, wlog, that it is the α agents who invest
and z(θ) = (Iα, x, vα − x). Now consider an equilibrium θ ′ with z(θ ′) = (I, x, v − x).
Since v > vα + Iβ , β (resp. α) agents get a strictly (resp. weakly) higher payoff in θ ′. Hence,
Lemma A.3 applies, and θ ′ ∈ M(θ). ��

We turn to the determination of locally stable sets. To this end, define

J δ(x) = {x ′ ∈ D(δ)|x ′ > x − Iα and vβ − x ′ ≥ ρ(v − x − Iβ) − ρ

N
(v − vβ + x ′ − x)}

X1
δ = min{x ∈ D(δ)|J δ(x) = ∅}

J δ(x) = {x ′ ∈ D(x)|vα − x ′ > v − x − Iβ and x ′ ≥ ρ(x − Iα) − ρ

N
(x − x ′)}

X
1
δ = max{x ∈ D(δ)|J δ(x) = ∅}

We note that X1
δ and X

1
δ are defined exactly so that we can apply Lemma A.3 to escape L(x)

if and only if x < X1
δ or x > X

1
δ . Of course, if, for example, X1

δ < x < Xe
δ , then L(x) is not

well defined since there is no equilibrium with outcome (I, x, v − x). Hence, the following
are used to characterize locally stable sets:

XL
δ = max{Xe

δ, X
1
δ} (A.3)

X
L
δ = min{Xe

δ, X
1
δ} (A.4)

Lemma A.6 If x ∈ D(δ) and XL
δ ≤ x ≤ X

L
δ , then L(x) is a locally stable set.

Proof Given Lemma A.2, it remains only to demonstrate that one mutation is not sufficient

to escape from L(x). Since X1
δ ≤ XL

δ ≤ x ≤ X
L
δ ≤ X

1
δ , we know that if x ′ > x − Iα , it

follows that vβ − x ′ < ρ(v − x ′ − Iβ) − ρ
N (v − vβ + x ′ − x). Hence, if a single α agent

were to mutate to not invest and demand x ′ he would not get his demand. Further, no amount
of β updating will change this fact, neither will other α agents imitate him. Hence, he will
eventually update which moves the population back to an element of L(x). Of course, if an
α agent were to mutate to not invest and demand x ′ < x − Iα , then he might get his demand
met. However, his payoff would be less than that of the investing α agents who would again
not imitate him. Parallel arguments show that a mutation which causes a single β agent to
stop investing are not sufficient to escape L(x). Let us now consider mutations which leave
the level of investment unchanged. Say that some α agents mutate to demand x ′ following
I. The attractiveness of the available options to a β agent must depend on the proportion of
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α agents making different demands. For N sufficiently large, this will involve more than one
mutation. ��

Lemma A.6 relies upon the definitions of XL
δ and X

L
δ which are difficult to use. However,

our concern is only with the case of N large and δ small. By definition, x > X
1
δ if ∃x ′ such

that vα − x ′ > v − x − Iα and x ′ ≥ ρ(x − Iα) − ρ
N (x − x ′). If we let N → ∞, then we can

rewrite this as ∃x ′ such that vα − (v − x − Iβ) > x ′ ≥ ρ(x − Iα). If we consider the limit
when δ → 0, then we can omit the x ′ safe in the knowledge that any gap between the LHS
and RHS will contain elements of D(δ). Setting uα = x − Iα and uβ = v − x − Iβ , we have
ρuα +uβ < vα . Likewise, if we start from x < X1

δ , parallel steps take us to uα +ρuβ < vβ .
We find x1 (resp. x1) below by solving uα + ρuβ = vβ (resp. ρuα + uβ = vα).

x1 = vβ − ρv + Iα + ρ Iβ
1 − ρ

(A.5)

x1 = v − vα − Iβ − ρ Iα
1 − ρ

(A.6)

Lemma A.7 (1) As δ → 0 and N → ∞, X1
δ → max{x1, 0}, and X

1
δ → min{x1, v}.

(2) Let Assumption 1 hold. If N is sufficiently large, and δ is sufficiently small, then X L
δ < X

L
δ .

Proof Part (1) follows from the construction of x1 and x1. Part (2): given Part (1), it suffices
to show that max{x1, Xe

δ} < min{x1, Xe
δ}. Since we already knows that Xe

δ < X
e
δ , we must

show that: (i) x1 < x1, (ii) x1 < X
e
δ , and (iii) X

e
δ < x2. (i): x1 < x1 ⇔vβ −ρv+ Iα +ρ Iβ <

v − vα − Iβ −ρ Iα ⇔ vα+vβ

1+ρ
< v − Iα − Iβ . (ii): we note that X

e
δ → v − Iβ . Hence, we need

to show that vβ −ρv+ Iα +ρ Iβ < (1−ρ)(v− Iβ) ⇔vβ < v− Iα − Iβ . (iii): we observe that
Xe

δ → Iα . Hence, we need to show that (1−ρ)Iα < v −vα − Iβ −ρ Iα ⇔vα < v − Iα − Iβ .
In all three cases, Assumption 1 gives us what we need. ��
Proof of Proposition 2 Lemma A.6 assures that L(x) is locally stable so long as x ∈ D(δ)

and XL
δ < x < X

L
δ . Given δ sufficiently small, and N sufficiently large, Lemma A.7 assures

that such L(x) exist. Lemma A.5 assures that no other locally stable set exists.

Proposition A.3 Assume thatmax{vα, vβ, vα+vβ

1+ρ
} > v− Iα − Iβ . If δ is sufficiently small, and

N is sufficiently large, then every locally stable set contains a partial investment equilibrium.

Proof All statements are made assuming δ sufficiently small and N sufficiently large. It is
immediate that x1 ≥ Iα ⇔vα ≤ v − Iα − Iβ , and that x1 ≤ v − Iβ ⇔vβ ≥ v − Iα − Iβ .
Hence, if max{vα, vβ} > v − Iα − Iβ , then either x1 > X

e
δ or x

1 < Xe
δ . On the other hand,

x1 ≤ x1 only if vα+vβ

1+ρ
≤ v − Iα − Iβ . Hence, if the assumption holds, then XL

δ > X
L
δ . By

Lemma A.3 any locally stable set which contains a full investment convention also includes
a partial investment equilibrium. Since Lemma A.5 states that every locally stable set must
contain a full investment convention, we are done. ��

A.3 Proof of Theorem 2

We introduce two new boundaries

Xδ = min{x ∈ D(δ)|x > vβ + Iα − δ} (A.7)
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Xδ = max{x ∈ D(δ)|x < v − (vα + Iβ − δ)} (A.8)

Our remaining analysis depends heavily on whether Xδ < x < Xδ or not. We first establish

the relationship between Xδ and Xδ on the one hand, and Xδ
L and Xδ

L
on the other.

Lemma A.8 Let Assumption 2 hold. If δ is sufficiently small, and N is sufficiently large, then

Xδ
L < Xδ < Xδ < Xδ

L
.

Proof That Xδ < Xδ is simply a restatement of Assumption 2. For N sufficiently large,
and δ sufficiently small, one may show that Xδ

L < Xδ by showing that vβ + Iα > x1 =
vβ−ρv+Iα+ρ Iβ

1−ρ
. This reduces to v > vβ + Iα + Iβ which holds under Assumption 2. Likewise,

to show Xδ < Xδ
L
, it suffices to show that v − vα − Iβ > x1 = v−vα−Iα−ρ Iα

1−ρ
which reduces

to v > vα + Iα + Iβ . Again, this holds under Assumption 2. ��
There are two types of transitions between locally stable sets L(x) and L(x ′). A direct

transition from L(x) to L(x ′) does not pass through an equilibrium which is not an element
of L(x)∪L(x ′). An indirect transition does pass through such a transitional equilibrium. We
first establish the ease of indirect transitions out of L(x) when x < Xδ or x > Xδ .

Lemma A.9 Assume that L(x) is locally stable. If either x < vβ + Iα − δ or x > v − (vα +
Iβ − δ), then it takes two mutations to escape L(x). From that point, a sequence of single
mutation transitions suffice to move the population to any alternative locally stable set.

Proof The two cases are perfectly symmetric, so we focus only on the case when Xδ
L ≤ x <

vβ + Iβ − δ. Fix an equilibrium θ with z(θ) = (I, x, v − x) and Xδ
L ≤ x < vβ + Iβ − δ.

Starting from θ , let both populations drift to pessimistic beliefs. From this equilibrium, let
twomutations occur with one in each population. Let themutating β agent choose to continue
to invest, but to demand only δ after Iβ . Let the α mutant choose to not invest and to demand
vβ − δ following Iβ . Let these two mutants be matched to play each other. The following
period, let every α agent, but no β agents, update. All α agents switch to imitate the mutant.
The following period, let all β but no α agents update. Since investing now nets a β agent
a negative payoff, they all switch to not investing. At this point, agents in both populations
expect a negative payoff from investing, which puts us at a non-investment equilibrium. Let
x ′ be as defined in the Lemma. By Lemma A.4, we can reach θ ′ ∈ L(x ′) from this non-
investment equilibrium through a sequence of single mutations transitions. Hence, θ ′ can be
reached from θ by a sequence of transitions one of which requires two mutations, and the
rest of which require one mutation.

Lemma A.10 Assume that Xδ
L ≤ x ≤ Xδ

L
.

If x < Xδ and Xδ < x ′ ≤ X
L
δ , then c1(L(x),L(x ′)) = 1.

If Xδ < x and XL
δ ≤ x ′ < Xδ , then c1(L(x),L(x ′)) = 1.

Proof SinceL(x) is locally stable, the transition in question must have at least two mutations
at the start. With this observation, the Lemma follows from Lemma A.9. ��

We turn to transition out of L(x) when vβ + Iα − δ < x < v − (vα + Iβ − δ). In this case,
the number of mutations required to escape from L(x) is (approximately) proportional to the
population size. In particular, we repeatedly find some r which is the minimal fraction of a
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population that must mutate for a transition. Let �·�+ denote a function which takes a real
number to the smallest integer greater than or equal to that real number. A transition which
requires a fraction r of a population to mutate requires �N ∗ r�+ mutations.

We first consider pull transition, in which one population ’pulls’ the other to a new post-
investment demand. In particular: (i) mutations change demands in one population, (ii) the
second population updates to the complementary demand (i.e., x + y = v,) (iii) updating
leads to a new equilibrium. If (iii) lead to an equilibrium that is not part of a locally stable
convention, then we add (iv) a sequence of single mutation transitions lead to a new locally
stable convention. Lemma A.11 assures that we do not need to consider exotic choices for
mutations at step (i) in a pull transition.

Lemma A.11 Assume that X δ < x < X δ and XL
δ < x̂ < X

L
δ . Consider a pull transition

away from L(x). If the first step is achieved through mutations to β (resp. α) agents which
pull α (resp. β) agents to demand x̂ (resp. v − x̂) following Iα , then it suffices to consider
only mutations which cause β (resp. α) agents to demand v − x̂ (resp. x̂) following I.

Proof The roles of α and β agents are perfectly symmetric, so we prove the result only
for β mutants. The expected payoff for investing and demanding x is i [x, I, ηi (x, I)] =

ηi (x,I)∗x−Iα
1−ρ[1−ηi (x,I)] . The expected payoff for investing and demanding x̂ is i [x̂, I, ηi (x̂, I)] =
ηi (x̂,I)∗x̂−Iα

1−ρ[1−ηi (x̂,I)] . Clearly mutations need to decrease i [x, I, ηi (x, I)] or increase i [x̂, I,

ηi (x̂, I)], which can only be accomplished by decreasing ηi (x, I) or increasing ηi (x̂, I).
We first establish that the result holds when considering mutations which leave investment
unchanged.We then rule out the possibility ofmutations which change the investment choice.

If x̂ > x , then a mutation to demand v − x ′ increases ηi (x̂, I) and (weakly) decreases
ηi (x, I) if and only if x ′ ≥ x̂ . A mutation to demand v − x ′′ with x̂ > x ′′ > x changes
neither ηi (x, I) nor ηi (x̂, I). A mutation to demand v − x ′′ with x > x ′′ either leaves
i [x̂, I, ηi (x̂, I)] = 0, or decreases both ηi (x, I) and ηi (x̂, I), by the same amount. This
is shown less effective than a mutation to demand v − x ′ with x ′ ≥ x̂ as follows. Let r be the
fraction of β agents not demanding v − x , and let w be the fraction of β agents demanding
strictly more than v − x . Then r and w need to satisfy

(r − w)x̂ − Iα
1 − ρ(1 − r + w)

= (1 − w)x − Iα
1 − ρw

(A.9)

Simplifying and taking a total differential of this equation yields
dr
dw

= (x̂−x)[1−ρw+ρ(r−w)]
x̂(1−ρw)−ρ(1−w)x+ρ I > 0. Hence the fraction of (fully investing) β agents not

demanding v − x is larger when w �= 0. Hence, when x̂ > x , mutations to demand v − x ′
with x ′ ≥ x̂ are most effective.

If x̂ < x , then a mutant demand of v − x ′ following I (weakly) increases ηi (x̂, I) and
decreases ηi (x, I) if and only if x̂ ≤ x ′ < x . A mutation to demand v − x ′′ with x ′′ > x
changes neither ηi (x, I) nor ηi (x̂, I). A mutation to demand v − x ′′ with x ′′ < x̂ decreases
both ηi (x, I) and ηi (x̂, I) both by the same amount. However, such a mutation decreases
i (x, I, ηi (x, I)) by the same amount as the mutation to demand v − x ′ with x̂ ≤ x ′ < x .
Hence, when x̂ < x , mutations to demand v−x ′ with x̂ ≤ x ′ < x are most effective. Further,
as long as x ′ ≥ x̂ > x or x > x ′ ≥ x̂ , the exact value of x ′ does not change the impact upon
ηi (x̂, I) or ηi (x, I). By considering mutations to demands of v − x̂ , we remove any impact
upon ηi (x ′, I) with x ′ > x̂ . This leaves demanding x̂ as the most attractive alternative to x
following I.
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Mutations that cause agents to stop investing are demonstrated less effective thanmutations
to demand v − x̂ as follows. We first assume, as we can from above, that the only mutations
which change demand but not investment lead to demands of v−x̂ . ConsiderM+1mutations,
M of which are already specified. What form should the final mutation take? Consider first
the case in which x > x̂ . There is some K ≥ N − M such that prior to the final mutation,
ηi (x, I) = (N−M)/K .With x > x̂ , it follows that at all stages of the transition ηi (x̂, I) = 1.
Amutationwhich changes demand tov−x̂ changesηi (x, I) to M−1

K .Amutationwhich causes
β agent to stop investing changes ηi (x, I) to M−1

K−1 . Since
M−1
K < M−1

K−1 mutations to stop
investing are less effective. Now consider x < x̂ . In this case, none of the mutations change
the fact that ηi (x, I) = 1. Prior to the final mutation, there are M̂ ≤ M and K ≥ N −M such

that ηi (x̂, I) = M̂/K . A mutation which changes demand to v − x̂ sets ηi (x̂, I) = M̂+1
K . A

mutationwhich causesβ agent to stop investing changesηi (x̂, I) to M̂
K−1 . Since

M̂+1
K > M̂

K−1 ,
mutations to stop investing are again less effective. ��

Consider a pull transition out of θ ∈ L(x), in which a fraction r of β agents mutate to
demand v − x ′. If x ′ < x , then a transition requires

i [x ′, I, 1] = x ′ − Iα ≥ (1 − r)x − Iα
1 − rρ

= i [x, I, (1 − r)]. (A.10)

If instead x ′ > x then a transition requires

i [x ′, I, r ] = r ∗ x ′ − Iα
1 − ρ(1 − r)

≥ x − Iα = i [x, I, 1]. (A.11)

In both cases, a larger x ′ implies a smaller r . Since we are looking for least cost means for
escaping L(x) we consider only x ′ = v − δ and x ′ = x − δ. Let ra(x) be the smallest value
of r satisfying Inequality A.10 when x ′ = x − δ. Solving yields

ra(x) = δ

(1 − ρ)x + ρ(δ + Iα)
.

Let ra(x) be the smallest value of r satisfying Inequality A.11 when x ′ = v − δ. Solving
yields

ra(x) = (1 − ρ)(x − Iα) + Iα
(v − δ) − ρ(x − Iα)

.

If vβ + Iα −δ < x < v− (vα + Iβ)+δ, thenL(x −δ) is a convention, andL(x) → L(x −δ)

is a direct transition. However, because v − δ > v − Iβ , θ with z(θ) = (I, v − δ, δ) is not
an equilibrium. Instead, pulling α agents to demand v − δ is a possible start of an indirect
transition.

Perfectly symmetric arguments lead us to the expressions

rb(x) = δ

(1 − ρ)(v − x) + ρ(δ + Iβ)

and

rb(x) = (1 − ρ)(v − x − Iα) + Iα
(v − δ) − ρ(v − x − Iα)

.
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By arguments symmetric to those above, rb(x) is the fraction of the α population that must
mutate for the transition (L(x) → L(x+δ)). Similarly, if a fraction rb(x) of α agents mutate
to demand δ following Iα , then that is the first step of an indirect transition.

We observe that a direct transition must be a pull transition, and that ra(x) > Iα/v

and rb(x) > Iβ/v. With these observations, Lemma A.11 and the algebra above leads to
Lemma A.12.

Lemma A.12 Assume that Xδ < x < Xδ . For δ sufficiently small, and N sufficiently large,
the lowest cost direct transition out of L(x) is to either L(x − δ) or to L(x + δ).

The first of these transitions takes �N ∗ ra(x)�+ mutations, and the second takes �N ∗
rb(x)�+.

We turn now to indirect transitions out of L(x). When we calculated ra(x) above, we
started with mutations to β agents which caused them to demand δ following I. With suffi-
cient such mutants, α agents switched to demand v − δ following I. This made investment
unattractive forβ agents. The same can be achieved ifα agentsmutate to demand v−δ follow-
ing I. Say that a proportion r of theα agentsmutate to demand v−δ following I. Forβ agents
to think that non-investing looks better than investing we need (1− r)(v − x − Iβ) = vα − δ.
This solves to r = 1 − vα−δ

v−x−Iβ
. Likewise, we would need a proportion of β agents equal to

r = 1− vβ−δ

x−Iα
to mutate to make it attractive for α agents to stop investing. Hence, an indirect

transition out of L(x) can be achieved if a proportion

r0(x) = 1 − max

{
vβ − δ

x − Iα
,

vα − δ

v − x − Iβ

}
(A.12)

of the population mutates.

Lemma A.13 Fix x ∈ D(δ) with Xδ < x < Xδ . Let � ⊂ � denote the set of equilibrium
states without full investment.

(i) min{c(θ, θ ′)|θ ∈ L(x) and θ ′ ∈ �} = �N ∗ min{r0(x), ra(x), rb(x)}�+.
(ii) This lower bound can always be achieved with θ ′ a non-investment equilibrium.

Proof α and β agents are symmetric, so we focus on means to get α agents to stop investing.
The easiest transition out of L(x) must involve: α agents with the most positive possible
belief regarding not investing, and (a portion) of β agents who are making the worst possible
demand (from an α agent’s perspective). We start by allowing drift to pessimistic beliefs. We
follow this with drift so that α agents expect β agents to demand y = δ following Iβ . That
addresses the beliefs. Regarding β demands, we want (a portion of) β agents to demand v−δ

following I. There are two means for achieving this. Method 1: β agents mutate to demand
v−δ following I. Method 2, α agents mutate to demand δ which causes updating β agents to
demand v−δ following I. From the algebra preceding LemmaA.12, it requires �N ∗rb(x)�+
α mutants demanding δ following I to make updating β demand v − δ following I. On the
other hand, if we are following Method 1, then to make α agent stop investing we need a
proportion r of the β agent to mutate to solve (1 − r)(x − Iα) = vβ − δ. This solves to

r = 1− vβ−δ

x−Iα
. Whichever route we took to get β agents to demand v − δ, we let all α agents

update. They all stop investing and demand x = vβ − δ following Iβ . In the next period,
let all β agents update. They all stop investing. At this point all agents expect a negative
payoff for investing, which is to say that we are at a non-investment equilibrium. Hence, if
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our approach is to make α agents stop investing, then it takes �N ∗min{rb(x), 1− vβ−δ

x−Iα
}�+

mutations to achieve the transition. Parallel arguments show that if we reverse the role of
the α and β agents, then we need �N ∗ min{ra(x), 1 − vα−δ

v−x−Iβ
}�+ mutations. The proof is

completed by recalling the definition of r0(x) and recognizing that we will put α and β in
the role that makes the transition take the fewest mutations. ��

Let DL(δ) = D(δ) ∩ [XL
δ , X

L
δ ] and D∗(δ) = D(δ) ∩ [vβ + Iα − δ, v − (vβ + Iβ) + δ] =

D(δ) ∩ [X δ, X δ].
Lemma A.14 Assume that x ∈ D∗(δ) and x ′ ∈ DL (δ). If the lowest cost transition fromL(x)
to L(x ′) is indirect, then for δ sufficiently small and N sufficiently large c1(L(x),L(x ′)) =
�N ∗ min{r0(x), ra(x), rb(x)}�+ − 1.

Proof By Lemma A.13: we can get from L(x) to a non-investment equilibrium with
�N ∗min{r0(x), ra(x), rb(x)}�+ mutations, and fewer mutations are insufficient to move to
an equilibriumwithout full investment. From LemmaA.4 a sequence of single mutation tran-
sition suffices to get from a non-investment equilibrium toL(x ′). That that c1(L(x),L(x ′)) =
�N ∗ min{r0(x), ra(x), rb(x)}�+ − 1 now follows from the definition of c1(·, ·). ��

Let rδ(x) ≡ min{ra(x), rb(x), r0(x)}.
Lemma A.15 Consider x ∈ D∗(δ). The following statements hold for N sufficiently large
and δ sufficiently small.

(1) min{c1(L(x),L(x ′))|x ′ ∈ DL (δ)} = �N ∗ rδ(x)�+ − 1
(2) If r0(x) = rδ(x), then c1(L(x),L(x ′)) = �N ∗ r0(x)�+ − 1 for all x ′ ∈ DL(δ).
(3) If ra(x) < r0(x)and x ′ ∈ DL(δ)with x ′ < x−δ, then c1(L(x),L(x ′)) > c1(L(x),L(x−

δ)) = �N ∗ ra�+ − 1.
(4) If rb(x) < r0(x)and x ′ ∈ DL(δ)with x ′ > x+δ, then c1(L(x),L(x ′)) > c1(L(x),L(x+

δ)) = �N ∗ rb�+ − 1.

Proof (1) Follows immediately from Lemmas A.12 and A.14. (2) follows from (1) and the
fact that ra(x) < r̄ a(x) and rb(x) < r̄ b(x). (3) and (4) follow from Lemma A.12 and the
algebra which precedes it. ��

One notices that for a fixed x and δ sufficiently small, min{ra(x), rb(x)} < r0(x). We
must nonetheless include r0(x) in the formula for rδ(x) because as δ becomes smaller, D(δ)

comes to include values which are closer to the boundaries vβ + Iα and v − (vα + Iβ).
Recall that D∗(δ) = D(δ)∩ [vβ + Iα + δ, v − (vα + Iβ)− δ]. There are some immediate

conclusions from thinking about ra(x), rb(x), r0(x), and rδ(x) as functions on the interval
[vβ + Iα + δ, v − (vα + Iβ) − δ]. Since rδ(x) is the minimum of four strictly monotonic
functions, rδ(x) is strictly quasi-concave. This leads immediately to the following.

Lemma A.16 Let Assumption 2 hold. For δ sufficiently small, and N sufficiently large, there
are at most two elements of D∗(δ)which maximize rδ(x). If there are two such elements, then
they are adjacent.

Let us denote the elements of D∗(δ) which maximize rδ(x) as X∗
δ = {x ∈ D∗(δ)|rδ(x) ≥

rδ(x ′)∀x ′ ∈ D∗(δ)}. Let x∗
δ be the smallest element of X∗

δ and let x∗
δ be the largest. The

monotonic natures of ra(x) and rb(x) assure that if x < x∗
δ , then r

a(x) > min{rb(x), r0(x)}.
Likewise, if x > x∗

δ , then r
b(x) > min{ra(x), r0(x)}. This leads immediately to the follow-

ing.
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Lemma A.17 Let Assumption 2 hold, and assume that δ is sufficiently small and that N is
sufficiently large. If x < x∗

δ , then (L(x) → L(x + δ)) is a least cost transition out of L(x).
If x > x∗

δ , then (L(x) → L(x − δ)) is a least cost transition out of L(x).

Proof This is immediate from Lemma A.15 Part (3) and (4) and the monotonicity of ra(x)
and rb(x). ��

We don’t claim that the identified transition is the only least cost transition. In particular,
if rδ(x) = r0(x), then every transition out of L(x) is equally easy. The same is true if
x < vβ + Iα − δ or x > v − vα − Iβ + δ. Nonetheless, it is easy to go from the results that
we have to a statement that ∪x∈X∗

δ
L(x) is the stochastically stable set. In particular, we start

with a directed graph for which the nodes are the locally stable L(x), and each node has a
single departing edge corresponding to the transitions identified in Lemma A.17. This is not
a tree, but by deleting an edge with largest cost, a tree is created with the minimal possible
total cost. Since the largest cost edges are those departing elements of X∗

δ , we are left with
the following.

Lemma A.18 Let Assumption 2 hold. For δ sufficiently small and N sufficiently large, θ ∈
L(x) is stochastically stable if and only if x ∈ X∗

δ .

All that is required to get from Lemma A.18 to Theorem 2 is to argue that any element
of X∗

δ is within δ of x∗∗. To this end, we note a couple of facts. The first fact is that x∗ is
defined by ra(x∗) = rb(x∗). The second fact to note is that because ra(·) and rb(·) both have
numerators of δ, it is only possible for rδ(x) = r0(x) if x ≈ vβ + Iα or x ≈ v − (vα + Iβ).

(Recall that r0 = 1−max
{

vβ−δ

x−Iα
, vα−δ

v−x−Iβ

}
). Further, the smaller is δ, the tighter need be this

approximation. That is to say, it is only on the (shrinking) edges of [vβ+ Iα−δ, v−vα− Iβ+δ]
where it is possible for rδ(x) = r0(x). Hence, if vβ + Iα < x∗ < v − (vα + Iβ); then ∃δ > 0
such that if δ < δ, then rδ(·) is maximized at x∗. In this case, it is immediate that elements
of X∗

δ are within δ of x∗. On the other hand, if, for example, x∗ < vβ + Iα , then we know
that for δ sufficiently small ra(x) < rb(x) for all x ∈ [vβ + Iα − δ, v − vα − Iβ + δ].
This leaves two possibilities. Either rδ(x) is maximized where ra(x) = r0(x), or rδ(x) is
maximized where ra(x) < r0(x). In the second case, rδ(x) is maximized at the boundary
where x = vβ + Iα − δ. In the first case, we can see that the solution to

r0(x) = x − Iα − vβ − δ

x − Iα
= δ

(1 − ρ)(x) + ρ(δ + Iα)
= ra(x)

must converge to x = vβ + Iα as δ → 0. Hence, if x∗ ≤ vβ + Iα , then the elements of X∗
δ

must converge to vβ + Iα as δ → 0. Parallel arguments show that if x∗ > v − (vα + Iβ),
then the elements of X∗

δ must converge to v − (vα + Iβ) as δ → 0. With these observations,
Theorem 2 is proved.
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