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Abstract
In this paper, we study positive solutions of the quasilinear elliptic equation

Q) aylul & —div A(x, Vu) + V (0)|ul?u = 0,

in a domain Q € R", where n > 2, 1 < p < 00, the divergence of A is the well known .A-
Laplace operator considered in the influential book of Heinonen, Kilpeldinen, and Martio,
and the potential V belongs to a certain local Morrey space. The main aim of the paper
is to extend criticality theory to the operator Q;,, Av-In particular, we prove an Agmon-
Allegretto-Piepenbrink (AAP) type theorem, establish the uniqueness and simplicity of the
principal eigenvalue of Q/p’ 4,y inadomain w € €2, and give various characterizations of
criticality. Furthermore, we also study positive solutions of the equation Q’p, Avlul =0of
minimal growth at infinity in €2, the existence of a minimal positive Green function, and the
minimal decay at infinity of Hardy-weights.
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1 Introduction

Let Q € R” (n > 2) be a domain and 1 < p < oo. In the monograph [16] by Heinonen,
Kilpeldinen, and Martio, the authors studied a nonlinear potential theory for the second-
order quasilinear elliptic operator div (A(x, Vu)), which is called the A-Laplace operator
(or in short, the A-Laplacian). We recall that the .4-Laplacian might be degenerate or sin-
gular elliptic operator that satisfies some natural local regularity assumptions. In addition,
it is assumed that the A is (p — 1)-homogeneous and monotone in its second variable (for
details, see Assumption 2.6). Prototypes of the A-Laplace operator are the p-Laplacian
div (|Vu|1’_2Vu) and the (p, A)-Laplacian

div (|W|§‘2Aw) 2 div ((A(x)Vu : W)<P*2>/2A(x)w) ,

where A is a locally bounded, symmetric, and locally uniformly positive definite matrix
function (see, [16, 39, 40, 42]).

A systematic criticality theory has been developed for the p-Laplace operator and
the (p, A)-Laplace operator with a locally bounded potential in [42] and [40], respectively.
Furthermore, in [39], Pinchover and Psaradakis have extended the theory to the case of the
(p, A)-Laplace operator with a potential in the local Morrey space. See [33, 38] for the crit-
icality theory for the second-order linear elliptic (not necessarily symmetric) case. We refer
also to Pinsky’s book [46], where the author studies this topic from the probabilistic point
of view. Moreover, a criticality theory for Schrodinger operators on graphs has also been
established by Keller, Pinchover, and Pogorzelski in [22]. For recent papers on criticality
theory for a certain class of quasilinear operators on graphs, see [11, 12]. The theory has
witnessed its applications in the works of Murata and Pinchover and their collaborators (see
recent examples in [6, 21, 34]). For the case of generalized Schrédinger forms, we refer to
[53, 54].

Criticality theory has applications in a number of areas of analysis, for example, in spec-
tral theory of Schrodinger operators [38], variational inequalities (like Hardy, Rellich, and
Hardy-Sobolev-Maz’ya type inequalities) [23, 44], and stochastic processes [46]. Among
the applications in PDE we mention results concerning the large time behavior of the heat
kernel [35], Liouville-type theorems [41], the behavior of the minimal positive Green func-
tion [36, 38], and the asymptotic behavior of positive solutions near an isolated singularity
[13].

The goal of the present paper is to extend the results in [39, 40, 42] concerning positive
solutions of the homogeneous quasilinear equation

Q/p,A,V[M] £ _div (IVM|Z(_XZ)A(X)VM) VP =0 inQ,
to the equation
Q' aylul & —div A(x, Vu) + V(©)lulPu =0 in Q.

The latter equation is the local Euler-Lagrange equation of the energy functional
Qp.aviel 2 Qpaviyi 21 [ (Aw.Vo)- Vot VElol) dx ¢ € CX(@.
Q
Note that the equation Q;,’ Av[u]l = 0 (and in particular, Q’p’ a.vlul = 0) is half-linear,

that is, if v is a solution of this equation, then for every ¢ € R, cv is also a solution. We
assume that the potential V belongs to the local Morrey space M]‘f)c (p; 2) associated with
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Positive Solutions of the .A-Laplace Equation with a Potential

the exponent p (see Definitions 2.14 and 2.15), which is almost the largest class of potentials
that guarantees the validity of the Harnack inequality and the Holder continuity of solutions
(see also [39, Page 1319]). The assumptions on A are as in [16] (see Assumption 2.6). In
addition, two further assumptions (assumptions 2.8 and 6.1) are assumed to prove certain
important results in Sections 4, 6, and 7. In fact, Assumption 2.8 is utilized in two different
ways. One is direct (see Proposition 6.8). The other is indirect, i.e., via the Diaz-Saa-type
inequality (Lemma 4.2), see Theorem 4.22.

Our main results include the existence, uniqueness, and simplicity of the principal
eigenvalue of the operator Q;’ Ay in a domain o € €, a weak comparison princi-
ple, and the criticality theory for Q;, A.v- Moreover, based on a Picone-type identity
and a generalized Holder inequality (see Lemma 2.7), two alternative proofs of Agmon-
Allegretto-Piepenbrink type (AAP) theorem are given (see Lemma 4.12 and Theorem 5.3,
see also [1, 2], and also [39] for a short updated review on the AAP theorem). In addition,
we characterize in a Lipschitz domain w € €2 the validity of the generalized strong/weak
maximum principles and the unique solvability in WOl "P(w) of a nonnegative solution of
the Dirichlet problem Q/p, avlvl=g = 0 with g € LY (w) via the strict positivity of the
principal eigenvalue.

The paper is organized as follows. In Section 2, we introduce a variational Lagrangian
F and then obtain from F the operator A by virtue of ([16], Lemma 5.9). We estab-
lish a generalized Holder inequality (Lemma 2.7) which is a key result used to prove
several fundamental results, and formulate the additional assumption discussed above
(Assumption 2.8). In addition, we recall the definition of the associated local Morrey
spaces, and the Morrey-Adams theorem, which is an essential tool for our study. Finally,
we define the notion of weak solutions of the quasilinear equation Q;,’ avlul = 0.In
Section 3, we present certain a priori properties of weak solutions of the quasilinear equa-
tion Q/p, A,v[”] = 0, including Harnack-type inequalities, local Holder estimate, and the
Harnack convergence principle.

In Section 4, we first extend Diaz-Sad type inequalities, and then prove the coercivity
and weak lower semicontinuity of certain related functionals. We also establish a Picone-
type identity. Then we show that in a domain w € €2, the generalized principal eigenvalue
is a principal eigenvalue, that is a Dirichlet eigenvalue with a nonnegative eigenfunction.
Moreover, we prove that the generalized principal eigenvalue is simple. With these prelimi-
naries, we also study the generalized weak and strong maximum principles, the positivity of
the generalized principal eigenvalue and other related properties. Furthermore, we establish
a weak comparison principle by virtue of the super/sub-solution technique.

In Section 5, we prove for our setting the corresponding AAP type theorem which turns
out to be closely related to the existence of solutions of a certain nonlinear first-order
equation of the divergence type. As a result, we show that the AAP theorem implies the
uniqueness of the principal eigenvalue in a domain w € Q.

In Section 6, we establish a systematic criticality theory for the operator Q;)’ Ay With
applications to a Hardy-Sobolev-Maz’ya inequality and the (A, V)-capacity.

In Section 7, we study the removability of an isolated singularity. We also show that
the criticality of Q) 4,v is equivalent to the existence of a global minimal positive solu-
tion. Moreover, we prove that the existence of a minimal positive Green function, with
an additional assumption in the case of p > n, implies the subcriticality of Q;. AV-
Finally, we extend the results in [23] and answer the question: How large can Hardy-weights
be?
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2 A-Laplacian and Morrey Potentials

In this section, we introduce the A-Laplace operator. We recall the local Morrey space
where our potential V lies and the Morrey-Adams theorem, which are defined and proved
in [39]. Finally, we define weak solutions and supersolutions of the quasilinear elliptic
equation Q;,A,V[U] =g.

Let g1, g2 be two positive functions defined in 2. We use the notation g1 < g7 in Q if
there exists a positive constant C such that Clg(x) < g1(x) < Cgy(x) forall x € Q.

2.1 Variational Lagrangian F and its Gradient A

In this subsection, we present a variational Lagrangian F' which satisfies certain desired
conditions. Then we define the .A-Laplacian as the divergence of the gradient of F.

2.1.1 Variational Lagrangian F

Following the assumptions in ([16], page 97), we list below our structural and regularity
assumptions on the variational Lagrangian F.

Assumption 2.1 Let Q@ € R" be a nonempty domain, let F : Q x R" — Ry, and let
1 < p <oo. We assume that F satisfies the following conditions:

Measurability: For all £ € R", the mapping x +— F(x, &) is measurable in .
Ellipticity: For all o € 2 there exist 0 < ky, < v, < 00 such that for almost all x € w
and all’§ € R", k,|§|7 < F(x, &) < velé|P.

®  Convexity and differentiability with respect to &: For a.e. x € 2, the mapping & +>
F(x, &) is strictly convex and continuously differentiable in R".

®  Homogeneity: F(x, ) = |AM|PF(x,&) forae x € Q,all . € R, and all § € R".

The following is a useful inequality derived directly from the strict convexity of F.
Lemma 2.2 ([16], Lemma 5.6) For a.e. x € Q and all £, & € R" with & # &, we have:
F(x,§1) — F(x,8§) > Ve F(x, 8) - (51 — §&).
2.1.2 A-Laplacian
Definition 2.3 Let 2 € R” be a nonempty domain and F(x, &) satisfy Assumptions 2.1.
For a.e. x € Q, we denote by A(x, &) £ Ve F(x, &) the classical gradient of F(x, §) with

respect to &. The A-Laplacian is defined as the divergence of A.

Remark 2.4 By Euler’s homogeneous function theorem, for a.e. x € w,
Ax, &) -& = pF(x, &) = pryl§|” V& e R".

Moreover, since for a.e. x € Q2 the nonnegative function

Ela = 1Elaw) = (A, &) -§)YP (2.1)

is positively homogeneous of degree 1 in &, and {§ € R” | |§| 4 < 1} is a convex set, it
follows that for a.e. x € 2, |£|.4 is a norm on R” (see, for example, ([51], Theorem 1.9)).
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Theorem 2.5 ([16], Lemma 5.9) Let @ C R" be a nonempty domain. For every domain
w € Q, denote o,y = Ky, Bw = 2PVvy,. Then the vector-valued function A(x, &) : Q x R" —
R” satisfies the following conditions:

®  Regularity: Fora.e. x € S, the function A(x, §) : R" — R" is continuous with respect
to &, and x — A(x, &) is Lebesgue measurable in Q for all ¢ € R".
Homogeneity: For all . € R\ {0}, A(x, A&) = A |A|P~2 A(x, &).
Ellipticity: For all domains w € Q, all€ e R", and a.e. x € w,

aplsl” < Ax, €) - &, AR, )] < Bo 517" 22)
®  Monotonicity: For a.e. x € Q and all § #ncR", (A(x, &) — A(x,n))-(§ —n) > 0.

Assumption 2.6 Throughout the paper we assume that A(x, §) = Ve F (x, §), where F sat-
isfies Assumptions 2.1. In particular, we assume that A satisfies all the conditions mentioned
in Theorem 2.5.

2.1.3 Generalized Holder Inequality

In the proof of the AAP Theorem (Theorem 5.3), we use the following generalized Holder
inequality. The inequality follows similarly to the proof of ([19], Lemma 2.2), where the
case A = A(&) is considered. Nevertheless, since the generalized Holder inequality is a
pointwise inequality with respect to x, the proof holds also for A = A(x, ).

Lemma 2.7 (Generalized Holder inequality) Let p’ be the conjugate exponent of 1 < p <
00. Then the following inequality holds

JAGx, §) -0l < (A, &) - OV (AGe, ) - P =115 Inla, V&, € R"and ae. x € Q.
2.1.4 Stronger Convexity Assumption on |§ |f’4

By our assumptions, for a.e. x € €2, the function £ — |§|i defined by Eq. 2.1 is strictly
convex. For certain important results in Sections 4, 6, and 7 we need to assume:

Assumption 2.8 (Stronger convexity assumption) We suppose that for every subdomain
w € Q there exists a positive constant C,,(p, A) such that

1§15 — Inl%y = pAG, ) - (€ =) = Co(p, DIE, M4 VE,n € R"and ae. x € o,

where

s [1E=n) if p>2, 23
[&MA{”WA+E_UMV2§_miH1<p<Z -

Remark 2.9 See ([41], Lemma 2.2) and ([40], Lemma 3.4) for such inequalities for
the p-Laplacian and the (p, A)-Laplacian. Note that in these two papers, double-sided
inequalities called the simplified energy are proved. Also, Assumption 2.8 clearly implies
strict convexity.

2.1.5 Pseudo p-Laplacian

We present further examples of operators which fulfill the assumptions above.
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Definition 2.10 A measurable matrix function A : © — R is called locally bounded if for
every subdomain w € €2, there exists a positive constant C (w) such that, |A(x)¢| < C(w)|&|
forall§ € R" and a.e. x € w.

Example 2.11 For a.e.x € Q and every § = (§1,...,&,) € R", let
1 n
F(x,8) 2 =) ai(0)&l”,
Pio
where 1 < p < oo and the Lebesgue measurable functions locally satisfy a; =< 1.

Lemma 2.12 Let F be as in Example 2.11. For a.e. x € Q and every &€ = (&1, ...,&,) €
R™, we have

(1) VeF(x,6) = A, &) = (@WI&alP &, ..., an(0)|&|P72E), and |§5) =
i ai ()&
(2) the operator A satisfies Assumptions 2.6 and 2.8.

Furthermore,

(3) for0 <t < 1and p > 2, consider the Lagrangian F; L2 F+ (1 - t)/p)|§|z,
where A is a locally bounded, symmetric, and locally uniformly positive definite matrix
function. Then A;_a, the gradient of F;_a, satisfies assumptions 2.6 and 2.8.

Remark 2.13 Ifa; = 1 foralli = 1,2, ..., n, then the operator div(.A) is called the pseudo
p-Laplacian.

Proof of Lemma 2.12 Part (1) is obtained by a straightforward differentiation.
(2) Let p > 2 (for p < 2, see ([18], Remark 8.27)). Our proof is inspired by ([29],
n

Lemma 4.2). Since Z a; (x)|&;|? is convex with respect to &, we get
i=1

n n n
D a@IE” =Y a)mil” + p Y ainl P niE — 0,
i=1 i=1 i=1

fora.e. x € Qand all &, n € R". Hence,

Zal( ) St'f"?z

By Clarkson s inequality for p > 2 ([7], Theorem 4.10) we obtain

Za,(x)|sl|'”+2al(x>|m|f’>22al< ) 5’”’ +zza,<x)

i=1 i=1
Then

Za,(x>|n,|P+ Za,mmw— ni (& — ).

i=1

n n n n
D oa@IE =D @il + p Y ai)nilP i E—n) + 27 Y a0 1& —mil”,
i=1 i=1 i=1 i=1
which gives Assumption 2.8 for p > 2 because locally ¢; < 1 foralli =1,2,...,n.
Moreover, on the unit Euclidean sphere in R”, the function f (&) = Yol ai ())& 1P hasa
positive lower bound and a finite upper bound, and therefore, the local ellipticity conditions
follow.
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Positive Solutions of the .A-Laplace Equation with a Potential

(3)Forall ¢ € R" anda.e. x € €, |S|i1.A = tléli—i- (1—- t)lélﬁ. Hence, Assumption 2.8
and the ellipticity conditions of | - |f41 , follow from Remark 2.9 and (2). O

2.2 Morrey Potentials

In this subsection, we give a short review of the local Morrey space M{f)c(p; Q), the

functional space where the potential V belongs to, and recall the Morrey-Adams theorem.
9 (.

2.2.1 Local Morrey Space M| (p; 2)

The following is a revised definition of the local Morrey space Mff) -(p; ), where g = q(p).

Definition 2.14 ([39], Definitions 2.1 and 2.3) Let w € 2 be a domain and f € LlloC (w)
be a real-valued function. Then
e for p <n,wesaythat f € M9(p; w)ifq > n/pand

111 2 <o

q . = u 7/ < 9
M1(p;w) yeg /4 oNB, (3)
O<r<diam(w)
where diam(w) is the diameter of w;

e for p =n,wesay that f € M9(n; ) if g > n and

Ifllpa iy = SUp @4 (r) [fldx < oo,
Yew @NB(y)
O<r<diam(w)

where @, (r) £ (log (diam(w)/r))"/9";
e for p>nandq =1, we define M?(p; w) & LY(w).

Definition 2.15 ([39], Definition 2.3) For every real-valued function f € L. () and 1 <

loc

p < 0o, we say that f € Mff)c(p; Q) if f € M?(p; w) for every domain w € Q.
For a more detailed discussion on Morrey spaces, see [30, 39] and references therein.
2.2.2 Morrey-Adams Theorem

We present the Morrey-Adams theorem proved in [39], which is crucial when dealing with
the potential term. See [30, 31, 48, 57] for relevant earlier results.

Theorem 2.16 ([39], Theorem 2.4) Let w € R" be a domain and V € M1 (p; w).
(1) There exists a constant C(n, p, q) > 0 such that for any § > 0 and all u € Wol’p(a)),

C(n, p,q) (pg—n)
/lellulp dx < (SHVu”Zp(w;]Rn) + WllVllﬁfq/(lf;qw)” ||u||€p(w).

(2) Forany o' € w with Lipschitz boundary, there exists 8o such that for any 0 < § < &
and all u € Wh-P (o),

/ Vllul? dx < 81Vullfy gy + € (1. P 4. 0 .8, 1V s i) 1115 -
wl
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2.3 Weak Solutions of Q,’, avlul=g

With the preliminaries of the previous subsections in hand, we may define weak solutions
of the equation Q;,A,V[”] =g.

Definition 2.17 Suppose that A satisfies Assumption 2.6 and V,g € M} (p; Q). A

| loc
function v € W, °?

10w (£2) 18 a (weak) solution of the equation

Q' aylv] & —divAx, Vo) + VIp|P?v = g, (2.4)

in Q if forall ¢ € C°(Q),

/A(x,Vv)-Vgodx—i—/ Vlvlp_zwpdx:/ gpdx,
Q Q Q

and a supersolution of Eq. 2.4 if for all nonnegative ¢ € C2°(2),
/ A(x, Vv) - Vo dx +/ Vv|P2vpdx > / gy dx.
Q Q Q

A supersolution v € WIL’CP (2) of Eq. 2.4 is said to be proper if v is not a solution of Eq. 2.4.

By virtue of the Morrey-Adams theorem and an approximation argument, we obtain:

Lemma 2.18 Suppose that A satisfies Assumption 2.6 and V € M]%C(p; Q).

(1) All the integrals in Definition 2.17 are well defined.
(2) The test function space C2°(2) in Definition 2.17 can be replaced with Wcl’p(Q).

3 Properties of Weak Solutions of Q;,, A,v["] =0

In this section, we present various properties of weak solutions of Q; .y lul =0 which are
frequently used subsequently, including Harnack and weak Harnack inequalities, standard
elliptic Holder estimates, and a Harnack convergence principle.

3.1 Harnack Inequality

By ([30], Theorem 3.14) for p < n and ([47], Theorem 7.4.1) for p > n, we have the
following local Harnack inequality for nonnegative solutions of Q;’ Avlul =0. See [14, 30,
32, 49] for Harnack’s inequalities for linear and quasilinear equations in divergence form.

Theorem 3.1 Assume that A satisfies Assumption 2.6 and V € M{f)c(p; Q). Let v be a
nonnegative solution v of Q;] a.vlul =0inadomain w € Q2. Then for any o € w,

supv < Cinfu,
w/ w’

where C is a positive constant depending only onn, p, q, &', ®, dew, Bw, and |V || ma (p;w)-
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3.2 Holder Estimate

Let v be a Holder continuous function of the order 0 < y < 1 in w. We denote
a [v(x) —v(y)l
[vly.w = —_—

X, YEW,XF#Y |)C - )’|y

The Holder continuity of solutions of Q' A ylu]l = 0 follows from ([30], Theorem 4.11)
for p < n and ([47], Theorem 7.4.1) for p > n. For further regularity of solutions of
quasilinear elliptic equations, see [14, 30, 47]. We need the following result:

Theorem 3.2 Assume that A satisfies Assumption 2.6 and V € loc(p, Q). Let v be a
solution of le.A,V[”‘] = 0 in a domain € Q. Then v is locally Holder continuous of
order 0 <y < 1 (depending onn, p, q, a, and B,,). Furthermore, for any o' € w,

[U]y.w’ < Csup o],
w
where C is a positive constant depending only onn, p, q, o, 0, dy, Bw, and ||V | 329 (p;)-
3.3 Weak Harnack inequality

If v is a nonnegative supersolution of Eq. 2.4, then the Harnack inequality still holds for
p > n by ([47], Theorem 7.4.1) (See also [57]). On the other hand, for p < n, we have:

Theorem 3.3 ([30], Theorem 3.13) Assume that A satisfies Assumption 2.6 and V €
loc(p, Q). Let p <nands =n(p — 1)/(n — p). For any nonnegative supersolution v of
le,A vl =0inadomain v € Q, any ' € w, and any 0 <t < s,

lvllLt (@) < Cinfo,
w/
where C is a positive constant depending only on n, p,t, w, o', and IV lima(p;w)- In

particular, such a supersolution is either strictly positive in the domain w or vanishes
identically.

3.4 Harnack Convergence Principle

In this subsection, we generalize the Harnack convergence principle ([39], Proposition 2.11)
to our setting. See ([15], Proposition 2.7) for a slightly more general Harnack convergence
principle in the sense that the second-order term is also not fixed but a sequence.

Definition 3.4 By a Lipschitz exhaustion of Q, we mean a sequence of Lipschitz
domains {w; };en satisfying for alli € N, w; € w;j+1 € Q and U 2w = Q.

For the existence of a Lipschitz exhaustion of €2, see for example ([8], Proposition 8.2.1).

Theorem 3.5 (Harnack convergence principle) Ler A satisfy Assumption 2.6 and let
{wi}ien be a Lipschitz exhaustion of Q and xo € wy. Assume that V; € M?(p; w;) con-
verges weakly in Mloc(p; QtoV e Mff)c(p; Q) asi — oo. For every i € N, suppose
that v; is a positive solution of the equation Q; AV [u] = 0 in w; with vi(xg) = 1. Then

there exists a subsequence of {v;}ieN convergtng weakly in Wl P(Q) and locally uniformly

in Q to a positive weak solution v € W1 Q) of the equation Q’ A plul =0in Q.
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Proof We use the same approach as in the proof of ([39], Proposition 2.11). Note our con-
vention throughout the proof: when extracting a suitable subsequence of {v;};en, we keep
denoting the obtained subsequence by {v;};cn without stating it.

By the local Holder continuity, v; are continuous in w; for all i € N. Fix a subdomain
w1 € w € Q. By the local Harnack inequality, {v;};cn is uniformly bounded in w. There-
fore, the local Holder continuity guarantees that {v; };en is equicontinuous over w. Applying
the Arzela-Ascoli theorem, we obtain a subsequence converging uniformly in w to a positive
continuous function v.

Now we aim to find a subsequence of {v; };cy converging weakly in WhP(w)toa positive
solution of Q;J,A,V[”] = 0in Q. Fix k € N. Then for any ¢ € C°(wy), we have v;|¢|? €

WC1 P(wy) fori > k. Testing v;|@|? in the definition of v; being a positive weak solution of
the equation Q/I7 Ay, [u] = 0in w, we obtain

—1 _
VUi AP p () = p/ Vil lolP~ vi| Vel 4 dx +f Vilv]' gl dx.
Wk Wi

Applying Young inequality pab < ga” +((p — 1)/e)?~ ' bP, on wak|Vvi|pA_1|g0|p’lv,~|V

¢|ladx with e € (0,1),a = IVv,-IpA_llgalp_l, and b = v;|Vg| 4, and the Morrey-Adams
theorem (Theorem 2.16) on f o Vi |vip |p|? dx, we conclude:

-1
p—1\’
(1 = &IV} ) < (T) VLAV iy + 8 IV WO oy + C 10N E 0 -

where C = C (n, p, .8, IVl m4(p:ps1))- By virtue of the structural properties of A and
the frequently used inequality:

—1
||V(Ui(p)”€p(wk;Rn) = 2k (”viv¢)”2p(wk;Rn) + ”(/)VUZ ”Z”(wk;R”)) >
we observe that for all i > k and all ¢ € C2°(wy):

p—1
_ P _
((l—s)awk—zl’ 18)||Vvi|g0|z,,(wk)§<(a> By +2° 15>||u,-|vw|{,,(wk>+C||ui¢|{,,(wk),

where C = C (n, p. 4.8, |VIIma(p:onsn))- Let 8 > 0 be such that (1 — )ate, —2P718 > 0,
and fix € @’ € wg. Choose ¢ € C°(wy) ([17], Theorem 1.4.1) such that

supp(p) Cw', 0<¢ <line, ¢=1linw,and|Vy| <C(v, w)inw .

Consequently, with C’ = C (n, p. g, 8, &, dwy. |VIIMe(piwr,r)) and C” = C(p, 8, &, .,
Bw), we have

V018 iy + 10110y < 1901017 oy + 10321 E

< C'10igl gy + C" 101Vl o, < €

A

where the positive constant C does not depend on v;. So {v;};en is bounded in WLP(w).
Hence, there exists a subsequence converging weakly in W!”(w) to the nonnegative
function v € WP (w) with v(xg) = 1 because {v; }ien converges uniformly to v in w.
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The task is now to show that v is a positive solution of Q/p.A ylul = 0in @ € w such
that xo € @. For any ¢ € C2°(®), we have

[Vivf_ll/fdx—[]}vpll//dx‘

/_V,-vip_ldfdx—[_Vivp_Ide+ﬁVivp_Ide—[VUP_Ide

IA

f_n&»nvf*1 o iy dy +
w

/:(Vi - V)v”7]Ipdx

IA

C(w)f~ Willof ™ = vP ! dx +

f~(v,~ — VPl dx

The sequence {v; };en is uniformly bounded by Harnack’s inequality in &. The limit func-
tion v is continuous in @ and hence bounded in @. The function f(r) £ 7~ is uniformly
continuous on [0, L] for any L > 0. Then {vip 71},<EN converges uniformly in & to vP1
as {v; }ien converges uniformly to v. Furthermore, by a standard finite covering argument,
because V; converges weakly to V in Ml‘f) -(p; ), we infer that /: 5 [Vildx is bounded with
respect to i. Hence,

/~|Vi||v,~p_1—vp71|dx—>0 asi — oo.

w

Moreover, by the weak convergence of {V;};cn to V, it follows that
[(V,-—V)v”_lwdx—>0 asi — 0o.
w

Consequently, it follows that

lim [ Vo 'y dx =/:va_1de. 3.1)

1—>0 Jo 175}

Claim: The sequence {A(x, Vv;)} converges weakly in L? (&; R") to A(x, Vv). This
will imply that for any ¢ € C°(®) we have

/:A(x,Vv)~V1pdx+/~va_11//dx = lim (A(x,Vv,')-Vl/f-f—V,’vip_IW) dx = 0.

i—o0 Jg

In other words, v is a nonnegative solution of the equation Q/p’ aylul =0inw.
To this end, choose ¢ € C2°(w) ([17], Theorem 1.4.1) such that

supp() Cw, 0<¢y <linw, Y =1inw,and|Vy| < C(®,w)inw.

Testing ¥ (v; — v) in the definition of v; being a solution of Q/p,.A,V,' [w] = 01in w;, we get

/ Y A(x, V) - V(v; —v)dx = —/(v,- —v)A(x, Vy;) - Vi dx —/ V,-vip_ll//(vi —v)dx.
We claim that

/ Y A(x, V) - V(v; —v)dx — 0asi — oo. (3.2)
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As in the proof of Eq. 3.1, fw Vl-vlp_lw(v,- —v)dx — 0asi — oo. In addition,

‘—/(vl- —v)A(x, Vv;) - Vir dx

< ﬁw/ IV [P~ (v — v) V| dx

IA

1/p ,
Bo (/ [(v; — U)Vlﬁlp dx) Vv, “Z{’]()a):]R”)
w

C (Bur .. ) 10 = VIl L@ VUi 15 -

IA

’
Because the norms ||Vv; ”%?wmn) are uniformly bounded for all i € N, and v; converges
to v uniformly in w as i — oo, we get

‘—/(vi —v)A(x, Vvy;) - dex‘ — 0asi — oo.
w
It follows that

0<7T; & / (A(x, Vv;) — A(x, Vv)) - (Vv; — V) dx

< / ¥ (A(x, Vi) — A(x, Vv)) - (Vv; — Vu)dx — 0asi — oo,

which is derived from Eq. 3.2 and the weak convergence of {Vv;}icy to Vv. Hence,
lim; o Z; = 0. By means of ([16], Lemma 3.73), we obtain in L” (@; R"),

A(x, Vv) — A(x, Vv) asi — 0o.

Hence, v is a positive solution of the equation Q’p’ A,v[“] = 0 in @ satisfying v(xp) = 1.
In conclusion, for any @ € w € Q with x9 € @, there exists a subsequence

of {v;}ien converging weakly and locally uniformly in @ to a positive weak solution of the

equation Q’py aylul=0in @. Using a standard diagonal argument, we may extract a subse-

quence of {v;};en Which converges weakly in W17 (w;) for all i € N and locally uniformly
in Q2 to a positive weak solution v € WIL’Cp (R2) of the equation Q;” A,V[”] =0in Q. O

4 Generalized Principal Eigenvalue

Throughout the present section we consider solutions in a fixed domain w € €. First,
by virtue of the weak lower semicontinuity as well as the coercivity of certain functionals
related to the functional Q) 4,v, we prove that the generalized principal eigenvalue of the
operator Q;,, AV in w is, in fact, a principal eigenvalue of Q/p, AV Moreover, the principal
eigenvalue is simple, which is proved by virtue of the Picone-type identity (Lemma 4.11).
After that, we show in Theorem 4.22 (together with Theorem 6.9) that the following proper-
ties are equivalent: the positivity of the principal eigenvalue, the validity of the generalized
weak or strong maximum principles, and the unique solvability of the Dirichlet problem
Q/p,.A,V[u] = gin Wol’p(w). We also establish a weak comparison principle, which is of
core importance in Section 7. See [37] for more on the generalized principal eigenvalue.

4.1 Diaz-Saa Type Inequalities

In this subsection, we generalize the Diaz-Sad type inequalities as a counterpart of ([39],
Lemma 3.3), see also [5, 9, 29] for related results. To this end, Assumption 2.8, concerning
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a stronger convexity requirement on |& Ii, is assumed. The Diaz-Sad type inequalities are
used to prove the uniqueness of solutions of two Dirichlet problems (see theorems 4.22 and
4.24). But in Lemma 4.3 and hence in Theorem 4.24, this assumption is not supposed.

Definition 4.1 Assume that A satisfies Assumption 2.6, and let V € loc( p; Q). Letw €
2 be a subdomain. A real number A is called an eigenvalue with an eigenfunction v of the
Dirichlet eigenvalue problem

{ Q' aylul = AMulP2u in w,

4.1
u=~0 on dw, @1

ifv e Wé’p(a)) \ {0} is a solution of the equation Q/p,A,v[”] = Au|P2u.

Lemma 4.2 (Diaz-Sad type inequalities) Suppose that A satisfies Assumption 2.6 and
Assumption 2.8. Let o € Q2 be a domain and g;, Vi € M1(p; w), where i = 1,2. There
exists a positive constant C,,(p, A) satisfying the following conclusions.
(1) Let w; € Wé’p(a)) \ {0} be nonnegative solutions of Q;,A,V,- [u] = gi in ®, where

i=1,2, and let w; £ w; + h, where h is a positive constant. Then

-1 p—1
g1—Viw! -V
In,g1,20,w1,w= /( =1 1 (wfh_wih)dxzcw(pv ALy wy,w,»
o\ Wi W2

where

Vwip Vwoy Vwy, Vwyy,

A s s s 51

Lh,wl,wz :/ <w]ph |: , + wé)h s dx,
w\ L wir woan g ML wan T wie g

and (&, n] 4 is given by Eq. 2.3.
(2) Let w), and w, be nonnegative eigenfunctions of the operators Q/p‘ AV, in w with
eigenvalues A and ., respectively. Then

IO,g)L,g,l,w;t.wM = / (A —=p)— (Vi = W) (wf - wﬁ)dx > Cu(p, A)LO,wA,u)M~
w

Proof (1) Let ¢y p £ (w{)h — wgh)w:_hp. Then ¢, € W(}’p(w). It follows that

/A(x,le)-wl,hdHf

w
We thus get
\Y \Y \Y
/(wlh th) dx— /wfh/l <x, w”’) ( Wk _ wl’h)dx
o Wi, w2 h Wi,h
-1
Viw
=/7p_1 (wlh wg’h)dx.
w
Similarly, we see that

Wi
Ywyp, |P Vwy Vwip Vwy p
/(wgh—wlph) dx—p/wfh.A X, — ] - = — — )dx
0 ' A o w2, Wi h w2, 4

W2 h
82— V2w2 » »
/ (wz,h — wlyh)dx.
w

w2h

Vllwllp_zwn/fl,hdxZf81W1,th-
w

W1, h
w ’
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Adding the previous derived equalities yields

p Vwy [P | Vwa, [P Vwy p Vwip  Vway
Ing1.gowwn = [ Wy, - —PAK ’ - dx
' A A w2,k Wi,k w2,

%) W1,k w2.h
Vw P Vw Vw Vw
ot ] ) (2-Se
0 W2 |4 A Wi, w2, h Wi, h

Applying Assumption 2.8, we obtain the conclusion (1).
(2) Using part (1), we have

w, p—1 w p—1
(a—w%mw) —nwwm(%;) )mh—wh>

(A= Vil +|u = Val) ((wa + DP + (wy + D)
277N (= Vil + i = Val) (wf + wh +2) € L' (o).

P ’VWI,h

W1,k

IA

A

On the other hand, for a.e. x € w, the limit

p—1 p—1
. w;, Wy P 14
1 A=V, e - -V -
Jim (( 1) (w/\’h> (n—V2) <wu’h> ) (W) p =Wy )

=A—pn—-Vi+ Vz)(w){J — wﬁ).

Hence, the dominated convergence theorem and Fatou’s lemma imply (2). O

Lemma 4.3 Assume that w @ Q is a bounded Lipschitz domain, A satisfies Assumption 2.6,
gi, Vi € Mi(p; w). Fori = 1,2, let w; € WP (w) be respectively, positive solutions of
the equations Q;?, AV, [w] = gi in @, which are bounded away from zero in w and satisfy
w; = wy > 0 on dw in the trace sense. Then

81 82
lo,gy.g0.wi.wy = / (( —1 p_1> -1 = Vz)) (wf - wf) dx >0,
w w; w

2
and 1o, g, ¢, ,wy,w, = 0if and only if Vwi/wi = Vwy/w,.

Proof Letting h = 0, we see at once that the lemma follows from the proof of (1) of
Theorem 4.2 and Lemma 2.2 (without assuming the stronger convexity). O

4.2 Weak Lower Semicontinuity and Coercivity

In this subsection, we study the weak lower semicontinuity and coercivity of certain
functionals related to the functional Q 4,v. See also ([10], Section 8.2).

Definition 4.4 Let (X, || - ||x) be a Banach space. A functional J : X — R U {oo} is said
to be coercive if J[u] — oo as |Ju|x — oo.
The functional J is said to be (sequentially) weakly lower semicontinuous if

Ju] < liminf J[ug] whenever u; — u.
k— 00

Notation For a domain o C €2, A satisfying Assumption 2.6, and V € M{f)c(p; Q), let
0p, A, v]e; o] be the functional on C2°(w) given by

waowﬂ+vm0w.
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When w = Q, we write O, 4 v[¢] £ Op.avie; QI

The next four theorems can be proved by standard arguments which are similar to the
proof of ([39], Propositions 3.6 and 3.7), and therefore their proofs are omitted. We state
them as four separate theorems for the sake of clarity.

Theorem 4.5 Consider the domains w € o' € R, and let A satisfy Assumption 2.6, and
g,V e Mi(p; ), where w is Lipschitz. Then the functional

J:WhP(w) — RU{oo}, J[ul2 Qp,A,v[u;w]—/gmmx,

is weakly lower semicontinuous in WP (w).

Theorem 4.6 Consider the domains @ € , and let A satisfy Assumption 2.6, V €
M1 (p; w), and g € L? (w). Then the functional

J: Wyl (@) — RU{oo}, J[ul2 QP,A,V[u;w]—fgudx,

w

. . . . 1,
is weakly lower semicontinuous in W, 7 (w).

Theorem 4.7 Consider the domains w € ' € €, where w is a Lipschitz domain. Let .4
satisfy Assumption 2.6, g,V € M4 (p; '), and V is nonnegative. For any f € WhP(w), J
is coercive in

AL2ueW' P :u—feW, ().

Theorem 4.8 Consider a domain w @ Q, and let A satisfy Assumption 2.6,V € M4 (p; w),
and g € LP/(a)). If for some ¢ > O and all u € Wol’p(a)) we have,

. p
Op.Aviu; w] > 8||”||Lp(w)v

then J is coercive in Wol’p(a)).
4.3 Picone Identity

This subsection concerns a Picone-type identity for Q) 4,v. Picone’s identities for the
(p, A)-Laplacian and the p-Laplacian are crucial tools in [40, 42] (see also [3, 4]). In the
present work, it will be used to give an alternative and direct proof (without Assumption 2.8)
of the AAP type theorem (see Lemma 4.12), and in Theorem 6.21.

Lemma 4.9 (cf. ([19], Lemma 2.2)) Let A satisfy Assumption 2.6, and define
R » ul » ub~1
L(u,v) = |Vul’y + (p — 1)v—p|Vv|A — pF.A(x, V) - Vu,

and

R, v) 2 |Vul’, — A(x, Vv) - ¥ (%) ,

u
vP—
. 1 1 . .
where the functions u € Wlo’cp () and v € Wlo’cp (2) are respectively nonnegative and

positive with u? JvP~! e WIL’CP () such that the product and chain rules for u? /vP~" hold.
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Then
L(u,v)(x) = R(u, v)(x) fora.e.x € Q.
Furthermore, we have L(u, v) > 0 a.e. in Q and L(u, v) = 0 a.e. in Q if and only if u = kv

for some constant k > Q.

Remark 4.10 The lemma concerns pointwise equality and inequality. Therefore, the proof
in ([19], Lemma 2.2) applies to our more general case where A depends also on x. Hence,
the proof is omitted.

Lemma 4.11 (Picone-type identity) Let A satisfy Assumption 2.6 and V € Mlic(p; Q).
For any positive solution v € WI]O’CP(Q) of Q; avylwl = 0in Q, and any nonnegative

function u € Wcl’p(Q) with u? JvP=1 e Wcl’p(Q) such that the product and chain rules for
u? JvP~1 hold, we have

Qp,A,V[M]:/S;L(M, v)(x) dx.

If instead, v € Wlo’cp (R2) is either a positive subsolution or a positive supersolution, and all
the other conditions are satisfied, then respectively,

Op.avlu] < / L(u,v)(x)dx, or Qpavlu] 2/ L(u, v)(x)dx.
Q Q
Proof The proof is similar to that of ([40], Proposition 3.3), and therefore it is omitted. [

Lemma 4.12 Let A satisfy Assumption 2.6, and let V € Mﬁ)c (p; Q).

(1) Forany positive solution v € W]L'CP(Q) of Q;,A’V[lﬁ] = 0in Q and any nonnegative

function u € Wcl’p(Q) such that u? jvP=1 € Wcl’p(Q) and the product and chain
rules for u? v~ hold, if vw satisfies the product rule for w = u/v, then

Qp,A,V[Uw] = /

<|va + wVv|i — wp|Vv|i — pwP N A(x, Vv) - Vw) dx.
Q

(2) For a positive subsolution or a positive supersolution v € Wli)’cp(Q) of le,A,V [v] =

0 in Q and any nonnegative function u € Wcl’p(Q) such that u? JvP~! e Wcl’p(Q)
and the product and chain rules for u? /vP~ hold, if vw satisfies the product rule
for w £ u/v, then, respectively,

0paylvw] < / <|va +wVol? — wP Vo’ — pwP v A(x, Vo) - Vw) dx,
Q
or

Op.Avivw] > / <|va + wVv|Z — wP|Vv|Z — pwP N A(x, Vv) - Vw) dx.
Q

B Ifv € WIOCP(Q) is either a positive solution or a positive supersolution of

Q;,A,V[”] = 0in 2, then the functional Q) 4 v is nonnegative on Wcl’p(Q).

Remark 4.13 The third part of the lemma gives an alternative proof of (2) = (1) and (3) =
(1) of the AAP type theorem (Theorem 5.3).
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Proof of Lemma 4.12 For the first two parts of the lemma, we apply the product rule directly
in the final equality/inequalities of Lemma 4.11. The third part follows from the first two
parts, the strict convexity of the function | - |i’4, and an approximation argument. For details,
see ([40], Theorem 5.2) and ([42], Theorem 2.3). O

4.4 Principal Eigenvalues in Domains ® €

Definition 4.14 Let A satisfy Assumption 2.6 and let V € Mff)c (p; 2). The generalized
principal eigenvalue of Q;,’ AV in a domain @ C  is defind by

Op.Avlu; o]
M=M(Qpav: o) = =Bl

ueCx (w)\{0} ||u||€p(w)

Remark 4.15 Tt follows that for a domain w € Q we have

4 4.2)
ueWy P @n\oy  1ullLp ()

M(Op.Ayv:®) =

Lemma 4.16 Let w € Q2 be a domain, let A satisfy Assumption 2.6, and let V € M4 (p; w).
All eigenvalues of Eq. 4.1 are larger than or equal to 1.

Proof Testing any eigenfunction, we get the conclusion. O

Definition 4.17 A principal eigenvalue of Eq. 4.1 is an eigenvalue with a nonnegative
eigenfunction, which is called a principal eigenfunction.

We first state a useful lemma.

Lemma 4.18 Ler A satisfy Assumption 2.6, and let V € M. _(p; Q). For every domain w €

loc
Q, ifur > uask — ooin W(}’p(a)), then klim Op,.Aviugl = Op avlul
— 00

Proof By ([16], Lemma 5.23), we get limi— o0 [, [Vuy|’y dx = [ |Vul’; dx. The elemen-
tary inequality

IxP — yP| < plx — ylxP~ 43P~y wx,y >0,

the Holder inequality, and the Morrey-Adams theorem, imply

/V(Iuklp — [ul”)dx

§/|V|||Mk|p— |u|P|dx < p/|V||uk—u|||uk|P*‘ + fulP~|dx
w w

1/p 1/p
SC(P)</|V||Mk—M|de> (f|V||uk|f’+|V||u|de) 0.
® @ k—o0

Hence, the desired convergence follows. O

Now we prove that in every domain w € €2, the generalized principal eigenvalue is a
principal and simple eigenvalue, whose uniqueness is proved in Corollary 5.4.

Theorem 4.19 Let o € 2 be a domain, let A satisfy Assumption 2.6, and let V €
Mi(p; o).
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(1) The generalized principal eigenvalue is a principal eigenvalue of the opera-

tor Q;, AV
(2) The principal eigenvalue is simple, i.e., for any two eigenfunctions u and v associated
with the eigenvalue )1, we have u = cv for some ¢ € R.

Proof of Theorem 4.19 (1) Applying the Morrey-Adams theorem (Theorem 2.16) with the
positive number § = «,, and the ellipticity condition Eq. 2.2, we obtain that

M 2 =Cln, p " PP VISP > oo,

For any ¢ > 0, letting V = V — A + ¢, we immediately see that for all u € WO1 P (w),

Opavlu; 0] = 8”””£p(w)-

Therefore, the functional Q) 4, v 5, +¢l - ; @] is coercive and weakly lower semicontinuous
in Wol’p(a)), and hence also in Wol’p(a))ﬂ{llulle(w) = 1}. Therefore, the infimum in Eq. 4.2
is attained in W, (@) \ {0).

Letv € W(:’p (w) \ {0} be a minimizer of Eq. 4.2. By standard variational calculus tech-
niques, we conclude that the minimizer v € WO1 P (w) satisfies the equation Q/p, A,v[”] =
Xilu|P~%u in the weak sense. Note that |v| € Wol’p (w). In addition, almost everywhere
in w, we have |[V(|v])| = |Vv| and |[V(Jv|)|4 = |Vv|4. Thus |v] is also a minimizer, and
therefore, it satisfies the equation Q/]),.A,V[u] = Mlulf”zu in the weak sense. So Ap is

a principal eigenvalue. The Harnack inequality and Holder estimates guarantee that |v| is
strictly positive and continuous in w. Therefore, we may assume that v > 0.

(2) The proof is inspired by ([3], Theorem 2.1). Let v, u € WO1 P (w) be, respectively,
a positive principal eigenfunction and any eigenfunction associated with Aj. It suffices to
show u = cv for some ¢ € R. By part (1) we may assume that u > 0 in w. Let {¢i}ren C
C2°(w) anonnegative sequence approximating u in WOl "7 (w) and a.e. in w. Then the product
and chain rules for (p,‘f/vl’_1 holds for all k € N. By Lemma 4.9, we get, for all k € N,

p
/L((pk,v)(x)dx=/ |V<pk|f4dx—/A(x,Vv)~V(¢k_l> dx.

Since (,o,f/v’”1 € Wcl’p(w), we obtain

of or
/ A(x, Vv) - V (") dx +/(V — P T2 _dx = 0.
w vﬁ*l w vp*l

It follows that O, 4, v—», [¢k; @] = fw L(pk, v)(x) dx. By Fatou’s lemma and Lemma 4.18,
we obtain

0< / L(u,v)(x)dx < / liminf L(¢gg, v)(x)dx < liminf/ L(gg, v)(x)dx
%) w k—oo k—oo J,
= liminf Q) 4 v_y,[or; 0] = Qp a,v—», [u; 0] =0.
k— 00
Lemma 4.9 and the connectedness of w imply that u = cv in w for some ¢ > 0. O
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4.5 Positivity of the Principal Eigenvalues

In this subsection, we consider positivity features of the operator Q;J 4y 1n a Lipschitz
domain w € 2. In particular, we study the relationship between the validity of the general-
ized strong/weak maximum principles, the existence of a proper positive supersolution, the
unique solvabi.li.ty' in W(}’p (w)' of the gonnegative Dirichlet problem Q;}q Avlul=g>0in
w, and the positivity of the principal eigenvalue.

Definition 4.20 Let w be a bounded Lipschitz domain. A function v € WP () is said to be
nonnegative on dw if v~ € W&'p(a)). A function v is said to be zero on dw if v € Wol’p(a)).

Definition 4.21 Let o €  be a Lipschitz domain, A satisfy Assumption 2.6, and let
V e MY (p; w).

® The operator Q; 4y 1s said to satisty the generalized weak maximum principle in w if

every solution v € WP () of the equation Q/p avlul =ginwwith0 < g € LY (w)
and v > 0 on dw is nonnegative in w;

® the operatOf Q;’ AV satisfies the genei.”alized St.rong maxtmum principle in w if any
such a solution v is either the zero function or strictly positive in .

Under Assumption 2.8, by Theorem 6.9, all the assertions in the following theorem are
in fact equivalent even though we can not prove it completely at this point.

Theorem 4.22 Let w € 2, where w is a Lipschitz domain, A satisfy Assumption 2.6, and
V € M1(p; w). Consider the following assertions:

(1) The operator Q;, AV satisfies the generalized weak maximum principle in w.

(2) The operator Q/p’ Ay satisfies the generalized strong maximum principle in w.

(3)  The principal eigenvalue Ay = 11(Qp, A,v; w) is positive.

(4) The equation Q;,A,v [u] = O has a proper positive supersolution in Wol’p(a)).

(4")  The equation Q/p..A,V[u] = 0 has a proper positive supersolution in WP (w).

(5) For any nonnegative g € LY (w), there exists a nonnegative solution v € WO1 P(w) of
the equation le,A,V[u] = g in w which is either zero or positive.

Then (1) & 2) & 3) = @) = @), and 3) = (5) = 4).
Furthermore,

(6) If Assumption 2.8 is satisfied and A1 > 0, then the solution in (5) is unique.

Proof (1) = (2) The generalized weak maximum principle implies that any solution v of
Q;,A.V[”] = g with g > 0, which is nonnegative on dw, is nonnegative in . So, v is
a nonnegative supersolution of Eq. 2.4. The weak Harnack inequality implies that either
v>0o0rv=0in Q.

(2) = (3) Let .1 < 0and v > 0 be its principal eigenfunction. By the homogeneity, the
function w = —v satisfies Q/p,A,V[w] = A |w|”’1w, and w = 0 on dw in the weak sense,
but this contradicts the generalized strong maximum principle.
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(3) = (1) Let v satisfy v of le.A,V[u] = g with g > 0, and v > 0 on dw. Suppose that
v~ # 0. Testing v~ in the definition of the solution of Q/p,.A,V[u] =g >0, we get

Opaviv el = f gvdx <0.
{xew:v<0}
Therefore, A1 < 0, which contradicts the assumption.

(3) = (4) Since A1 > 0, its principal eigenfunction is a proper positive supersolution of
Eq. 2.4 in w.

(4) = (4’) This implication follows from W(}’p (w) € WP (w).

(3) = (5) By Theorems 4.6 and 4.8, the functional J[u] = Q) 4 v[u; 0] — p fw gu dx
is weakly lower semicontinuous and coercive in WOl P (w) for g € LY (w). Therefore, the
functional J has a minimizer in WOl P (w) (see for example ([52], Theorem 1.2)). Conse-
quently, the corresponding equation Q’p, Avlul = g has a weak solution vy € WO1 P (w).
Note that (3) = (2). Therefore, the solution v; is either zero or positive in w.

(5) = (4) Use (5) with g = 1 to obtain a proper positive supersolution.

(6) Assume now that Assumption 2.8 is satisfied, and let us prove that v; = v is unique.
If v; = 0, then g = 0. Hence, Q) 4,v[v; ] = 0, but this contradicts the assumption that
A1 > 0.

Assume now that vy > 0. Let v € WOl P (w) be any other positive solution. By part (1)
of Lemma 4.2 with g; = g, V; = Vandi = 1, 2, we conclude

p=1 p-l 1 1
fv (l) _<£> <vfh—vfh)dx §[g -~ 5T (vfh—vé’h)dxfo.
© Vi V2, ' ’ o \v’7 vl ’ '

Lh 2,h

p—1 p—1
. V1 1%
lim V —_— - — (vp —? ):0,
h—0 ((vl,h> (vz,h> ) LTk
and

p—1 p—1
U1 v2 P p
v ((U > - ( ) ) (”m - U2.h>
Lh V2,4

It follows that

We note that

<2|V[((v1 + D? + (v2 + D?) € LY ().

li 71 - 71 ( PP ) dx =0
m v () X = U.
ey wg vf;l U£;1 1,h 2,h

By Fatou’s lemma, and Lemma 4.2, we infer that L ,, », =0. Hence, v =v; in w. O
4.6 Weak Comparison Principle

4.6.1 Super/sub-solution Technique

The following two theorems can be obtained by similar arguments to those of ([39], Lemma

5.1 and Proposition 5.2). We first state a weak comparison principle under the assumption
that the potential is nonnegative.
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Lemma 4.23 Let w € Q be a Lipschitz domain, A satisfy Assumption 2.6, g € M4(p; w),
and V € M9(p; w), where V is nonnegative. For any subsolution vy and any super-
solution vy of the equation Q/p,A,V[”] = g, in o with vi,vy € W]’P(a)) satisfying

_ 1 .
(vp —vy)~ € Wo’p(a)), we have v < vy ino.

Proof Testing the integral inequalities for the subsolution v; and the supersolution vy with
(v2 — v1)~ and then subtracting one from the other, we arrive at

/ (A(x, V) — A(x, V12)) - V ((v2 —v1)7) dx +/ Vvia (v2 —v1)” dx <0,

w w

where v 2 2 191 |P2v; — |va|P2vy. It follows that

/ (A(x, Vvy) — A(x, Vo)) - (Vv — Vo) dx +[ Vvi 2 (v —v2) dx < 0.
{va<vi}

{va<vi}

Since the above two terms are nonnegative, the two integrals are zero. Hence, V(vy—v1) ™ =
0 a.e. in w. Therefore, the negative part of vy — vj is a constant a.e. in w. Hence, Poincaré’s
inequality implies (v; —v1)” =0 a.e. in . Namely, v; < v; a.e. in w. O

In order to establish a weak comparison principle when V is not necessarily nonnegative,
we need the following result which is of independent interest.

Theorem 4.24 (Super/sub-solution technique) Let @ @ Q be a Lipschitz domain, let A
satisfy Assumption 2.6, and let g, V € M9 (p; w), where g is nonnegative a.e. in w. We
assume that f, ¢, ¥ € Wl'p(a)) N C(w), where f > 0 a.e. in o, and

Q;,,Ayv[l/f] <g=< Q;,’A’V[w] in w in the weak sense,
v=<f=<o on dw,
0<y <o in w.

Then there exists a nonnegative function u € WP (w) N C(®) satisfying

Q, avlul=g ino,
u=4f on dw,

and ¥ < u < ¢ in w. Moreover, if f > 0 a.e. on dw, then the above boundary value
problem has a unique positive solution.

Proof Set
K2 {ve Wl”’(a))ﬂC(J)):O§W§v§<pina)}.

For every x € w and v € K, let G(x, v) £ g(x) + 2V~ (x)v(x)?~L. Then G € M9 (p; w)
and G > 0 a.e. in w. Let the functionals J, J : Wl”’(a)) — RU{oo}, be as in Theorems 4.5
and 4.6 with |V| and G (x, v) as the potential and the right hand side, respectively. Choose
a sequence {uy}xen in

A2{ueW'"P(w):u= fondw),
satisfying
Jlupl 4 m= 1I€1£ Jul.
Because f > 0, {|ux|}ren € A, we infer
m < Jlul] = Jlug] < Jugl,
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where the last inequality is on account of G(x, v) > 0 a.e. in . Then limg_, oo Jug] = m.
It is also immediate that inf,ca J[u] = m. On the other hand, J is weakly lower semi-
continuous and coercive. Noting that A is weakly closed, it follows from ([52], Theorem
1.2) that m is attained by a nonnegative function ug € A, that is, Jupl = m. In
addition, J[ug] = J[uo] = m. Then ug is a solution of

, . .
Q) A vlul =Gx,v) in o,
u=f in the trace sense on dw,

and for any v € K, let T'(v) be a solution of this Dirichlet problem. Then the map
T:K— Wh(w),

is increasing. Indeed, pick any v; < vy in K. Because G(x,v;) < G(x, vp), we infer
that 7'(v) and T (vy) are respectively a solution and a supersolution of

Q;;,,A,\V|[M] = G(x,vy).

On dw, we have T (v;) = f = T(v2). By Lemma 4.23, we obtain T (v;) < T (vp) in w.
Consider any subsolution v € WLP(w) N C(&) of the boundary value problem

Q/p,.A,V[u] =g ino,
u=f on dw.

Then in the weak sense in w,
le,A,|V\[U] = Q;,A,V[U] +Gx,v) —g(x) = Gx,v).
Furthermore, T (v) is a solution of

, _ .
Q) 4 vlul =Gx,v) in o,
u=f in the trace sense on dw.

Invoking Lemma 4.23, we get v < T'(v) a.e. in w. Furthermore,
0 4yl T®]=g+2V™ (020 = [TWI"?TW) < ginw
Analogously, for any supersolution v € W7 (w) N C(®) of the boundary value problem

0, 4ylul=g ino,
u=f on dw,

T (v) is a supersolution of the same problem with v > T (v) a.e. in w.
We define two sequences by recursion: for any k£ € N,

g2y, u, AT ) =TR®W), and o2 ¢, iy 2 T(ag—1) = TW(p).

Then the monotone sequences {u; }ren and {ity }ren converge to u and i a.e. in w, respec-
tively. Using ([26], Theorem 1.9), we conclude that the convergence is also in L?(w).
Arguing as in the Harnack convergence principle, we may assert that ¥ and u are both fixed
points of 7" and solutions of

Q;,A,V[u] =8 in w,
u=f on dw,

with ¥ < u <u < ¢ in w. The uniqueness is derived from Lemma 4.3. O
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4.6.2 Weak Comparison Principle

The following weak comparison principle extends ([39], Theorem 5.3) to our setting and
has a similar proof to ([39], Theorem 5.3), and therefore it is omitted.

Theorem 4.25 (Weak comparison principle) Let w € Q2 be a Lipschitz domain, let A satisfy
Assumption 2.6, and let g,V € M1(p; w) with g > 0 a.e. in w. Assume that A1 > 0.
Ifur € WhP(w) N C(&) satisfies

Q/IJ’A,V[MZ] =g inow,
upy >0 on dw,

andu; € WP (w) N C(®) satisfies

le’_AJ/[ul] = Q/p,.A,V[MZ] inw,
up < uz on dw,

thenu; < ujp in w.

5 Agmon-Allegretto-Piepenbrink (AAP) Theorem

In this section, we establish an Agmon-Allegretto-Piepenbrink (in short, AAP) type theo-
rem. See [1, 2, 39], and [22, 24], respectively, for the counterparts, in the linear case, the
quasilinear case, and the cases of graphs and certain Dirichlet forms.

5.1 Divergence-type Equation

We introduce a divergence-type equation of the first order. For a related study, see [20].

Definition 5.1 Let A satisfy Assumption 2.6 and let V € M]‘f)c(p; Q). A vector field S €

L{;C(Q; R”™) is a solution of the first order partial differential equation
—divAx, S+ 1 —-pAx,S)-S+V =0 in , 5.
if
/ Ax, §) - Vyrdx + (1 —p)/ (Ax, S) - S)l//dx—l—/ Viydx =0,
Q Q Q
for every function ¢ € CS°(2), and a supersolution of the same equation if
/ A@x, S) - Vyrdx + (1 —p)/ (Ax, S) - S)lﬂdx-i-/ Virdx > 0,
Q Q Q
for every nonnegative function ¥ € C°(<2).
We state a straightforward assertion without proof.

Assertion 5.2 All the integrals in Definition 5.1 are finite. Moreover, for any solution S
defined as above, the corresponding integral equality holds for all bounded functions in
WC1 "P(Q), and for any supersolution S, the corresponding integral inequality holds for all
nonnegative bounded functions in WC1 P(Q).
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5.2 AAP type Theorem

Following the approach in [39], we establish the AAP type theorem. In other words, we
prove that the nonnegativity of the functional Q) 4,v on C2°(2) is equivalent to the exis-
tence of a positive solution or positive supersolution of the equation Q;)’ Avlul =0in Q.
We also obtain certain other conclusions involving the first-order Eq. 5.1 defined above.
Recall that for every ¢ € C°(Q2),

0p.aviel = [ (el + Vil) dx.
The functional @, 4, v is said to be nonnegative in Qif Q, 4,v[¢] > 0forallp € C°(R2).

Theorem 5.3 (AAP type theorem) Let the operator A satisfy Assumption 2.6, and let V €
M]'f)c( p; Q). Then the following assertions are equivalent:

(1) the functional Qp v is nonnegative in S2;

(2) the equation le,A,V[”] = 0 admits a positive solution v € WIL’CP (),

(3) the equation Q/p,A,v["‘] = 0 admits a positive supersolution v € WIL’CP(Q);
(4) the first-order Eq. 5.1 admits a solution S € LY (S R");

loc

(5) the first-order Eq. 5.1 admits a supersolution Se L{;C(Q; R™).

Proof of Theorem 5.3 The proof of the theorem is similar to that of ([39], Theorem 4.3),
but the arguments for the implications (2) = (4) and (3) = (5) are simpler.
It suffices to show (1) = (2) = (j) = (5), where j = 3,4, (3) = (1), and (5) = (1).
(1) = (2) Fix a point xg € 2 and let {w;};en be a Lipschitz exhaustion of € such
that xo € w;. Assertion (1) yields fori € N,

Opav+yyilu; o]l 1
A (QpAveiyis wi) = P /i L > T

ueWy™ (@)\{0} ||M||€p(m,.)

which, combined with Theorem 4.22, gives a positive solution v; € WOI’I7 (w;) of the prob-
lem Q;:,A,V—&-l/i[u] = fi in w; with u = 0 on dw;, where f; € C°(w; \ @i—1) \ {0},i > 2,
are nonnegative. and

0y avsril: o] é/ (Vul?y + (V + 1/D)ul?) dx.

w;

Setting w} = w;_1, we get forall u € Wcl‘p(w;),

1 _
/.A(x,Vvi).Vudx—i—/ (V-i-f)UiP Ywdx = 0.
a)l/ wl/. l

Normalize f; so that v; (xg) = 1 for all i > 2. Applying the Harnack convergence principle
with V; £ V + 1/i, we get the second assertion.

(2) = (3) We may choose v = v.

(3) = (1) Let v be a positive supersolution of Q;),A’V[u] =0and T £ —IVﬁ/f)lf“_z.

For any ¢ € C2°(R), picking |/ |P3!P € Wcl’p(Q) as a test function, we obtain:

(p—l)/Q|T|Z{|w|despr|T|A|w|P—‘|vw|Adx+fQvwfV’dx.
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Then Young’s inequality pab < (p — l)aP, +bP witha = |T|4|¥|?~ " and b = |Vi|4
yields the first assertion. For an alternative proof, see Lemma 4.12.

(2) = (4) Let v be a positive solution of Q;;,A,V[“] = 0. Then 1/v € L{; (Q2) by
the weak Harnack inequality (or by the Harnack inequality if p > n). Let S £ Vu/v.
Because v € Wll;g’(sz) and 1/v € L.(), it follows that S € L] (Q;R").

We claim that S is a solution of the Eq. 5.1. For any ¥ € C2°(R2), we employ yv! =7 €
WP (Q), with

v (wvlfp) — 0PV 4 (1 = p)yyu PV,

as a test function in the definition of the equation Q;, 4. y[w] =0 with v as a solution.

fA(x,Vv)-vl_defdx—{—/ .A(x,Vv)-(l—p)l//v_”Vvdx—}-/ Viv|P 2uyv! 7P dx
Q Q Q

=/.A(x,@)-vwdx—l—(l—p)/1,0A<x,ﬂ)-ﬂdx+/VIﬁdx
Q v Q v v Q
:/.A(X,S)~V1//dx+(1—p)/foA(x,S)-de—i-/Vl//dx:O.

Q Q Q

(3) = (5) For a positive supersolution v of Q; 4. vlul =0, we adopt the same argument

as above with § replaced by S £ Vii/7, except using nonnegative test functions ¥ €
C2°(€2) and in the last step.

(4) = (5) We may choose S=Ss.

(5) = (1) Forany ¥ € C2°(2), we get

/A(x, $)-V|y |Pdx =pf 1P A, §)-V v |dx
Q Q
< p/9|w|1’—1|5|i“|wudx

< (p—l)/Q|zp|"|3|gdx+/g|w|idx, (5.2)

where the first inequality is derived from the generalized Holder inequality (Lemma 2.7),
and in the last step, Young’s inequality pab < (p — l)a? + b? is applied with a =
_1,5p-1
[wIP~IS)Y and b = |V a.
Because S is a supersolution of Eq. 5.1, we have

[ A v ar s a-p [ 3Gwracs [ vieraczo,
Q Q Q
which together with Eq. 5.2 implies Q, 4, v[¥] = 0 for all € CZ°(R). O

Corollary 5.4 Let o € Q be a domain, let A satisfy Assumption 2.6, and let V €
M4 (p; w). Then the principal eigenvalue is unique.

Proof Let A be any eigenvalue with an eigenfunction v, > 0. By Harnack’s inequality,
the eigenfunction v;, is positive in w. Then v, is a positive solution of Q/p,A,V—/\[“] = 0.
By the AAP type theorem, the functional Q) 4 v, is nonnegative in w and hence by the
definition of A1 and Lemma 4.16, we get A1 < A < A1. Thus, A} = A. O

@ Springer



Y.Houetal.

6 Criticality Theory

In this section we introduce the notions of criticality and subcriticality and establish funda-
mental results in criticality theory for the functional O, 4, v that generalize the counterpart
results in ([39], Section 4B) and ([40], Theorem 6.8).

First, let us discuss the following extra assumption for 1 < p < 2 that we need for
certain results in the sequel.

Assumption 6.1 Let 1 < p < 2andV € Ml‘f)c(p; Q). On top of Assumption 2.6 and
Assumption 2.8, we assume that A and V are regular enough to guarantee that positive

solutions of the underlying equations are in WIL’COO. Moreover, in this case we consider only

positive supersolutions in WIL‘COO (cf- [39])

Remark 6.2 For sufficient conditions to ensure the above assumption see [27]. For a more
concrete example, see the hypothesis (H1) in [39]. Another example is given by the pseudo
p-Laplacian plus a locally bounded potential by ([28], page 805).

6.1 Characterizations of Criticality
6.1.1 Null-sequences and Ground States

Definition 6.3 Let A satisfy Assumption 2.6 and let V € MlqoC (p; Q).

® [f there exists a nonzero nonnegative function W € M, 7 (p: )\ {0} such that

loc

Op.aviel Z/ Wiel? dx,
Q

for all ¢ € CZ°(2), we say that the functional Q, 4 v is subcritical in Q, and W is a
Hardy-weight for Q) v in Q. Clearly, if W is a Hardy-weight for O, 4 v in €, then
there exists a Hardy-weight 0 < W < W such that W € L(R2) for Q) 4,v in Q.

® if O, 4 v isnonnegative in 2 but O, 4 v does not admit a Hardy-weight in €2, we say
that the functional Q) 4,v is critical in §2;

e ifthere exists ¢ € C2°(R2) such that Q) 4 v[e] < 0, we say that the functional O, 4,v
is supercritical in Q.

Definition 6.4 Let A satisfy Assumption 2.6 and let V € Mff)c (p; €2). A nonnegative
sequence {uglren < Wcl’p (R2) is called a null-sequence with respect to the nonnegative

functional Q, 4 v in Q if

e forevery k € N, the function uy is bounded in €2;
® there exists a fixed open set U € 2 such that [luk|.r@) = 1forallk e N;
® and klim Op.avlug] =0.

—00

Definition 6.5 Let A satisfy Assumption 2.6 and let V € Mff)c (p; ). A ground state of

the nonnegative functional Q, 4,y is a positive function ¢ WIL’CP (2), which is an Lf;c(Q)

limit of a null-sequence.
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Lemma 6.6 Let A satisfy Assumption 2.6 and let V € Mﬁ)c(p; Q). If a nonnegative
sequence {ug}ren < Wcl’p(Q) satisfies:
for every k € N, the function uy, is bounded in 2;

there exists a fixed open set U @ Q2 such that |\ug||pr@w) < 1 forallk e N;
kli)lgon,A,V[uk] = 0;

®  and {uj}reN converges in Lﬁ)c(Q) to a positive u € WIL’CP (),

then u is a ground state up to a multiplicative constant.

Proof By the second condition, we may assume that up to a subsequence klim luillLr ) =
—> 00

Cy for some positive constant Co. Set Cx 2 ugll rr)- Then {uy / Ci}ien is a null-sequence
converging in L{;C(Q) to u/Co. O
Corollary 6.7 Let ® € Q be a domain, let A satisfy Assumption 2.6 and let V €
Mﬁ)c( p; 2). Then a positive principal eigenfunction v associated to the principal eigenvalue
A = A1(Qp, A, v; o) is a ground state of the functional Qp A v—», in o.

Proof Letv' € W(;’p (w) be a principal eigenfunction associated to A1, and let {¢x}xen <
C2°(w) be a sequence approximating v’ in WO1 P (w). Then Lemma 4.18 implies that

kli)ngo Op Av-ilok; ol = 0p av—r,[V;0] =0, and |lgkllzr@w) =<1 Vk €N,

where U € w is a fixed nonempty open set. By Lemma 6.6, for some positive constant C,
the principal eigenfunction v £ Cv’ is a ground state of Q P A V-2 iN . O

Proposition 6.8 Let {uy}ren be a null-sequence with respect to a nonnegative functional
Qp. Ay in Q, where A satisfies assumptions 2.6 and 2.8, and V € MlqOC (p; Q). Let v be

a positive supersolution (and assume v € WIL’COO(Q) ifp <2)of Q’p aylul = 0in Q

and let wy = uy/v, where k € N. Then the sequence {wy}xeN is bounded in WI]O’CP(Q)

and Vwy — 0ask — oo in Lf;c(Q; R™).

Proof Let U be a fixed open set such that forallk € N, [lux|lLr@) = 1,andletU € v € Q
be a Lipschitz domain. Using the Minkowski inequality, the Poincaré inequality, and the
weak Harnack inequality, we obtain for every k € N,

1/p

A

lwllLr ) < llwe — (widullr@) + (we) v (£ (@)

(i) (L))" .

IA

Cn, p,w, U)|VwillLr(@re) + -
infy v

By Holder’s inequality, noting that |lu || .r vy = 1, we obtain

Wi LP (0 C n, P, w, l) ka LP (w;R" . . ().l
(w) (w; ) fU Cn(ly)

By Lemma 2.2 with & = V(vwy) = V(ug) and & = wi Vv, we obtain

|Vuk|f’4 - w,fleIf4 — pA(x, wyVv)-vVwg > 0,
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which together with (Assumption 2.8) implies
Co(p, A)f[wk, weVolady < f (IVurlly — wi [Vl = pAGe, wiVo)-vVu) dx
w w

< / (IVur’y — wi IVl —vA(x, Vo).V (wy)) dx
Q

= / |Vuk|ﬁldx—/A(x,Vv)'V(w,fv)dx.
Q Q

Since v is a positive supersolution, we obtain

Cw(p,A)/[Vuk,kav]Adx 5/ |Vuk|”Adx+/ Vul dx = Qp a vIugl.
w Q Q

Suppose that p > 2. By the weak Harnack inequality, and the ellipticity condition Eq. 2.2,
we get for a positive constant ¢ which does not depend on k,

c/ [Vl dx < cw(p,A)/ VP Vgl dx < Qpavlu] — 0ask — co.
10} Q

Consequently, by Holder’s inequality,
Vwr — 0ask — oo in LY (S R™Y),

loc

and this and Eq. 6.1 also imply that {wy }xcn is bounded in WIL’CP (€2). The proof for p < 2
is similar to the counterpart proof of ([39], Proposition 4.11). O

Theorem 6.9 Ler A satisfy assumptions 2.6, 2.8 and let V € Mf(lm(p; Q). In addition,
for1 < p < 2 suppose that Assumption 6.1 holds. Assume that the functional Q, 4.y is
nonnegative on C°(2). Then every null-sequence of Q. a,v converges, both in Lf:)C(Q)
and a.e. in Q, to a unique (up to a multiplicative constant) positive supersolution of the
equation Q;;,A,V[”] =0in Q.

Furthermore, a ground state is in Cf:m(Q) for some 0 < y < 1, and it is the unique

positive solution and the unique positive supersolution of Q/p aylul=0inQ.

Remark 6.10 By uniqueness we mean uniqueness up to a multiplicative constant.

Proof of Theorem 6.9 By the AAP type theorem, there exists a positive supersolution v €
Wy (2) and a positive solution i € W,,” () of Q), 4 [u] = 0 in . Let {ui}een be a
null-sequence of Q) 4,v in €, and set wy = uy /v. Using Proposition 6.8, we obtain

Vwy — 0ask — ooin LY (€ R™).

loc
The Rellich-Kondrachov theorem yields a subsequence, which is still denoted by wy,
with wy — ¢ for some ¢ > 0 in WIL’CP (2) as k — oo. Since v is locally bounded away from
zero, it follows that up to a subsequence, u;y — cv a.e. in € and also in Llp0 C(Q). Therefore,
¢ = 1/|lvllLr) > 0. Furthermore, any null-sequence {uy }ren converges (up to a positive
constant multiple) to the same positive supersolution v. Noting that the solution v is also a
positive supersolution, we conclude that v = Cv for some C > 0. It follows that v is also
the unique positive solution. (]

As a corollary of the above theorem we have:

Theorem 6.11 Let @ € Q2 be a domain. Let A satisfy assumptions 2.6, 2.8, and let V €
M9 (p; w). In addition, for 1 < p < 2 suppose that Assumption 6.1 holds. Suppose that the
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equation Q/],’A’V[u] = 0 in w admits a proper positive supersolution in WP (w). Then the
principal eigenvalue Ay = A1 (Qp, 4,v; w) is strictly positive.

Therefore, all the assertions in Theorem 4.22 are equivalent if A and V are as above
and w € 2 is a Lipschitz domain.

Proof We need to prove (4) = (3) in Theorem 4.22. Indeed, by the AAP type theo-
rem, Qp 4,v is nonnegative. In particular, Ay > 0. If Ay = 0, then positive principal
eigenfunctions are all positive solutions of the equation Q;). Avlul = 0. By Corollary
6.7 and Theorem 6.9, the positive principal eigenfunctions are the unique positive super-
solution of Q’p, Avlul = 0in o, but this contradicts our assumption that the equation

;,’ avlul = 0 in e admits a proper positive supersolution in W7 (w). Hence, A; > 0. [
6.1.2 Characterizations of Criticality
The next theorem contains fundamental characterizations of criticality or subcriticality.

Theorem 6.12 Let A satisfy assumptions 2.6 and 2.8 and let 'V € M]%C (p; ). In addition,
for'1 < p < 2 suppose that Assumption 6.1 holds. Assume that Q, Ay is nonnegative

in Q. Then the following assertions hold true.

(1) The functional Qp a,v is critical in Q if and only if Qp A,v has a null-sequence
in CX(Q).

(2)  The functional Q) 4, v has a null-sequence if and only if the equation Q;), aviul=0
has a unique positive supersolution.

(3) The functional Qp A v is subcritical in Q if and only if Qp Av admits a strictly
positive continuous Hardy-weight W in Q.

(4) Assume that Q A v admits a ground state ¢ in Q2. Then there exists a strictly positive
continuous function W such that for y € C2°(2) with fQ ¢ dx #£ O there exists a
constant C > 0 such that the following Poincaré-type inequality holds:

P 1
Qp,A,v[wHCV oV dx 25/ Wiel?dx Vo € C(R).
Q Q

Proof (1) Suppose that Q, 4, is critical. For every nonempty open U € £, let

A . .

cy=__inf Qpavlpl= inf 0p,4vlpl
0zpeCcx@) " pec@
llellp@y=1 lellLrwy=1

where the equality is an immediate corollary of Lemma 4.18. Pick W € CZ°(U) \ {0} such
that 0 < W < 1. Then for all ¢ € C°(Q2) with |||l »@) = 1, we have

CU/ Wipl? dx < cy < Op,aviol.
Q

Because Q) 4,v is critical in 2, it follows that cy = 0. Hence, a minimizing sequence of
the above variational problem is a null-sequence of Q, 4,v in .

Suppose that Q) 4,v admits a null-sequence in 2. By Theorem 6.7, we get a positive
solution v of Q;, A,V[“] = 0.If QO 4,v is subcritical in £ with a nontrivial nonnegative
Hardy-weight W, then the AAP type theorem gives a positive solution w of the equation
Q’p’ Av_wlul = 0in €. The function w is also a proper positive supersolution of the
equation Q;’ v lul = 0. Therefore, w and v are two positive supersolutions of the above
equation, but this contradicts Theorem 6.7.
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(2) Suppose that the equation Q’p’ Avlul = 0 in €2 admits a unique positive superso-
lution. If Q) 4,v does not admits a null-sequence, then Q, 4, v is subcritical by (1). The
same argument as in the second part of the proof of (1) leads to a contradiction. The other
direction follows from Theorem 6.7.

(3) Suppose that Q,_4,v is subcritical. Let {Uy }ren be an open covering of 2 with Uy €
Q and UgenUi = Q. Let {xx}xen be a locally finite smooth partition of unity subordinated
to the covering. Then by the proof of (1), for every k € N, we have ¢y, > 0. Then for all
¢ € C°(2) and every k € N we have

2740, avigl = 2 ey, /

ol dx > rkck/ xilol? dz,
U Q

where Cy £ min{cy,, 1} for k € N. Then for all ¢ € C2°(2) and every k € N we have

2750, avigl = 275 Cy f

lpl? dx > Tka/ Xelpl? dx.
Uk Q

Adding together all the above inequalities over all k € N, we get
Oravielz [ WigP s Vo eCF@.
Q

where W £ Z,fozl 27k Cy Xk > 0 is smooth (recall that this series is locally finite). The
other direction follows from the definition of subcriticality.
(4) For every nonempty open set U € €2 and every ¢ € C°(R2), let

0Y 4 gl 2 0y avig] +/U P dx,

which is subcritical because Q) 4,v is nonnegative. By (3), for every nonempty open set
U € Q, there is a positive continuous function W in €2 such that for all ¢ € C°(),

Qg,A,vM]Z/QW(x)IwI”dx. (6.2)

Fix ¢ e C°(2) with fQ ¢y dx # 0. Assume that for every U € €2, there exists a
nonnegative sequence {@i }xeny € C2°(£2) such that

/ lgl?dx =1,  Qp avle] =0, and f exdx — 0, ask — oo.
U Q

Because {¢i}ren is a null-sequence, by Theorem 6.7, {¢r}reny converges (up to a
multiplicative constant) in L{;C(Q) to the ground state. Furthermore,

lim /wkwdxszdx;éo,
k—o00 Jq Q

and we arrive at a contradiction. Therefore, there exists a nonempty open U € 2 such that
for all ¢ € CZ°(£2) and some positive constant C,
p
/ oy dx ) .
Q

By combining the above inequality with Eq. 6.2, we obtain the desired inequality. O

/U lpl?dx < C (Qp,.A,V[(p] +

Corollary 6.13 Let A satisfy Assumptions 2.6 and 2.8 and let V € Mﬁ)c (p; Q). In addi-
tion, for 1 < p < 2 suppose that Assumption 6.1 holds. Then Qp A v is subcritical in a

domain w € Q if and only if .1 (Qp, A, v; @) > 0.
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Proof Suppose that Q) 4 v is subcritical in w. Therefore, it admits a Hardy-weight W
in w. The AAP type theorem (Theorem 5.3) implies that there exists a positive solution v
of le,A,V—W[u] = 0 in w. Clearly, v is a proper positive supersolution of Q;!A’V[u] =0
in . By Theorem 6.11, we have A (Qp, 4,v; ) > 0.

On the other hand, if 11(Qp, 4,v; @) > 0, then A; is a Hardy-weight for O, 4,v in @
and hence Q) 4,v is subcritical. O

6.2 Perturbation Results and Applications

The present subsection is mainly intended for certain perturbation results. Our perturbations
results are divided into two cases. One is a domain perturbation, and the other concerns
certain potential perturbations. As an application we show that a critical operator admits a
null-sequence that converges locally uniformly to its ground state.

6.2.1 Criticality Theory under a Domain Perturbation
The following is a straightforward result (see ([42], Proposition 4.2)).

Proposition 6.14 Ler A satisfy Assumptions 2.6 and 2.8 and let V € Mﬁ)c (p; 2). In addi-
tion, for 1 < p < 2 suppose that Assumption 6.1 holds. Let 21 S Q2 C Q be subdomains
such that Q, \ Q21 # 0.

(@) If Qp A,v is nonnegative in 3, then Q p A v is subcritical in Q1.
(b) If Op.a,v iscritical in 2, then Qp Ay is supercritical in ;.

Corollary 6.15 Ler A satisfy Assumptions 2.6 and 2.8, and let V € Mﬁ)c (p; ). In addition,
for1 < p < 2 suppose that Assumption 6.1 holds. If QO A,y is nonnegative in Q, then for
all domains w € 2, we have L1 (Qp 4, v; w) > 0.

Proof The result follows directly from Proposition 6.14 and Corollary 6.13. (]
6.2.2 Criticality Theory under Potential Perturbations

We state here certain results on perturbations by a potential whose proofs are as in the proofs
of ([39], Proposition 4.8), ([39], Corollary 4.17), ([42], Propositions 4.4 and 4.5).

Proposition 6.16 Suppose that A satisfies Assumption 2.6, Vo > V) a.e. in Q, where V; €
Ml‘z)c(p; Q) fori =1,2, and L"({x € Q: Va(x) > V1(x)}) > 0.

(1) If Qp,A,v, is nonnegative in 2, then Q) 4.y, is subcritical in Q.
(2) If Op,a,v, is critical in Q, then Q) 4.y, is supercritical in Q.
Corollary 6.17 Let A satisfy Assumptions 2.6 and 2.8, and let V; € Mff)c(p; Q), where i =
0, 1. In addition, for 1 < p < 2 suppose that Assumption 6.1 holds. Assume that O, A v;
are nonnegative fori = 1,2. Let V; 210 -DVy+1tV; fort € [0,1]. Then Q) v,
is nonnegative in Q for all t € [0, 1. Moreover, if L ({Vo # V1}) > 0, then Qp a,v, is
subcritical in Q for every t € (0, 1).

Proposition 6.18 Let A satisfy Assumptions 2.6 and 2.8, and let V € Mﬁ)c (p; ). In addi-
tion, for 1 < p < 2 suppose that Assumption 6.1 holds. Assume that Q , A.v is subcritical
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inQandV € L(2)\{0} is such that V }_‘ 0. Then there is T4 > 0 and 1_ € [—00, 0) such
that Qp A, v+v is subcritical in Q if and only if t € (v, ty). In addition, Qp A vz, v is
critical in Q.

Proposition 6.19 Let A satisfy Assumptions 2.6 and 2.8, and let V € Mff)c (p; Q). In addi-
tion, for 1 < p < 2 suppose that Assumption 6.1 holds. Assume that Q p v is critical in
with a ground state v. Let V € L°(2). Then there is 0 < t < oo such that Q p 4, v4+v is
subcritical in Q fort € (0, t4.) if and only 1fo Vv’ dx > 0.

6.2.3 Locally Uniformly Convergent Null-sequence
The following is an important application of the above perturbation results.

Lemma 6.20 Let A satisfy Assumptions 2.6 and 2.8, and let V € Mff)c (p; Q). In addition,
for 1 < p < 2 suppose that Assumption 6.1 holds. Assume that Q) 4,y is critical in Q.
Then Qp a,v admits a null-sequence {¢;}ien S C°(R2) converging locally uniformly to

the ground state ¢.

Proof Let {w;}ien be a Lipschitz exhaustion of 2, xo € wj, and V € C°(Q2) \ {0} a
nonnegative function such that supp(V) € w;. By virtue of Proposition 6.18, for every i €
N, there exists #; > 0 such that the functional Q, 4,v_v is critical in ;. Let qblf be the
ground state of Qp, 4 v—_,v in w; satisfying ¢!(xg) = 1. Clearly. lim; o t; = 0, and
AM(Qp,A,v—y;v; wi) =0, hence, ¢; € Wol’p(w,-), and QP,A,V_,,.V[Q’);] =0. By Theorems 3.5
and 6.12, it follows that the sequence {¢,};en converges locally uniformly to c¢, the ground
state of Q' , \, in 2, where ¢ > 0 is a constant, and fwl |p/17 dx =< fwl lplPdx =< 1.1t

follows that lim Qp,A,V[¢;]: lim tif V(¢;)1’ dx =0.
i—00 i—oo J,

By virtue of ([10], page 250, Theorem 1) and ([10], page 630, Theorem 6), there exists a
nonnegative approximating sequence {¢; };en € C2°(2) such that lim Q, 4 v[#;1=0, and
1—> 00

{¢i} converges locally uniformly to ¢ in 2. Hence, fwl |¢i|? dx < 1. By Lemma 6.6, the
desired result follows. O

6.3 Hardy-Sobolev-Maz'ya Inequality and (.4, V)-Capacity
The following definition of capacity is a counterpart of ([40], Definition 6.7).

Definition 6.21 Let A satisfy Assumption 2.6 and let V € M]%C (p; 2). Assume that the
functional Q) 4 v is nonnegative on C2°(£2). For every compact subset K of 2, we define

the (A, V)-capacity of K in Q as
Cap 4 v(K, Q) £inf{Q, avlp]l:p e CX(RQ),¢>lonK}.

Remark 6.22 For the p-capacity and the (p; r)-capacity, see ([16], Chapter 2) and ([30],
Section 2.1). For a relationship between the p-capacity and the p-parabolicity in a Rieman-
nian manifold, see [55, 56]. Recall that | |f4 = pF(x,&)forae. x € Qandall £ € R". For
the variational F-capacity, which is a Choquet capacity as guaranteed by ([16], Theorem
5.31), we refer to ([16], Section 5.30).
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The following theorem is an extension of ([40], Theorem 6.8), ([43], Theorem 4.5), and
([45], Theorem 3.4). The proof is omitted since it is similar to that of ([43], Theorem 4.5).

Theorem 6.23 Let A satisfy Assumptions 2.6 and 2.8 and let V € MlqOC (p; ). In addition,
for 1 < p < 2 suppose that Assumption 6.1 holds. Assume that Q) Ay is nonnegative
on CZ°(2) and the equation Q;,A,V[w] = 0in Q admits a positive supersolution v whose
gradient is locally bounded. Then the following assertions are equivalent.

(1)  The functional Qp, v is subcritical in Q;
(2) there exists a positive continuous function W* in Q such that for all ¢ € C2° (),

Op.Aviel = /Q W*(x) (IVel?) + lol?) dx;

(3) for every nonempty open set U € Q2 there exists cy > 0 such that for all ¢ € C° (),

)4
0, aviel = cu (/U |<o|dx) :

(4)  the (A, V)-capacity of all closed balls B € Q2 with positive radii in Q is positive;
@) the (A, V)-capacity of some closed ball B @ Q with a positive radius in Q is positive.
Furthermore, in the case of p < n, (1) holds if and only if
(5) there exists a positive continuous function W in Q such that the following weighted
Hardy-Sobolev—Maz’ya inequality holds true:

. . p/p*
Op.aviel = (/ W(x)lpl? dx) Ve Cl(Q),
Q
where p* = pn/(n — p) is the critical Sobolev exponent.

7 Positive Solution of Minimal Growth

This section concerns the removability of an isolated singularity, the existence of positive
solutions of minimal growth in a neighborhood of infinity in €2, and their relationships with
the criticality or subcriticality. We also study the minimal decay of a Hardy-weights.

7.1 Removability of Isolated Singularity

In this subsection, we consider the removability of an isolated singularity (see also [13, 49,
50] and references therein).

Lemma 7.1 Fix xo € Q. Denote by B, £ B,(xo) the open ball of the radius r > 0
centered at xo. Suppose that A satisfies Assumption 2.6, and let V.€ M9 (p; Br) for some
R > O with Bg € Q. Then there exists Ry € (0, R) such that A{(Qp 4,v; By) > 0 for all
0<r <R
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Proof By ([25], Theorem 13.19), forall0 < r < Rand u € Wol’p(B,) \ {0}, we have the
lower bound [|Vul|7, ) = C(n, p)r~Plull], 4, Let § = ap,/2. Then by the Morrey-

Adams theorem, forall 0<r <R and u € Wol‘p(Br) \ {0} with ”“”[ZP(B,) =1, we get

\Y

M(Qpav; B) = / IVulpAdx+/ Viul? dx ZaBR/ IWI”dx+/ Viul? dx
B, B, B, B,

Cn, p,q) ”V”n/(pq—n)
§n/(pg—n) M4(p;Bg) *

v

8Cn, p)yr=F —

Thus, for all sufficiently small radii » > 0, the principal eigenvalue A1(Qp 4,v; B;) >
0. O

The following theorem can be proved by essentially the same arguments as those of ([39],
Theorems 5.4), and therefore it is omitted.

Theorem 7.2 Assume that p < n, xo € R, A satisfies Assumption 2.6, and V €
Mff)c(p; Q). Consider a positive solution u of Q/p,.A,V[w] = 0in a punctured neighborhood
Uy, of xo. If u is bounded in some punctured neighborhood of xo, then u can be extended to

a nonnegative solution in Uy,. Otherwise, lim u(x) = oo.
X—>X0

7.2 Positive Solutions of Minimal Growth

In this subsection, we study positive solutions of minimal growth at infinity in €2, a notion
that was introduced by Agmon in [1] for second-order linear elliptic operators, and was
later extended to the quasilinear case [42] and graphs [22]. In particular, we give a further
characterization of criticality in terms of global minimal positive solutions.

7.2.1 Positive Solutions of Minimal growth

Definition 7.3 Let A satisfy Assumption 2.6 and let V € Mff)c (p; ). Let Ko be a compact

subset of 2. A positive solution u of Q; aylw]l=0in Q\ Ko, is called a positive solution
of minimal growth in a neighborhood of infinity in 2 if for any smooth compact subset K

of Q with Ky € K, any positive supersolution v € C (Q \ K) of Q’p’A,V[w] =0in 2\ K
such that # < v on 0K, satisfies u# < v in Q \ K. For such a positive solution u, we
write u € Ma.x, = Mgx . If Ko =, then u € Mgy is said to be a global minimal
positive solution of Q/p’A,V[w] =0in Q.

Theorem 7.4 Let Q) av > 0in CX(Q2) with A satisfying Assumption 2.6, and let V €
M]'f)c(p; Q). Then for every xo € K, the equation Q/p’A,v[w] = 0 has a solution u €
Q;{xo}-

Proof Let {w;}ien be a Lipschitz exhaustion of Q2 with xo € w;. We define the inra-
dius of w; as r; £ sup,.,, d(x,dw;), and consider the open sets U; £ w; \ B; =
; \ By /i+1)(x0), for i € N. Fix a point x; € Uj. Note that {U;};eN is an exhaustion
of @\ {xo}. Pick a sequence of nonnegative functions f; € C° (Bi (x0) \W) \ {0},
for all i € N. The principal eigenvalue

M (Qp.av+iyis Ui) >0,
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because Qp 4 v is nonnegative in 2. Then, by virtue of Theorem 4.22, for every i € N,
there exists a positive solution v; € Wol’p(U,-) of Q;) A,v+1/i[”] = f; in U;. The Harnack

convergence principle yields a subsequence of {ui £ v (x)/v; (xl)}' N converging locally
IAS]
uniformly in € \ {xo} to a positive solution u of Q;I’ A,V[”] =0in Q\ {x0}.

We claim that u € Mg;(y,}. Consider any smooth compact subset K of  with xg € K
and any positive supersolution v € C (Q \ K) of Q;’A’V[u] =0inQ\ K withu <v
on K. For an arbitrary § > 0, there exists ix € N such that suppf; € K foralli > ig
andu; < (1+8)vonad (w; \ K). The weak comparison principle (Theorem 4.25) gives u; <
(1+43d)vin w; \ K. Then by letting i — oo and then § — 0, we obtainu < vin Q\ K. O

Definition 7.5 A function u € Mgy, is called a minimal positive Green function
of Q/p Ay in Q with singularity at xo, if u admits a nonremovable singularity at xp. We

denote such a Green function by G%, v (x, xo0).

Remark 7.6 See [35, 36, 38] for more on minimal positive Green functions of linear elliptic
operators of the second order.

7.2.2 Further Characterization of Criticality

We characterize the criticality and subcriticality of Q) 4,v in terms of the existence of a
global minimal positive solution and the existence of a Green function.

Theorem 7.7 Let A satisfy Assumptions 2.6 and 2.8, and let V € Mfgc(p; Q). In addition,
for 1 < p < 2 suppose that Assumption 6.1 holds. Consider the nonnegative func-
tional Qp av. Then Q) a,v is subcritical in 2 if and only if the equation Q/p,A,V[u] =
0 does not admit a global minimal positive solution in Q2. Moreover, a ground state
of Q/]J,Av[u] = 0in Q is a global minimal positive solution of Q’p’A,V[u] =0in Q.

Proof The proof is similar to that of ([39], Theorem 5.9) and hence omitted. O

Theorem 7.8 Let A satisfy Assumptions 2.6 and 2.8, and let V € Mfgc(p; Q). In addition,
for 1 < p < 2 suppose that Assumption 6.1 holds. Assume that the functional Q) A,y is
nonnegative in Q, and fix u € Mgy, for some xp € Q.

(1) If u has a removable singularity at xo, then Qp a,v is critical in Q.

(2) If p < nand u has a nonremovable singularity at xo, then Q) 4 v is subcritical in Q.

(3) If p > n, u has a nonremovable singularity at xo, and limy_, x, u(x) = c for some
positive constant ¢, then Q) 4.y is subcritical in Q.

Proof The proof is similar to that of ([39], Theorem 5.10) and hence omitted. O
7.3 How Large can Hardy-weights be?
The following theorem is a generalization of ([23], Theorems 3.1 and 3.2).

Theorem 7.9 Let A satisfy Assumptions 2.6 and 2.8 and let V € Mff)c (p; ). In addition,
forl < p < 2 suppose that Assumption 6.1 holds. Assume that Q , A,y is nonnegative in 2.

For K € Q, let ¢ € WIL’CP(Q \ K) be a positive solution of the equation Q/p,A,V[u] =0in
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Q\ K of minimal growth in a neighborhood of infinity in Q2. Then for every K & Keg
and every Hardy-weight W of Qp A,y in Q\ K, we have

/ W|p|P dx < oo.
Ke

Proof Let K & K e Q, and let V € Cy° (l&) be a nonnegative function such that
Qp,A,V—V is critical in €2. There exists a null sequence {gi}ren S C2°(S2) for Qp,A,V—V
in  converging locally uniformly to its ground state ¢. So, ¢x > O, llgllLrk)y = 1,
and limg_, Qp,.A,va[(pk] =0.Let f € Cl() satisfy 0 < f < 1, flg = 0,
flxe =1,and |V f(x)] 4 < Co for some constant Co and all x € Q2. Then Q) 4, v[fex] >
Jxe Wiforl? dx = [i.c Wlgi|? dx. Moreover,

f Wigr|? dx < Qp,.A.V[f‘Pk]:/(|V¢k|pA+V|§0k|p)d~x +/ (IV(fol’y + VIfelP)dx
Kce Kce K\K

Wipao)

<0, 4y el +2/K(|V| + V)lgelPdx + Cllgell]

Since the null-sequence {¢y} is locally bounded in L*°(2) N whr(Q), it follows that
f,@ Wlek|? dx < Cj. Consequently, the Fatou Lemma implies that f,cf Wle|P dx < Cj.
Note that the ground state ¢ is a positive solution of Q/py A.v[ul = 0 of minimal growth at

infinity of €, hence, ¢ =< ¢ in K. Thus, [, W|¢|? dx < ooc. O
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