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Abstract. The negotiation of stakeholder values as a collaborative process throughout technology
development has been studied extensively within the fields of Computer Supported Cooperative
Work and Human-Computer Interaction. Despite their increasing significance for cybersecurity
incident response, there is a gap in research on values of importance to the design of open-source
intelligence (OSINT) technologies for this purpose. In this paper, we investigate which values and
value conflicts emerge due to the application and development of machine learning (ML) based
OSINT technologies to assist cyber security incident response operators. For this purpose, we
employ a triangulation of methods, consisting of a systematic survey of the technical literature
on the development of OSINT artefacts for cybersecurity (N=73) and an empirical value sensitive
design case study, comprising semi-structured interviews with stakeholders (N=9) as well as a focus
group (N=7) with developers. Based on our results, we identify implications relevant to the research
on and design of OSINT artefacts for cybersecurity incident response.

Key Words: Computer Emergency Response Team, Cybersecurity incident response, Machine
learning, Open-source intelligence, Value sensitive design

1. Introduction

Research on Computer Supported Cooperative Work (CSCW) has driven the
field of crisis informatics, which has been described as a multidisciplinary field
“concerned with the ways in which information systems are entangled with socio-
behavioral phenomena connected to disasters” (Soden and Palen 2018, p. 2). To
respond to crises, gathering and analysing social media data for emergency ser-
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vices has been studied. Especially its use for emergency operators in collaboration
with informal response communities (Purohit et al., 2014), the mitigation of infor-
mation overload (Kaufhold et al., 2020), and social media users’ expectations
towards crisis communication (Petersen et al., 2017; Reuter et al., 2017) has been
explored. Similar to existing emergency services for natural disasters, Computer
Emergency Response Teams (CERTs), which are also known as Computer Secu-
rity Incident Response Teams (CSIRTs) serve as a central point of contact, advice,
and coordination for government institutions and private actors in the event of
cybersecurity incidents and threats (Kossakowski, 2001; Riebe et al., 2021a).
CERTs do not only respond to incidents, which are reported to them, they also

monitor various media sources for new vulnerabilities and other threats, verify
different pieces of information, analyse threats, communicate with other CERTs,
and are expected to support “stakeholder[s] with specific recommendations, to
provide (daily) reports for selected stakeholders (e.g., a daily vulnerability report
for ministries), or to issue a general warning for multiple stakeholders (in case
larger- scaled ICT infrastructures are threatened)” (Riebe et al. 2021a, p. 11). The
main challenge CERTs face when executing their tasks, lies in ensuring adequate
cyber situational awareness when evaluating information from numerous public
and closed sources (Franke and Brynielsson, 2014; Riebe et al., 2021a). Relevant
public sources such as social media, blogs, websites, and feeds can be included in
this process, as part of an open-source intelligence (OSINT) approach (Glassman
and Kang, 2012). Considering the risk of information overload when evaluat-
ing public sources, especially in the case of serious security incidents with many
potential civilian casualties, the use of technical systems utilising machine learn-
ing (ML) algorithms for information filtering and analysis has become common
(Kaufhold et al., 2020). In such decision support systems, artificial intelligence
(AI) agents are becoming increasingly relevant as assistants for decision-making
(Chouldechova et al., 2018). CERT members have stated that they are in need
of (semi-)automated assistance for data gathering, (pre-)processing, analysis, and
communication of cyber threats based on ML (Riebe et al., 2021a; Van der Kleij
et al., 2017). Thus, there is the increasing use of OSINT systems within CERTs
(Kassim et al., 2022). As OSINT mostly relies on private data from users of
online media to be an effective tool for cybersecurity operators, the acceptance of
such a system is decisive. Value conflicts may arise as a consequence of different
groups in society being directly or indirectly affected in different ways, depend-
ing on the application of OSINT technologies. Therefore, it is imperative that not
only OSINT systems be further researched and investigated, but also arising value
conflicts. Research that focuses primarily on the values and value conflicts rel-
evant to the development of OSINT systems for cybersecurity incident response
has not yet been conducted extensively. This paper is guided by the collabora-
tive Value Sensitive Design (VSD) method (Friedman, 1996) and will contribute
to answering the following research question: Which values and value conflicts
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emerge due to the application and development of ML-based open-source
intelligence technologies in the context of cybersecurity incident response?
Our study is part of the CYWARN research project developing OSINT artefacts

for CERTs (Kaufhold et al., 2021), and contributes to the CSCW-discourse with
(1) a systematic literature review about technical research on OSINT technologies
for the application in the domain of cybersecurity, (2) an empirically grounded
elaboration of relevant stakeholder values and value conflicts in connection to the
application and development of OSINT technologies for cybersecurity incident
response, and (3) an outline of implications for the research on and the design of
ML-based OSINT technologies for collaborative cybersecurity incident response.
This paper is structured as follows: In Section 2, related work on OSINT and

VSD is presented and the research gap is outlined. Afterwards, Section 3 intro-
duces the research design. We employ a triangulation of methods that combines
an empirical case study consisting of a focus group (N=7) and semi-structured
expert interviews (N=9) with a systematic literature review of technical research
on OSINT technologies in the context of cybersecurity (N=73). The results of
both the literature review and the empirical case study are presented in Section 4.
In Section 5, insights obtained are synthesised by elaborating research and design
implications and it is discussed how value sensitivity can facilitate collabora-
tion. Finally, the limitations of the study are indicated, possible starting points for
further research are outlined, and in Section 6 a brief summary of the work is
provided.

2. Background and Related Work

As the design and application of novel information and communication technol-
ogy (ICT) artefacts interferes with existing social practices, it is necessary to
engage with the practices and problems of professionals, institutional arrange-
ments, and technical infrastructures of the respective application environment
(Wulf et al., 2011). Approaches for participatory design, which aim to address
this issue, have been part of the CSCW discourse (Randall et al., 2007), as they
follow the objective of facilitating cooperation (Kensing and Blomberg, 1998).
Extensive research has focused on the design for collaboration in crisis response
to better understand the collaborative practices and, thus, design systems which
support response teams (Büscher et al., 2016; Cobb et al., 2014; Liegl et al., 2016;
Reuter et al., 2014). Here, collaboration can be described as the development of a
set of common practices which could be adopted by newcomers without previous
participation and explanation (Heath and Luff, 1992). With regard to CERTs, this
includes monitoring of and responding to cyber threats and incidents, as well as
evaluating and sharing relevant information with outside parties. OSINT systems
can help collaborating distributed teams to gain a shared situational awareness
due to their support of context awareness, thus facilitating the establishment of a
meta-perspective (Jones et al., 2021).
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This section will first provide an overview on how OSINT systems as AI agents
assist CERTs (Section 2.1), second introduce VSD as our participatory design
approach and situate the paper in context of previous research (Section 2.2) and
third, outline the research gap (Section 2.3).

2.1. OSINT Systems as AI-based Decision Support in Cybersecurity Incident
Response

Central to OSINT is the idea that various pieces of publicly available information
can be combined in unforeseen ways to gain innovative insights about the subject
of interest (Glassman and Kang, 2012). OSINT can accordingly be defined as an
activity that “involves the collection, analysis, and use of data from open sources
for intelligence purposes” (Koops et al. 2013, p. 677). Approaches for cybersecu-
rity incident response predominantly use social media as their main source (Riebe
et al., 2021b), thereby taking advantage of crowdsourcing. Crowdsourcing for
emergency response, however, depends on the quality and the trustworthiness of
the information (Tapia and Moore, 2014).
ML algorithms are increasingly used for the automation of data gathering,

pre-processing, and analysis (Williams and Blum, 2018). With the adoption of
ML, challenges of explainability arise, as non-expert users are often unable to
comprehend how an algorithm produces a certain output (Burrell, 2016). This
is problematic as explainability is crucial to establishing users’ trust in a sys-
tem (Dzindolet et al., 2003). Therefore, recent research focuses on possibilities of
explainable artificial intelligence (XAI) (Longo et al., 2020; Wang et al., 2019).
As part of decision support systems, AI has gained importance in assisting

teams with particular types of expertise (Bansal et al., 2019). In their study on
Human-AI interaction, Zhang et al. (2022, p. 1) study “how people trust and
rely on an AI assistant that performs with different levels of expertise relative to
the person, ranging from completely overlapping expertise to perfectly comple-
mentary expertise”. In their experiments, they found that the “ideal partnership
between humans and AI has been based on the premise of their complementary
expertise” (Zhang et al. 2022, p. 20). In addition, they found that trust in AI
was lowest when there was a complete overlap in the expertise of AI and human
operators. Thus, trust in an AI agent is associated with the perceived usefulness
of the AI and its complementary expertise. For the trust of the human operator,
the style of communication of the AI agents has also been shown to be relevant
(Zhang et al., 2022). As shown in an study by Feng and Boyd-Graber (2019) using
human-computer teams to perform play a trivia knowledge game, the skill level
of human operators is crucial for the interpretation of the expertise of AI. This
is supported by Schaffer et al. (2019), who found in their study (N=529), that an
AI agent was only effective at lower levels of self-assessed knowledge, whereas
self-confident users often rejected the agent’s suggestions. In summary, for an
effective Human-AI-Teaming in decision-making processes, the expertise of the
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users, the capabilities of the AI systems, e.g. managing large amounts of data in
real-time and identifying similarities, as well as the communication style of the
AI agents towards the users are relevant.
For cybersecurity incident response, OSINT technologies leveraging ML are

primarily used in three areas. First, they are used for investigative purposes, e.g.
to support digital forensics (Quick and Choo, 2018), or cyberattack attribution
(Layton, 2016). Second, they are utilised for gathering cyber threat intelligence
(CTI), which can be understood as “threat-related information which allows cyber
security experts to investigate on a certain threat, e.g. the name of a malware,
adversary or vulnerability” (Tundis et al. 2020, p. 454). Third, they are also used
for risk assessment and mitigation purposes, e.g. to assess the attack surface of
organisations (Hayes and Cappa, 2018), or to expose social engineering attack
opportunities (Edwards et al., 2017).
In a study comprising an online survey and semi-structured interviews with

staff of 13 national CERTs from Asia, Europe, the Caribbean, and North America,
Kassim et al. (2022) found that the use of OSINT tools in cybersecurity incident
response is on the rise. In accordance to Riebe et al. (2021a), they found that
CERTs lack the resources to manage the increasing amount of public available
data, which requires further verification and risk analysis. In their study on the
collaborative practices of German CERTs, Riebe et al. (2021a) found that the
(semi-)automation of threat detection and analysis, as well as reporting interfaces
were found to be useful improvements.

2.2. VSD Research on OSINT

VSD, as a theoretically grounded method, is particularly well suited to anticipate
value conflicts that arise through technology use, and proactively addresses them
during design (Friedman et al., 2013). As a central theoretical assumption, VSD
takes an interactional position on the relationship between technology design and
social context; design features support or undermine certain values, but ultimately
only their interplay with users and the context of use determines how a technology
influences society (Davis and Nathan, 2015). A value can be defined as “what
a person or group of people consider important in life” (Friedman et al. 2013,
p. 57). VSD strives to consider direct and indirect stakeholders and their values
during design (Friedman et al., 2013). As often differing values are considered
important, value conflicts may arise. A value conflict exists, if competing values
suggest incompatible choices as the best for the design of technical artefacts and
no single value trumps all others (van de Poel and Royakkers, 2011).
In order to ensure that values are taken into account, VSD proposes a method-

ology that is composed of three interdependent and iteratively applied types of
investigation (Friedman et al., 2013). In conceptual investigations, stakeholder
groups affected by the envisaged technical artefacts are identified, and values



Thea Riebe et al.

expected to be important to them are elaborated as well as conceptualised (Fried-
man et al., 2013). In empirical investigations, social science methods are used
to revise these findings with a focus on the opinions of stakeholders, as well as
anticipated usage contexts (Manders-Huits, 2011). During both types of investiga-
tions, potential value conflicts may be identified (Friedman et al., 2013). Finally,
in technical investigations, design choices that support identified and prioritised
values are derived (Manders-Huits, 2011). Concerning value discovery, Le Dan-
tec et al. (2009) argue that values should be identified during direct stakeholder
engagement. In agreement with this, we utilise empirical investigations for value
discovery in this work.
Several studies have specifically explored values and value conflicts in the

cybersecurity domain. Among others, potential conflicts have been identified
between the values security and privacy, the values security and fairness (Chris-
ten et al., 2017; Domingo-Ferrer and Blanco-Justicia, 2020; van de Poel, 2020),
as well as the values security and autonomy (Christen et al., 2017; Domingo-
Ferrer and Blanco-Justicia, 2020). Further, privacy was found to be potentially
conflicting with both fairness and accountability (van de Poel, 2020). However,
the identified conflicts mostly involve either security or privacy and altogether
the works remained on a conceptual level, without reference to specific technical
artefacts. Other publications referred to specific OSINT artefacts for other secu-
rity purposes, but they were narrowly focused on safeguarding the value privacy
through regulatory Privacy by Design approaches (Casanovas, 2017; Casanovas
et al., 2014; Casanovas, 2014; Cuijpers, 2013; Koops et al., 2013; Rajamäki, 2019;
Rajamäki and Simola, 2019).

2.3. Research Gap

While values and value conflicts relevant to cybersecurity have been investigated
conceptually (Christen et al., 2017; Domingo-Ferrer and Blanco-Justicia, 2020;
van de Poel, 2020), to the best of the authors’ knowledge, there are no publications
that primarily focus on the values relevant to ML-based OSINT technologies for
cybersecurity incident response, despite their increasing significance. Moreover,
the consideration of Privacy by Design principles (Casanovas, 2017; Casanovas
et al., 2014; Casanovas, 2014; Cuijpers, 2013; Koops et al., 2013; Rajamäki,
2019; Rajamäki and Simola, 2019) has only been studied in connection to OSINT
artefacts for other security related scenarios. Riebe et al. (2021b) have further
shown that Privacy by Design principles are hardly taken into consideration in
technical research on the development of OSINT artefacts for cybersecurity event
detection. Accordingly, a research gap can be found with regard to the empiri-
cal investigation of relevant stakeholder values related to potential value conflicts
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resulting from the application and development of such technologies as ML-
based decision support systems. The derived implications for design and research
may be essential for the future development of OSINT systems for cybersecu-
rity incident response in order to ensure their societal acceptance and stakeholder
cooperation.

3. Methods

To elaborate which values and value conflicts emerge due to the application and
development of ML-based OSINT technologies in the context of cybersecurity
incident response, the research design uses a triangulation of methods (see Fig. 1).
While the empirical investigation of relevant values and value conflicts is per-
formed on the basis of a case study in which the results of a focus group (N=7)
and of semi-structured expert interviews (N=9) are content-analysed, along with
a preceding conceptual investigation of direct and indirect stakeholder groups,
a systematic literature study (N=73) reviews technical research on OSINT tech-
nologies for the domain of cybersecurity. A combination of these approaches is
reasonable, particularly taking into account the elaboration of the values and value
conflicts can be based on an adequate empirical basis, and that it is possible to
complement the gained insights with perspectives from other OSINT artefacts and
application scenarios. While the methodological procedure of the literature review
is described in Section 3.1, the details regarding the case study are presented in
Section 3.2.

Figure 1. Illustration of the research design
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3.1. Systematic Literature Review: OSINT in the Domain of Cybersecurity

To situate the findings of the empirical case study within the broader con-
text of technical research on OSINT-technologies for application in the field
of cybersecurity, the literature review section seeks to answer the following
questions:
1. For which deployment scenarios in the cybersecurity domain are OSINT

technologies being developed?
2. What technical features, techniques, and data sources are used?
3. Are ethical, legal, and social implications taken into consideration?
As this review follows an explicit and reproducible method to identify and eval-

uate the publications, it can be considered a systematic literature review (vom
Brocke et al., 2015). Specifically, a sequential review approach is used in which
literature search, analysis, and the writing of the review follow a step-by-step pro-
cess (Levy and Ellis, 2006). As research conducted by private actors and state
bodies in many cases is not accessible, only research published in academic pub-
lications is taken into account. For the review, a search in the literature databases
ACM Digital Library, IEEE-Xplore, Science Direct, and Springer Link was con-
ducted. As the review focuses on technical research, the selection of the databases
was based on their coverage of computer science literature and the number of
publications they contain. Moreover, to ensure the quality of the reviewed works,
it seemed sensible to limit the search to publications in peer-reviewed journals
and conference proceedings. Finally, only work published from the beginning of
the databases’ coverage to the end of May 2021, the beginning of the literature
research, was included. The full-text and metadata search in the databases was
conducted with the following search expression using Boolean operators: (“cyber
security” OR cybersecurity OR “information security” OR cybercrime) AND
(OSINT OR SOCMINT OR WEBINT OR “open-source intelligence” OR “social
media intelligence” OR “web intelligence”). The procedure of publication search
and selection is illustrated in Table 1.
The search resulted in 1,419 preliminary results, of which 945 were papers pub-

lished in journals and conference proceedings. In a next step, the articles’ abstracts
were screened to identify irrelevant publications to the goal of the review. First,

Table 1. Procedure of the publication selection for the systematic literature review, differentiated
by database

Database Initial results Journals & Proceedings Relevant publications

IEEE-Xplore 409 356 44

ACM Digital Library 155 147 8

Springer Link 569 313 16

Science Direct 286 136 5

Total 1,419 945 73
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publications not focused on the development of OSINT artefacts for the cyber-
security domain, including those related to cybercrime in a broader sense, were
excluded. Second, publications in which the processing of publicly available data
is only a secondary aspect of an artefact were excluded. Third, research published
in languages other than English was excluded. Finally, inaccessible papers and
duplications were excluded. This resulted in the exclusion of 872 publications.
The remaining 73 were quantitatively analysed with Excel. A table with the cate-
gories and subcategories of analysis can be found in Appendix A. The categories
were compiled in response to the three guiding questions of the review. A struc-
tured examination of the usage scenarios, features, technical approaches, and data
sources of available OSINT approaches, as well as their attention to ethical, legal,
and social implications (ELSI), is crucial to derive design and research implica-
tions that extend beyond the individual case studied in depth in this paper. The
subcategories were initially generated by screening review papers and chapters
on OSINT (Pastor-Galindo et al., 2020; Simran et al., 2020; Tundis et al., 2020).
They were then revised in light of a preliminary engagement with the selected
publications before the final analysis was performed.

3.2. Conceptual and Empirical VSD Case Study

3.2.1. Conceptual Stakeholder Analysis
A conceptual investigation helped to identify the stakeholders directly and indirectly
affected (Friedman et al., 2017). For this purpose, a structuredworkshopwas conduc-
ted within the research project team, in which, building on potential use cases, it
was asked which groups interact with or are affected by OSINT artefacts. The results
are presented in Section 4.2. In a next step, the authors identified potential harms
and benefits for stakeholders as well as potentially implicated values and estab-
lished working definitions based on relevant literature (Friedman et al., 2013).

3.2.2. Data Collection: Focus Group and Semi-structured Interviews
In order to identify relevant values and value conflicts, we conducted a focus
group within the team of developers and researchers and nine semi-structured
interviews with key stakeholder groups. In designing the procedure for data
collection, we adapted the approach of Mueller and Heger (2018). Table 2
summarises the interviews and the focus group conducted.
The focus group (F1) involved seven participants from the fields of computer

science, media and cognitive sciences, and software development, who were all
part of the CYWARN research project, including one staff member of a Ger-
man state level CERT. The sample consisted of six male participants and one
female participant. The design of the focus group followed the recommendations
by Krueger and Casey (2015). The discussion was held digitally and was semi-
structured by a moderation guideline. After an input about VSD and a hypothetical
usage scenario of the OSINT artefacts in development as a stimulus to facilitate a
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discussion, we asked the participants to brainstorm and write down ethical, legal,
and social implications on a digital board. Afterwards, we went through the issues
collected and asked the participants to discuss them with a focus on potentially
implicated stakeholder values and value conflicts.
The semi-structured expert interviews (Gläser and Laudel, 2010; Kallio et al.,

2016) were designed to gather empirical insights on the values important to key
stakeholder groups. To collect the data, we followed a convenience sampling
approach and sent interview requests to relevant organisations and individuals.
When selecting the participants, we drew on the insights of the stakeholder anal-
ysis (see Subsection 4.2) and took care to involve both stakeholders directly and
indirectly affected by technology development; however, since indirect effects
may be experienced by a wide array of actors, we restricted the scope to stake-
holders that might be most significantly affected (Friedman et al., 2017). Overall,
we interviewed nine individuals from three stakeholder groups: (1) Five inter-
views were conducted with CERT employees, as they belong to the prospective
user group of the developed artefacts. (2) Three interviews were conducted with
further potential users as it is intended to transfer the artefacts to other applica-
tion domains as well (I6, I7, I8). Specifically, we interviewed information security
officers of a state company (I6) and a humanitarian organisation active in disas-
ter relief (I7), as well as the head of a virtual operations support team (VOST)
(I8). (3) Finally, to consider the perspective of individuals potentially affected by
OSINT gathering, we interviewed one individual who is regularly disseminating
cybersecurity information on social media and is active in cybersecurity related
civil society organisations (I9). After obtaining the interviewees’ informed con-
sent, several blocks of questions were asked based on an interview guideline,
which was slightly adapted to suit the particularities of the different stakeholder

Table 2. Overview of the interviews and the focus group with the involved stakeholder groups and
the respective types of organisations

No. Type Stakeholder Organisation

I1 Interview Direct Users State CERT

I2 Interview Direct Users State CERT

I3 Interview Direct Users State CERT

I4 Interview Direct Users State CERT

I5 Interview Direct Users University CERT

I6 Interview Potential Users State company

I7 Interview Potential Users Humanitarian organisation

I8 Interview Potential Users Civil protection VOST

I9 Interview Affected by Data Collection Civil society

F1 Focus Group Developers & Researchers Public university, software development

company, state CERT
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groups. The interview sessions were conducted online, were recorded and lasted
on average 74 minutes.

3.2.3. Data Analysis: Qualitative Content Analysis
After the focus group and the interviews were transcribed, a software-assisted
and category-based structuring qualitative content analysis following (Kuckartz,
2016) was conducted. We worked with thematic categories that were developed
deductively on the basis of existing literature on values, as well as inductively
during the analysis of the empirical material. In this study, the main category Value
with ten subcategories, as well as the main category Value Conflict were used. The
categories were defined in a codebook and supplemented with coding rules and
examples. A shortened version of the codebook can be found in Appendix B. The
transcripts were coded with the qualitative content analysis software MAXQDA.
First, all the material was revised to select coding examples for each category.
Then, the focus group and two interviews were coded to verify the intercoder
agreement with MAXQDA. This resulted in a kappa coefficient after Brennan and
Prediger (1981) of 0.69, what can be interpreted as a good result (Rädiker and
Kuckartz, 2019). Furthermore, the codebook was later revised in order to further
increase intercoder agreement. The text segments assigned to each category were
then assembled and analysed together.

4. Results

In the following, the results of the literature study are presented in Section 4.1.
Afterwards, Section 4.2 introduces the stakeholder groups identified and outlines
the results of the content analysis of the empirical material.

4.1. OSINT-Technologies in the Domain of Cybersecurity

Of the 73 publications evaluated in the review, 10% named investigative purposes
as the intended scenario of use for the systems. In 74% of the publications, sys-
tems were developed for primary use in the context of gathering CTI, in 12% for
use in the area of risk assessment and mitigation, and in 4% for both investigative
and CTI purposes. The temporal distribution of publications per year is shown in
Fig. 2.
The publications were also examined concerning respective features of the

systems. In 44 publications, data gathering methods were either an integrated
part of the artefacts, or new data sets were specifically created in the context of
research. In 36 publications, approaches for the detection of cybersecurity events
have been developed. This included models for the detection of emerging cyber-
security topics (Al-Ramahi et al., 2020; Dalton et al., 2017; Kawaguchi et al.,
2017; Schäfer et al., 2019), the aggregation of individual pieces of information
into security events (Alves et al., 2019; Alves et al., 2021; Azevedo et al., 2019;
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Figure 2. Number of publications per year, differentiated by intended scenarios of use

Vacas et al., 2018), the detection of distinct types of information (Behzadan et al.,
2018; González-Granadillo et al., 2019; González-Granadillo et al., 2021; Liao
et al., 2016; Syed, 2020), and the detection of threats related to specific infras-
tructures (Dionisio et al., 2019) or products (Kannavara et al., 2019; Neil et al.,
2018; Nunes et al., 2018). Approaches to the classification or filtering of relevant
information are presented in 26 publications, and 15 systems comprise data visu-
alisation functions, including Social Network Analysis to explore relationships
in hacker forums and marketplaces (Huang et al., 2019; Huang and Ban, 2019;
Schäfer et al., 2019).
While twelve systems have the capacity to generate reports or structured pieces

of information, e.g. Indicators of Compromise (IoCs), eleven systems aim to
identify specific users or communities. This is related to the assessment of organ-
isational attack surfaces or penetration testing (Chitkara et al., 2020; Edwards
et al., 2017; Urban et al., 2020), the identification of individuals with insider threat
potential (Kandias et al., 2013a; Kandias et al., 2013b; Kandias et al., 2013c;
Kandias et al., 2017), and the investigation of hacker forums and marketplaces
(Fallmann et al., 2010; Huang et al., 2019; Huang and Ban, 2019; Schäfer et al.,
2019). Finally, five papers demonstrate techniques to analyse the quality or cred-
ibility of CTI (Ghazi et al., 2018; Gong et al., 2018; Jo et al., 2021; Khurana
et al., 2019; Liu et al., 2017), and three propose methods to assess the quality or
credibility of CTI sources (Gong et al., 2018; Liu et al., 2017; Tundis et al., 2020).
Additionally, the publications were analysed for the use of selected algorithmic

approaches (see Fig. 3).
Most frequently, in 45 cases, algorithms for classification were implemented.

Clustering, on the other hand, was only used ten times and regression only once.
In addition, 13 papers used named-entity recognition, i.e. the classification of
named entities in unstructured text into predefined categories for the purpose of
information extraction, and seven papers used latent Dirichlet allocation for topic
modelling, i.e. the discovery of previously undefined topics in a document corpus.
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Figure 3. Algorithmic approaches implemented in the artefacts developed

Artificial neural networks were used in 27 systems. Concerning the use of ML, 46
systems used supervised ML, 28 unsupervised ML, one semi-supervised ML and
19 none. In line with the features of the examined OSINT systems, the research
is focused on ML algorithms that assist operators in managing the high volume,
variety, and velocity of big data by using trained classifiers, self-learning neural
networks, named entity recognition, clustering, topic modeling, and regression to
identify cybersecurity events, threats, and threat actors, as well as to assess the
relevance, quality, or credibility of CTI and respective sources.
A variety of different sources of information were used with the systems.
Twitter was used 20 times, followed by cybersecurity blogs, forums, or web-

sites that were utilised eleven times. Information from hacker forums, as well as
from CTI feeds and platforms was accessed ten times each. Information from
other social networks, e.g. Reddit, Facebook, and YouTube, was processed in nine
instances, while seven systems made use of data gathered from dark web forums
and marketplaces. Less common data sources can be found in Fig. 4.

Figure 4. Publicly available information sources used for data gathering with the artefacts
developed
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Finally, it was examined whether ELSI of the respective systems were dis-
cussed. Of the 73 papers, only eleven considered such issues. While some
authors argued that using only publicly available data circumvents ethical issues
(Pournouri et al., 2019; Pournouri and Akhgar, 2015), Edwards et al. (2017)
justified their decision not to list individuals in reports on organisations’ social
engineering attack surface with the concern that this could cause disciplinary
action. In addition, to increase algorithmic comprehensibility, they decided to use
decision tree classifiers to identify employee profiles. In a similar study, Urban
et al. (2020) emphasised strict compliance with data protection requirements and
the avoidance of any legally or ethically questionable strategies for data acquisi-
tion. With regard to the investigation of dark web marketplaces, Lawrence et al.
(2017) mitigate the risk of legal ramifications by restricting web scraping to cyber-
crime related sections, textual data, and non-personal information. Ranade et al.
(2018) motivated their development of a deep learning model for CTI translation
partly on the premise that analysts are often not allowed to use third party ser-
vices due to privacy, security, and confidentiality policies. Beyond that, a trade-off
between data protection and demands of forensic investigators to have access to
proactively collected data is discussed by Nisioti et al. (2021). The most exten-
sive discussion of ELSI is found in the context of research on the identification of
employees with insider threat potential. Negative effects on personal and human
rights of those affected, as well as dangers concerning algorithmic profiling are
discussed, and the recommendation that such screenings should be subject to strict
preconditions is provided (Kandias et al., 2013a; Kandias et al., 2013b; Kandias
et al., 2013c; Kandias et al., 2017).

4.2. Stakeholder Values and Value Conflicts

During the preliminary conceptual investigation, six main stakeholder groups
affected by the application and development of OSINT artefacts in the domain of
cybersecurity incident response were identified. Figure 5 presents the stakeholder
groups and their interaction with OSINT artefacts.
The first stakeholder group consists of the individuals that interact directly with

OSINT systems. In the context of this case study, these are the employees of
CERTs who are expected to use a demonstrator with OSINT components. The
second stakeholder group comprises actors that are indirectly affected by the col-
lection of publicly available data with OSINT systems. In this case study, these
include, in particular, actors that disseminate information on threats on social
media. While the third stakeholder group, the direct beneficiaries, is directly
advised and supported by the direct users of OSINT artefacts - in the case of
CERTs primarily public authorities, critical infrastructure operators, and enter-
prises - the fourth group, the indirect beneficiaries, only receives unidirectional
communication about threats and best practices - in the case of CERTs, among
others, citizens and other cybersecurity organisations. The fifth stakeholder group,
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Figure 5. Main stakeholder groups of the prospective OSINT framework and their interaction
with OSINT artefacts

the potential users, comprises actors that have an interest in using OSINT systems.
In our case study, there may be both potential users in the field of cybersecu-
rity and in other domains, e.g. law enforcement, civil protection, and emergency
services. Finally, the developers and researchers concerned with OSINT artefacts
comprise the sixth stakeholder group. In our case, this encompasses individuals
from both academic research and private software engineering.

4.2.1. Stakeholder Values
During the content analysis, ten values were identified. Table 3 shows which val-
ues were discussed in the individual interviews and the focus group, and how
often they were coded in total.
Accuracy can be defined as the correspondence or closeness of a statement

or piece of information to the truth, the reality, or a differently defined stan-
dard (Hayes et al., 2020). Accuracy is particularly relevant in connection to ML
algorithms and the quality of data. CERT staff, potential users, and develop-
ers emphasised the importance of the accuracy and quality of different types of
data. The accuracy of data collected was considered very important (I1, I3, I4,
I5, I7, I8, F1). Gathered information should not only be correct, but also struc-
tured consistently and have minimal redundancy to enable effective analysis (I1,
I4). Since this requires repetitive and time-consuming activities, interviewees sug-
gested drawing on the expertise of ML algorithms to harmonise information from
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Table 3. Overview of the identified values and the number of coded sections

Value I1 I2 I3 I4 I5 I6 I7 I8 I9 F1
∑

Accuracy X X X X X X X X X X 69

Security X X X X X X X X X X 68

Efficiency X X X X X X X X X X 67

Accountability & Responsibility − X X X X X X X X X 27

Autonomy X − − X X − X X − X 27

Transparency X − − X X − − X X X 27

Privacy X − − X X X X X X X 25

Ownership & Property − X − X X X − − X X 22

Freedom from Bias X − X X − − X − X X 21

Trust X − − − X X X X X X 19

X signifies that a value is present in an interview or the focus group

heterogeneously structured texts and aggregate multiple pieces of information
related to the same topic (I1, I4). Furthermore, the issue of disinformation was
highlighted: “You also have to be cautious not to be fooled by people who try to
make themselves important and publish something that is not true” (I1). The out-
put data of algorithms needs to be relevant for OSINT analysis (I1, I4, I6, I8, F1),
as well as for the information requirements of clients (I1, I2, I4, I5, I6, I7, I8, F1).
For these reasons, specifically the accuracy of algorithmic decisions and the qual-
ity of training data for ML algorithms were highlighted (I5). Yet, it was argued
that the application of ML should be limited to very specific tasks, as human
expertise is crucial for creative or unstructured activities:

“ML-supported systems ... are built for pattern recognition and the patterns are
trained. And you just have to get out of the pattern thinking, which is really
thinking inside a box” (I5).

The interviewee potentially affected by data collection pleaded for a reduction
of biases in algorithms (I9). This was also emphasised by the developers with a
view on algorithms for prioritisation and credibility assessment of CTI (F1).
At a high level of abstraction, security can be conceptualised as “the state of

being free from danger or threat” (van de Poel 2020, p. 50). CERT employees and
potential users highlighted the importance of security in relation to the IT infras-
tructure of organisations in their area of responsibility and the data processed by
clients (I1, I2, I3, I4, I5, I6, I7). To ensure security, OSINT is used to leverage the
expertise of numerous cybersecurity experts (I1, I3, I5, I6, I7, I9). Their exper-
tise lies in detailed and up-to-date knowledge of specific cyber threats (I1, I9),
threat actors and their strategies (I1, I9), vulnerabilities (I1, I6, I7, I9), and protec-
tion and mitigation measures (I6, I7). The civil society representative called for
OSINT tools to be operated in a secure environment (I9). Finally, the developers
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also addressed the security of the ML algorithms against poisoning attacks, espe-
cially if information about training data and algorithmic models used is publicly
accessible:

“If a hacker notices something like this, that in some form [data] is merged
and recommendations are derived from it, ... he can carry out a targeted attack
based on it” (F1).

Efficiency describes the ability to accomplish specific tasks or outputs with
minimal expenditure of resources (Cousins et al., 2019). In the interviews with
CERT staff and potential users, efficiency considerations were cited as a key ratio-
nale for the intention to use OSINT tools (I1, I2, I3, I4, I5, I6, I7, I8). Furthermore,
the efficiency gain may also improve the quality of certain services:

“If the data collection process is simplified, then it will be intensified on the
other side. Because if I am relieved of the data collection, then the evaluation
will probably be more intensive. Then I might take a much closer look at the
reports, which I might have published before with the watering can principle”
(I6).

Specifically, possible efficiency gains were identified through technical support
in the acquisition and evaluation of security advisories (I6, I7, I8), the evalua-
tion of cybersecurity websites and blogs (I1, I3, I6, I7), the search of Twitter and
other social networks for cybersecurity-relevant information (I6, I7), and support-
ing communication by providing target-specific cybersecurity reports or alerts
(I1, I2, I3, I4, I6). Particularly for the extraction of information from unstructured
texts, the use of ML algorithms has been suggested (I1, I8, I9). Here, the exper-
tise of ML-based information extraction techniques, is to discover specific pieces
of information in unstructured texts or to create summaries (I1, I9). The develop-
ers saw an interest in efficiency gains through OSINT tools also among the direct
beneficiaries of CERT activities, who could receive faster support in case of inci-
dents (F1). Finally, with a view on development, it was also suggested to keep in
mind that it should be as easy as possible to adapt the artefacts to changing legal
requirements (F1).
Accountability can be seen as “the (moral) obligation to account for what you

did or what happened (and your role in it happening)” (van de Poel 2011, p. 39).
In contrast, responsibility is directed towards current actions and their prospec-
tive consequences, as it refers to the obligation to evaluate one’s own role and
duties in relation to a situation or a context of action (van de Poel and Royakkers,
2011). CERT staff members pointed out that alerts and reports must be approved
by superiors for reasons of political accountability. (I2, I3, I4). In particular, a
fixed approval process for alerts hinders automation: “There are too many sen-
sitivities or responsibilities involved to automate something like this” (I2). With
regard to disaster management, the importance of documenting verification steps
and analysts involved was also pointed out in order to render the evaluation of
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information comprehensible for decision-makers (I8). Referring to CERTs’ use
of OSINT tools, the interviewee from civil society pleads for a responsible pro-
tection of the data infrastructures used (I9). It was also pointed out that when
processing certain data, the design of OSINT tools should consider the obligations
for CERTs to comply with reporting chains and guidelines (F1). In this context,
the question was raised to what extent clear responsibilities for the consequences
of incorrect predictions of ML algorithms can be ensured:

“So if security vulnerabilities are perhaps not taken seriously, even though they
are announced on social media, because this relevance algorithm has perhaps
decided that it is irrelevant for various reasons, there would also be the question
of whether CERTs would perhaps even be legally liable in some way, because
they should actually have acted” (F1).

With regard to ICT, autonomy can be understood as users’ ability to control
the technical systems in a context appropriate manner, and to enable decisions
deemed suitable for them to achieve their objectives (Friedman and Kahn, 2002).
The consideration of the autonomy of stakeholders was brought forward by direct
users, potential users, and developers. One interviewee in particular places the
value at the centre of human-computer interaction:

“So really the point is that you don’t have to replace anyone in that sense, but
you can support everyone. So I see the point with all technology that it should
still be supportive, it should be a tool for people. But it should not determine
people” (I5).

The complete automation of analytical OSINT processes with the help of ML
is seen particularly critical, as “artificial intelligence logic always trims someone
down to blinkered thinking and an increasingly narrow focus” (I5), thus restricting
the analysts’ evaluative capabilities. Furthermore, ensuring the autonomy of users
was also discussed in the context of the adaptability of the selection of sources
(I1) and the relevance assessment of information (I4, I5). For the latter, an evalu-
ation by experienced analysts was considered crucial (I4, I5). Potential users also
advocated for a prioritisation of information that could be individually adapted to
the respective infrastructure (I7, I8).
Transparency can be best understood in relation to a situation in which

it is beneficial for actors to make knowledge and information about a certain
topic extensively available, accessible and comprehensible, without obscuring any
information (Turilli and Floridi, 2009). A CERT employee advocated for the dis-
closure of contextual information on algorithmic decisions of OSINT artefacts to
analysts (I5). Similarly, a potential user reported that the degree of transparency
of algorithmic decisions should always depend on the expertise and task of the
respective user group, as too much information can also be counterproductive,
especially in time-sensitive situations (I8). The developers discussed the promises
and pitfalls of open sourcing the code of the OSINT artefacts to be developed
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(F1), while our interviewee from civil society requested transparency on the part
of the developers and, ideally, an involvement of the cybersecurity community in
the development of OSINT artefacts:

“So of course I would be happy if the whole system is open source as far as
possible, subject to this evaluation and the risks, and is also open development.
So it’s not just open source, here’s the software. But open development” (I9).

For this work, privacy can be defined as “the claim of individuals, groups, or
institutions to determine for themselves when, how, and to what extent informa-
tion about them is communicated to others” (Westin 1967, p. 7). The importance
of privacy was raised by CERT employees in conjunction with compliance with
the legal requirements of data protection legislation (I1, I4, I5). In particular, the
automated analysis of personal data is legally problematic and sometimes only
granted with special permission (I1). Thus, “in the ideal case, the data ... is com-
pletely without personal reference” (I1). In the interviews with potential users it
became clear that organisations are subject to very different regulations regard-
ing privacy and data protection (I7, I8). The respondent from the group of those
potentially affected by data collection considered the protection of private data
a central principle: “Well, I would generally have a stomach-ache with it, if it
was private data. So not publicly available data” (I9). The developers discussed
privacy aspects of the development of the OSINT artefacts with a focus on the
principles of data minimisation, the necessity of a justification for storing data,
requirements on data deletion and anonymisation, as well as the adaptability of
artefacts to changing legal requirements (F1).
According to Friedman and Kahn (2002), the value ownership and property is

related to the rights of individuals or groups to possess, use, manage, derive profit
from, or bequeath objects or pieces of information. For CERT employees and the
developers, questions of ownership and property are important when it comes to
legal requirements regarding the extent of data collection and the type of data to
be collected (I1, I4). One CERT employee describes that the e-government law of
the respective state strongly affects the processing of personal data, which should
also be taken into account in the design of OSINT artefacts (I1). One potential
user expressed the view that organisational policies on data processing may need
to be changed before OSINT tools can be applied (I6). In addition, a part of the
focus group discussion focused on the question of who should have the right to
use the artefacts:

“Perhaps it would be conceivable for a government to somehow offer the tool
... to make it available as open source and that even the public can somehow
co-develop it or use it” (F1).

The value freedom from bias is associated with the absence of system-
atic unfairness against individuals or groups (Friedman and Kahn, 2002). Both
the CERT staff and other organisations’ employees stressed the importance of
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addressee-oriented communication that is free from any systematic bias (I3, I4,
I7). Pre-formulated templates for alerts were mentioned as a possible solution to
this issue, because “if you have different stakeholders with technical skill levels,
you can relatively easily find the right tone” (I4). Furthermore, when distributing
warnings for a broad target group, appropriate communication channels should
be chosen (I7). Specifically with regard to the use of ML in OSINT systems, our
interview partner from civil society warned against the tendency to systematically
replicate a pre-existing bias in training data:

“The problem such systems always have is that, whatever framing or bias exists
in the data and structures, machine learning ... will simply consider it as a
relevant parameter” (I9).

During the focus group it was raised that the algorithmic credibility assessment
of information sources may have detrimental consequences, if the labelling of
an actor as an untrustworthy source became public or lead to permanent non-
inclusion in future analyses (F1).
For the purpose of this paper, trust may be understood as “expectations,

assumptions or beliefs about the likelihood that another’s future actions will be
beneficial, favorable or at least not detrimental to ones’ interests” (Robinson 1996,
p. 576). For direct stakeholders, trust in respective providers of information plays
a major role in the verification of information from public sources (I1, I5). The
developers, however, discussed trust in context of the societal acceptance of the
use of OSINT technologies (F1). The trust of citizens in those using such systems
may be influenced by the transparency towards the public:

“But perhaps trust in general also depends very much on who operates the tool
in the end, whether the whole thing is transparent, i.e. how much is communi-
cated about the artificial intelligence to the outside world, what data is collected
(F1).

4.2.2. Value Conflicts
While engaging with the stakeholders, eight value conflicts arised. These are
illustrated in Fig. 6 together with the associated design issues.
Privacy conflicts first emerge between the privacy of actors affected by data

collection and the value of ownership and property in terms of the requirements
for CERT staff to be allowed to use non-anonymised data with reference to
individuals (F1, I1, I4). While respect for the privacy of data subjects requires
refraining from collecting personal data, it may be of interest for CERTs to collect
such information. “So we’re pretty restricted there, and I think if you develop us a
tool that we use in the CERT, it’s subject to those same regulations” (I1), stated a
CERT employee. Thus, besides the ethical weighing of both values, the considera-
tion of privacy and data protection requirements is central, e.g. when determining
what data is collected or whether personal data is minimised, anonymised, or
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Figure 6. Value conflicts and associated design issues identified in the empirical material

deleted (F1, I1, I4). Demands of safeguarding privacy and compliance with data
protection regulations also partially conflict with the value of efficiency on the
part of the CERT staff (I1). Semi-automated aggregation and analysis of public
information is a key requirement of CERTs that would come with time savings,
yet it was pointed out that data protection requirements might prohibit such func-
tionalities: “This automated evaluation of public sources is not permitted to all
CERTs, some of them are not allowed to do this for legal reasons” (I1).
Transparency conflicts arise, as the interviewee potentially affected by data

collection, in particular, demands transparency about the specifications of the
technical artefacts, training data, and ML algorithms used in, as well as the
scope of data collected with OSINT tools (I9). Developers suggested that such
transparency-motivated decisions could be counterproductive to the value of
security, in terms of ensuring the reliable functioning of the ML models:

“If it is known from which sources learning has taken place, one has of course
again... you obviously provide an attacker the opportunity to poison the models.
To do this model poisoning” (F1).

In connection to a prospective open-source implementation, a possible conflict
with the value of ownership and property on the part of the developers of OSINT
tools was brought forward: “You might not want to disclose the training data or
explain the algorithms in detail so that you can still earn money commercially
with it” (F1).
The interviews and the discussion revealed three different efficiency con-

flicts. First, due to the use of ML to accelerate OSINT processes, a conflict
with the values of accountability and responsibility might arise. Considering the
stakeholders whose data is processed, and the actors who receive information
from CERTs, it is imperative for information to be correct, guidelines to be
adhered to during processing, and misconduct to be clearly attributed to respon-
sible actors (I2, I3, I4). ML algorithm based decision-making could undermine
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accountability, but conversely, the integration of manual control steps could imply
higher resource consumption (I2, I3, I4, F1). Moreover, the question to what
extent liability for algorithmic errors may be allocated to CERT personnel is
unresolved:

“If vulnerabilities are not taken seriously, despite being announced on social
media, because this relevance algorithm has perhaps decided that it is irrele-
vant, there is the question whether CERTs might somehow be liable” (F1).

Second, due to the utilisation of ML algorithms, a conflict could arise between
efficiency and freedom from bias. This especially applies to the direct and indi-
rect beneficiaries of generated alerts. Warning messages generated by algorithms
should be adapted to the target group to avoid systematic discrimination (I4).
This, however, “means that it takes a lot of effort to reach the right level of com-
munication” (I4), thus coinciding with a higher consumption of resources during
development and application. Since CERT members expressed concerns that the
present state-of-the-art is not sufficient to automatically generate target group-
specific alerts (I2, I4), it seems appropriate to split the communication step into
two individual tasks, thereby leveraging the expertise of both ML-based natural
language processing (NLP) techniques as well as CERT analysts. In a first step,
efficiency in communication could be enhanced by using NLP models to generate
text segments based on a set of threat scenario- and target group-related parame-
ters (I2, I4). In a second step, the expertise of analysts is employed to adapt the
text to ensure that it actually reflects the status, requirements, and expertise of the
target audience (I2, I4, I5, I9). Thereby, it is ensured that bias in communication
is limited.
Third, a conflict between efficiency and users’ autonomy emerges. It is partic-

ularly important for users of OSINT artefacts to remain in control over technical
processes (I1, F1). However, it was highlighted that “many of the points that are
aimed at, for example, additional manual control would significantly increase the
time it takes for decisions to be made and solutions to be developed” (F1), thus
resulting in a lower efficiency. Conversely, an exclusive focus on resource-saving
optimisation may diminish operators’ autonomy. Trade-offs arise especially at the
stages of the design process when it is determined which decisions should be
handed over toML algorithms and to what extent users should be able to supervise
these decisions. An adequate balance between both values is particularly impor-
tant for OSINT tasks, where the expertise of ML algorithms and CERT analysts
complement each other and can thus yield advantages over exclusively manual or
automated solutions. In our context, this is especially the case with the relevance
and credibility assessment of CTI. While the strength of ML in relevance assess-
ment lies in a rapid evaluation of large amounts of information using predefined
relevance criteria (I1, I6, I7), analysts can draw on this to select actually relevant
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information using their contextual knowledge about serviced infrastructures, e.g.
deployed software (I1, I4, I5, I6, I7). During credibility assessment, three types
of expertise may interact. While the expertise of ML algorithms is to compute a
credibility rating using features of information previously evaluated as credible
or non-credible (I5, I8), analysts, taking into account the rating and underlying
contextual information, supplementary research and personal experience, as well
as, if necessary, the opinions of external experts, can ultimately verify a piece
of information (I1, I3, I5, I7, I8, I9). Whereas for these two tasks the trade-off
between autonomy and efficiency can be mitigated by a two-step procedure, inter-
viewees advocated for a non-automated criticality evaluation of vulnerabilities,
hence prioritising autonomy (I1, I4, I6). Here, analysts resort to the expertise of
external experts, which lies in their ability to determine the general criticality on
basis of detailed knowledge about affected hardware, software, or corresponding
exploits (I1, I4, I5). This evaluation, which can be reflected in a rating accord-
ing to the Common Vulnerability Scoring System, enables analysts to decide, on
basis of knowledge of the serviced infrastructure, whether there is a necessity to
prioritise the vulnerability (I1, I4, I5, I6).
An accuracy conflict involving the value trust became apparent in the context

of the credibility assessment of CTI. Both interviewed CERT staff and potential
users emphasised the importance of trust in the respective providers for the selec-
tion and verification of information (I1, I5, I7, I8). In this context, trustworthiness
is determined based on respective sources’ past reliability (I1, I5). However, it was
pointed out “that only the trustworthy position of a communication partner does
not of course ensure that he does not publish nonsense anyway” (I1). Thus, in the
development of ML algorithms for credibility assessment, an exclusive consider-
ation of characteristics of trustworthy sources could compromise the accuracy of
the output data.

5. Discussion and Implications

To answer the research question: Which values and value conflicts emerge due
to the application and development of ML-based open-source intelligence
technologies in the context of cybersecurity incident response? this paper has
investigated the state of technical research on OSINT technologies for cyber-
security, as well as stakeholders, values, and value conflicts relevant for their
application in the field of cybersecurity incident response. In this section, impli-
cations for the design of OSINT systems for this domain and for research are
elaborated (Section 5.1). This is followed by a discussion on how sensitivity to
the uncovered values and value conflicts can facilitate collaboration (Section 5.2),
as well as an outline of the study’s limitations and opportunities for future work
(Section 5.3).
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5.1. Research and Design Implications

The use of OSINT increases in many domains (Pastor-Galindo et al., 2020). In the
area of emergency management, OSINT is used for the purpose of crisis response
and shared situational awareness and collaboration (Akhgar et al., 2013; Back-
fried et al., 2012; Bernard et al., 2018), data sharing (Skopik et al., 2016; Mtsweni
et al., 2016), and collective sense-making (Büscher et al., 2018). This has led to
an increased discussion of participatory design and technology assessment meth-
ods which account for the specific organisational and legal characteristics and
technology use of emergency management organisations (Büscher et al., 2018;
Liegl et al., 2016). OSINT is not a single technology, but a framework in which
individual steps can be performed with various technical approaches. In all three
steps envisioned in Fig. 7, ML algorithms can be used. While they can support the
extraction, deduplication, and harmonisation of cybersecurity information during
data gathering and pre-processing, they can also contribute to the relevance and
credibility assessment of CTI in the following analysis phase. Finally, in terms of
communication, they can be used to pre-formulate warning messages as a foun-
dation for their customization by CERT staff to fit the respective target groups.
In the described steps, human and ML-expertise can be complementary and in
interaction increase the effectiveness of CERTs. However, this study also identi-
fied values and value conflicts that need to be considered when designing OSINT
technologies for cybersecurity incident response. In the following, implications
for the individual OSINT steps will be discussed, while taking the findings of the
literature survey and the identified value conflicts into account.
The systematic literature review revealed that information gathering (1) is

mostly conducted using publicly available data from social media platforms. As
personal information is shared on such platforms, surveyed stakeholders have

Figure 7. Human and ML expertise in the cybersecurity OSINT process
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indicated that challenges arise in connection to privacy protection and compliance
with data protection regulations. Therefore, Privacy Impact Assessments specif-
ically for OSINT in the context of cybersecurity are needed (Liegl et al., 2016;
Wright and Friedewald, 2013). The extent to which privacy infringement can be
prevented by exclusively using sources specialised on the distribution of cyber-
security related information should be further analysed (Riebe et al., 2021b). In
an evaluation of the Cyber Threat Observatory dashboard with CERT-employees,
Kaufhold et al. (2022) found that the modular and customisable integration of
different data sources and feeds has been identified as a crucial feature. With
regard to information extraction from long unstructured texts, ML approaches
offer clear advantages over the performance of human analysts. Specifically, their
expertise lies in topic discovery and information summarisation. Since intervie-
wees emphasised that the use of such ML techniques would increase efficiency
and consequently enable the gathering of a larger amount of data for subsequent
steps, their use can be recommended. For a summary of the observations and the
derived implications see Table 4.
The preprocessing (2) of gathered information is a sensitive part of the sys-

tem, as biases in the data used to train algorithms might be detected in this stage
(see Table 5). Serious consequences may occur if an artefact’s objective is to
infer human characteristics and relationships or to profile individuals, as was the
case with some of the artefacts described in the publications of the literature
review. However, none of these publications discussed issues of bias and poten-
tial countermeasures. Stakeholders’ demands to minimise bias in training datasets
for ML algorithms as part of OSINT systems should therefore be addressed in
research through studies on the creation and evaluation of appropriate datasets,
the development of guidelines for the inclusive annotation of training data, and
the establishment of guidelines for the evaluation and documentation of train-
ing datasets (Friedman and Hendry, 2019). With regard to cyber threat data, the
guidelines would need to reflect the cybersecurity context, the respective data
source, and potential bias related human as well as other characteristics. Another

Table 4. Observations and design implications for information gathering

Key Observation Design and Research Implications

(1) Sources not specialised on cybersecurity
such as social media are utilised more fre-
quently than cybersecurity specific sources

(1) Examine legal requirements relevant to
data gathering

(2) Privacy vs. Efficiency: Interest in collecting
data collides with requirements of proportion-
ality and event-relatedness

(2.1) Utilise cybersecurity specific sources
(2.2) Implement data minimisation and data
deletion intervals

(3) ML outperforms human analysts in extract-
ing information from long unstructured texts

(3) Use ML-based information extraction
techniques for topic discovery and informa-
tion summarisation
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Table 5. Observations and design implications for preprocessing

Key Observations Design and Research Implications

(1) No discussion of bias in training data in the
reviewed publications

(1) Develop guidelines to understand and
limit bias in datasets

(2) Structuring gathered data in a coherent way
and reducing redundancies is time-consuming

(2) Use ML techniques for information har-
monisation (e.g. named entity recognition)
and redundancy reduction (e.g. clustering)

challenge, according to our interviewees, is to structure collected data in a con-
sistent way and reduce redundancies prior to further analysis. Since associated
tasks are repetitive and time-consuming, they suggested drawing on the expertise
of ML algorithms, which lies in harmonising information from heterogeneously
structured texts (e.g. named entity recognition) and in grouping multiple pieces of
information on the same topic together (e.g. clustering), thus reducing the amount
of redundant information.
Implications for the development of ML algorithms arise in connection to the

analysis (3) of OSINT information (see Table 6). While the literature review
showed that algorithms are used for a variety of tasks, algorithm selection was
rarely reflected from an ethical or social point of view, with exception of a
publication that justifies the selection of a decision tree classifier by improv-
ing the comprehensibility of algorithmic decisions (Edwards et al., 2017). The
empirical investigation showed that value conflicts can occur when algorithm
selection disregards operators’ needs regarding the comprehensibility, traceabil-
ity, and influenceability of algorithmic decisions. With respect to the selection
and development of algorithms that meet end-users’ requirements, there is a
need for further research on exploring the applicability of XAI and white-boxing

Table 6. Observations and design implications for analysis

Key Observation Design and Research Implications

(1) Efficiency vs. Autonomy: Safeguarding
human control and oversight may restrict scope
and efficiency of data analysis

(1.1) Examine applicability of algorith-
mic white-boxing solutions to models for
cybersecurity purposes (1.2) Give operators
possibility to adapt algorithmic decision-
making

(2) CERT analyst and ML expertise overlap
during relevance and credibility assessment

(2) Implement two-step procedure that
enables analysts to definitively assess rele-
vance and credibility based on algorithmic
pre-assessments

(3) Accuracy vs. Trust: Relying exclusively
on characteristics of trustworthy sources may
impair the accuracy of algorithmic credibility
assessment

(3.1) Include features of pieces of informa-
tion in credibility assessment (3.2) Disclose
criteria used for credibility assessment to
system operators
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approaches for OSINT and the evaluation of different algorithmic solutions with
end-users, e.g. by considering the recommendations for XAI by (Wang et al.,
2019), which include support reasoning and hypothesis-generation, as well as
access to source and situational data. During the interviews, it became apparent
that ML can support analysts primarily in relevance and credibility assessment.
As shown by Zhang et al. (2022), ML algorithms with complementary expertise
are most useful to human operators. However, since in ML-assisted relevance and
credibility assessment the human and algorithmic expertise overlap on a specific
task, it is particularly important to ensure that human and algorithmic steps are
clearly delineated by design so that advantages and limitations of both can surface.
This can be achieved by implementing a two-step procedure in which the analyst
always makes the final decision on the basis of an algorithmic pre-assessment,
under disclosure of relevant decision parameters. In addition, as indicated by
research on human-AI interaction experiments, understanding the parameters of
algorithmic decisions will be crucial to establish system operators’ trust (Feng
and Boyd-Graber, 2019; Schaffer et al., 2019).
In the literature review, we found that NLP techniques are used in many sys-

tems, but with regard to the generation of alerts and text (4), this is limited to the
creation of pre-structured texts such as IoCs (see Table 7). It seems worth investi-
gating whether NLP approaches can also be used for the generation of target group
specific alerts and notifications. Advances in fundamental NLP research, espe-
cially in conjunction with the development of large pre-trained language models,
might be leveraged for the development and training of models for these spe-
cific cases. However, the use of such models must be seen in light of the tension
between the values efficiency and freedom from bias. In order to streamline com-
munication while ensuring that warnings and notifications do not disadvantage
relevant target groups, it is advisable to implement a two-step process. In a first
step, large pre-trained language models can swiftly generate text segments based
on a few parameters. In a second step, analysts can draw on their knowledge and
experience of the needs and proficiency of target groups to adapt the texts accord-
ingly. This mitigates the tension and leverages the complementary expertise of
NLP models and CERT analysts, potentially increasing confidence in the system
(Zhang et al., 2022).
With regard to OSINT systems’ implementation into the context of cyber-

security incident response (5) (see Table 8), some of the reviewed studies

Table 7. Observations and design implications for communication

Key Observation Design and Research Implications

(1) Applications of NLP for text generation are
limited to the creation of pre-structured texts

(1) Harness advancements in NLP research
for the generation of target specific cyber-
security alerts

(2) Efficiency vs. Freedom from bias: Algorith-
mic generation of warnings and notifications
may reduce target group specificity

(2) Manually adapt NLP generated text seg-
ments to ensure target group specificity of
warnings and notifications
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raised questions of accountability and responsibility in connection with conse-
quences of processing illegal material (Lawrence et al., 2017), or compliance
with organisational secrecy and security regulations (Ranade et al., 2018).
However, the challenge that state actors are often subject to enhanced require-
ments in terms of safeguarding accountability and compliance with differ-
ent standards and responsibilities, which were also emphasised by consulted
stakeholders, remained unaddressed. Since considering such requirements results
in a higher resource consumption and may prevent the utilisation of particular ML
algorithms, a trade-off with the value efficiency occurs. Thus, the challenge lies in
developing OSINT systems that support the documentation of the operators’ deci-
sions without disproportionately impairing efficiency and usability. It is advisable
to conduct case studies on the specific requirements of respective governmen-
tal user groups with regard to ensuring accountability, clear responsibilities, and
reporting chains, and based on this derive concrete guidelines for the legitimate
application of OSINT systems as well as requirements for their design. Finally,
in the empirical investigation, stakeholders voiced a demand for transparency on
training data used for ML algorithms and on OSINT system specifications, which,
in turn, may increase opportunities for model poisoning and, thus, conflict with
safeguarding the security of ML models. While first studies have proposed solu-
tions to mitigate this threat (Khurana et al., 2019; Longo et al., 2020), there is a
need for continued research on the magnitude of the problem and technical coun-
termeasures. With regard to the reconciliation of transparency and security, the
involvement of stakeholders in a scrutiny committee that reviews algorithm design
could be a reasonable solution.

Table 8. Observations and design implications for the implementation of the OSINT system into
the CERT context

Key Observation Design and Research Implications

(1) Transparency vs. Security: Demands for
transparency on system capabilities may
increase security risks (e.g. model poisoning)

(1) Examine model poisoning risks and
possible mitigation measures

(2) Efficiency vs. Accountability & Respon-
sibility: Prerequisites of governmental organi-
sations to link the processing and analysis of
OSINT data to human decision-making in order
to ensure accountability could impair system
speed and efficiency

(2.1) Involve stakeholders in scrutiny com-
mittee that reviews algorithms (2.2) Con-
duct case study research on specific
accountability requirements and reporting
chains of governmental user groups (2.3)
Develop guidelines for a legally compliant
use of OSINT systems
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5.2. Value Sensitivity as a Facilitator of Collaboration

Understanding value conflicts is not an end in itself, but offers venture points for
value-sensitive technology design and detailed evaluations of conflicts in com-
plex socio-political systems. From a CSCW perspective, three implications for
supporting multi-actor collaboration emerge from the findings of this research
paper: First, as the work of CERTs strongly relies on collaboration with other
CERTs, authorities, and organisations (Riebe et al., 2021a), a tool for shared sit-
uational awareness needs to be trustworthy and support the operators reasoning
and sense-making (Ley et al., 2014; Lukosch et al., 2015). Trust can be achieved
by supporting the operators alignment with legal provisions and social norms. As
OSINT systems work with different ML algorithms, research on the explainabil-
ity of the systems and on solutions to maintain the autonomy of the operators are
crucial in all application domains. Second, with regard to the communication of
cyber threats, CERTs need to collaborate with different stakeholders to improve
their situational awareness and provide risk mitigation strategies. It became appar-
ent that bias-free and addressee-specific communication is pivotal to fulfilling
these objectives, a factor also to be taken into account in the design of systems
with communication functionalities. Additionally, the spread of social media, in
particular, has opened up opportunities for CERTs to leverage novel resources.
However, this paper also highlights the challenges and concerns of how this
information is used and processed in such a demanding and time-sensitive col-
laborative environment. Therefore, the results of this study can be of use for the
field of control room research, e.g. in the context of traffic management (Jones
et al., 2021) or other emergency services (Normark and Randall, 2005). Third,
OSINT, especially when using social media as sources, is dependent on infor-
mation provided by the respective medium’s users. Therefore, it involves the use
of crowdsourcing, which is collaborative (Liu, 2014). Social media users need
to trust OSINT operators using their data (Tapia and Moore, 2014), which can
be achieved by ensuring transparency and accountability, e.g. by organisational
oversight infrastructures, as well as data minimisation by Privacy by Design
approaches.

5.3. Limitations and Future Work

The findings of this work must be considered in the light of some limitations,
which at the same time, however, offer impulses for future research. First, the
empirical investigations in this study were limited to selected stakeholder groups.
In addition, only one individual potentially affected by data collection was inter-
viewed. Thus, to consolidate the findings, further qualitative interviews and focus
groups are necessary. For enquiries about citizens’ attitudes, however, quantita-
tive surveys appear to be more suitable. Our future research will therefore also
include a representative survey on the attitudes of the German population towards
the use of OSINT technologies. Second, the generalisability of the results is lim-
ited due to the case study design of the VSD-approach. However, similar cases of
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ML-based OSINT systems for cybersecurity can utilize the design implications.
Within this limitation, this work pursued the goal of elaborating values and value
conflicts as abstractly as possible. Nevertheless, as the interviews and the discus-
sion were strongly focused on the design of OSINT systems for aggregating CTI
for the CERT context, the results are primarily relevant with regard to artefacts
for this application field. Accordingly, studies focusing on systems for investiga-
tion and risk assessment and mitigation purposes represent promising avenues for
further research. Third, this work only includes conceptual and empirical VSD
investigations. In the further course of our project, it is therefore intended to con-
duct technical VSD investigations to derive concrete design requirements and find
technical solutions through which value conflicts are minimised and preferred
stakeholder values are supported as adequately as possible.

6. Conclusion

In this paper, we employed a triangulation of methods to investigate which values
and value conflicts are relevant to the application and development of ML-based
OSINT technologies in the context of cybersecurity incident response. In order
to situate our empirical findings in the broader research and application context,
we first systematically reviewed the technical research literature on the develop-
ment of OSINT artefacts for the cybersecurity domain (N=73). Then, an empirical
VSD case study, comprising semi-structured interviews (N=9) and a focus group
(N=7) for data collection, including a subsequent qualitative content analysis
of the gathered material, was undertaken to identify values of key stakeholders
and to systematise potential value conflicts. The results of the literature review
underlined the identified research gap, as despite research activities on OSINT
for cybersecurity have increased, stakeholder values and other ethical, legal, and
social issues have only been addressed in a minority of publications. In the
empirical investigation, we identified ten values and eight value conflicts, partic-
ularly involving privacy, transparency, efficiency, and accuracy, that are relevant
to the application and development of OSINT artefacts for cybersecurity incident
response. Drawing on our findings, we derived implications for the design of and
research on ML-based OSINT technologies for this application domain and dis-
cussed how sensitivity to the uncovered value conflicts and the division of tasks
between human operators and ML algorithms can facilitate collaboration. Though
certain limitations remain, this paper offers a systematic review of the technical
research literature on the development of OSINT technologies for cybersecurity
(C1), an empirically grounded elaboration of values and value conflicts related to
the development and application of OSINT technologies for cybersecurity inci-
dent response (C2), and an elaboration of research and design implications for
ML-based OSINT technologies for collaborative cybersecurity incident response
(C3).
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Appendix A: Category System of the Literature Review

The category system was created for the structured quantitative analysis of the
selected publications in the literature review (see Table 9).

Table 9. Categories and subcategories used for the quantitative analysis in the literature review

Category No. Subcategory

Year 1 −
Country 2 −
Usage Scenario 3-a Investigation

3-b Cyber Threat Intelligence

3-c Risk Assessment and Mitigation

3-d Several

Technology 4-a Data acquisition

Features 4-b Relevance Classification or Filtering

4-c Quality/ Credibility/ Reliability assessment of CTI

4-d Quality/ Credibility/ Reliability assessment of CTI Sources

4-e Cyber Event Detection

4-f Data Visualisation

4-g Report/IoC Generation

4-h Social Network Analysis

4-i Assessment of Organisational Attack Surface

4-j Identification of Communities or Users

Algorithmic 5-a Classification

Approaches 5-b Regression

5-c Clustering

5-d Topic Modelling

5-e Named Entity Recognition

5-f Artificial Neural Network

Machine Learning 6-a Supervised learning

Type 6-b Unsupervised Learning

6-c Semi-supervised Learning

6-d None

Data Sources 7-a Vendor Websites

7-b Security Blogs, Forums, or Websites

7-c Dark Web Forums or Market Places

7-d Surface and Deep Web Hacker Forums
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Table 9. (continued)

Category No. Subcategory

7-e Threat Intelligence Feeds and Platforms

7-f Vulnerability Databases

7-g Twitter

7-h Other Social Networks

7-i Source Code Repositories

7-j Internet Relay Chat

7-k Bins

7-l Unspecified Source

7-m Combination of Sources

Consideration of 8-a Consideration

ELSI Aspects 8-b No Consideration

Appendix B: Codebook

In the qualitative content analysis following Kuckartz (2016), sections that are
covered by the definitions and coding rules of several categories can be coded with
multiple categories. Coding units are sections of meaning describing one coherent
thought. A shortened version of the codebook is presented below (see Table 10).

Table 10. Codebook used for the qualitative content analysis

Category Definition Example

Value In the section, one or several val-
ues, i.e. abstract concepts deemed
important to people’s lives (Fried-
man et al., 2013), are described
as either important or desirable to
individuals, groups, and organisa-
tions; or are referred to as relevant
for the design of technical artifacts,
systems, or processes.

“That it could also depend a bit on
transparency. For example, whether
you want to make the training mod-
els comprehensible to the public in
the sense of open source or some-
thing. So how their social media
data is evaluated, so to speak, and
for what purpose, and... all that kind
of thing. So transparency maybe as
a value here” (F1).

Value Conflict In the section, either a conflict
between two or more competing
values that suggest two or more
different and incompatible choices
for the design of technical artefacts,
systems or processes is described
(van de Poel and Royakkers, 2011).

“And there is of course the tension
between, for instance, whether an
author’s name is displayed or not.
It can, so to speak, contain infor-
mation in order to conduct further
research, but perhaps it must be
anonymised for data protection rea-
sons, which of course is also an
area of tension between knowledge
interest and data protection” (F1).
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Table 10. (continued)

Subcategory Definition Example

Accuracy In the section, accuracy, i.e. the
correspondence or closeness of
a statement or piece of informa-
tion to the truth, the reality or
a differently defined standard
(Hayes et al., 2020), is high-
lighted as an important, rele-
vant, or desirable property of
the training, input or output
data of technical artefacts, sys-
tems or processes, as well as of
the information communicated
by CERTs.

“Well, of course we only try
to subscribe to information that
is relevant to us or to our tar-
get groups, as we always call
them. So we have a pretty
good overview of the software
that is in use in the state, of
course not in detail. So we
would never subscribe to Secu-
rity Advisories for an obscure
product that probably nobody
has in use” (I1).

Security In the section, security, i.e. the
state of a referent object that
is free from threat or danger
(van de Poel, 2020), is stressed
as important, relevant, or desir-
able.

“First of all, the whole thing
would have to be set up in
a secure environment that is
operated according to the ISMS
and the state of the art. If I
install something here and run
it in an unsecured cloud envi-
ronment and anyone can break
into it or get access to it, that
might not be a good idea. That
means it should be an envi-
ronment that is really provided
with resources for IT security
and active operation” (I9).

Efficiency In the section, efficiency,
i.e. the ability to accomplish
tasks or achieve outputs with
the minimal expenditure of
resources (Cousins et al.,
2019), is stressed as an impor-
tant, relevant, or desirable
property of technical artifacts,
systems, and processes, or
characteristic of individuals,
groups, or organisations.

“Of course it would be good if
information from outside could
already be adequately pro-
cessed, automated and sorted.
The more it is automated, the
more it takes work off your
hands, logically. That would be
all well and good, of course,
but I couldn’t tell you now in
what form that would be fea-
sible. But technical support,
for me as a computer scientist,
I am always available in any
form” (I2).
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Table 10. (continued)

Accountability &
Responsibility

In the section, accountability, i.e.
the obligation to face the conse-
quences of and account for previous
actions and decisions related to a
technical artifact, system or process
(van de Poel, 2011), or responsi-
bility, i.e. the obligation to evalu-
ate one’s own role and duties with
regard to a situation or a context of
action (van de Poel and Royakkers,
2011), is stressed as important, rel-
evant, or desirable.

“What are the consequences if the
AI makes wrong predictions? That
is the question. Okay then maybe in
the end there will be no report. So
I just basically asked myself what
can be the consequences of all this.
Can this also go so far that it some-
how has legal consequences, that
someone is somehow held respon-
sible for the fact that in the end the
result was not achieved that should
have been achieved” (F1).

Autonomy In the section, preserving or
enhancing the autonomy of actors,
i.e. their ability to indepen-
dently formulate and pursue their
objectives, exert their evaluative
capability and implement their
decisions with minimal external
restrictions in a given external
context (May, 1994), is stressed as
important, relevant, or desirable.

“So I see with all technology the
point that should still be supportive,
it should be a tool for the human
being. But it should not determine
the people. And I think that is a very
big point” (I5).

Transparency In the section, transparency, i.e. a
situation or state that is beneficial
to the knowledge of individuals,
groups, or organisations about a
topic or fact related to a technical
artefact, system or process (Turilli
and Floridi, 2009), is stressed as
important, relevant, or desirable.

“So of course I would be happy if
the whole system is open source
as far as possible, subject to this
evaluation and the risks, and is also
open development. So it’s not just
open source, here’s the software.
But open development” (I9).

Privacy In the section, respecting privacy,
i.e. individuals’, groups’, or organ-
isations’ claim to determine for
themselves when, how, and to what
extent information about them is
communicated to others (Westin,
1967), and the demand that the flow
of personal information adheres
to legal and social norms (Nis-
senbaum, 2009), is stressed as
important, relevant, or desirable.

“Are CERTs legally allowed to col-
lect and store social media data?
So that’s a legal question, actually.
And perhaps also which data then
specifically from social media, so
really everything that is there or
somehow, yes certain things then
also not that are somehow private or
so” (F1).
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Table 10. (continued)

Ownership & Property In the section, ownership and
property, i.e. the rights of indi-
viduals, groups or organisa-
tions to possess, use, man-
age, profit from or bequeath
objects or pieces of information
(Friedman and Kahn, 2002), are
stressed as important, relevant,
or desirable.

“On the one hand, from a legal
point of view, the first issue
is data collection. Because you
always need a basis and an
argument for what the data is
collected and who is allowed
to collect the data. Of course,
the question is on what basis it
happens and how generally this
basis can be expanded. Because
when I collect the data for the
first time, I don’t necessarily
know what’s in it” (I4).

Freedom from Bias In the section, freedom from
bias, i.e. the absence of any
systematic discrimination
against individuals or groups
(Friedman and Kahn, 2002), is
stressed as important, relevant,
or desirable.

“What we’ve been thinking
about is actually whether we
should have some kind of news
feed or something, where peo-
ple can subscribe to it proac-
tively. But even there we have
the situation, of course, if peo-
ple don’t subscribe to some-
thing like that, then you don’t
reach the people. So I think our
fundamental problem is how
do I adequately reach people?
Which medium is best?” (I7).

Trust In the section, trust, i.e. expec-
tations, assumptions or beliefs
of actors about the likelihood
that other actors’ future actions
will be beneficial, favourable or
at least not detrimental to them
(Robinson, 1996), are stressed
as important, relevant, or desir-
able.

“But perhaps trust in general
also depends very much on
who operates the tool in the
end, whether the whole thing
is transparent, i.e. how much is
communicated about the AI to
the outside world, what data is
collected” (F1).
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Appendix C: Abbreviations

Table 11 provides an overview of the abbreviations used and the corresponding
complete terms.

Table 11. List of abbreviations used in the paper

Abbreviation Complete Term

AI Artifical intelligence

CERT Computer Emergency Response Team

CSCW Computer Supported Cooperative Work

CTI Cyber threat intelligence

ELSI Ethical, legal, and social implications

ICT Information and communication technology

IoC Indicator of Compromise

HCI Human-Computer Interaction

ML Machine learning

NLP Natural language processing

OSINT Open-source intelligence

VOST Virtual operations support team

VSD Value Sensitive Design

XAI Explainable artificial intelligence
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Gläser, Jochen; and Grit Laudel (2010). Experteninterviews und qualitative Inhaltsanal-
yse: als Instrumente rekonstruierender Untersuchungen. Wiesbaden: VS Verlag für
Sozialwissenschaften, 4th edition.

Gong, Seonghyeon; Jaeik Cho; and Changhoon Lee (2018). A Reliability Comparison
Method for OSINT Validity Analysis. IEEE Transactions on Industrial Informatics,
vol. 14, no. 12, pp. 5428–5435.
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Kerasidou (2016). Designing for ethical innovation: A case study on ELSI co-design in
emergency. International Journal of Human Computer Studies, vol. 95, pp. 80–95.

Liu, Ruyue; Ziping Zhao; Chengjun Sun; Xiaoyu Yang; Xiaoli Gong; and Jin Zhang
(2017). A Research and Analysis Method of Open Source Threat Intelligence Data.
ICPCSEE’17: Data Science. Third International Conference of Pioneering Computer
Scientists, Engineers and Educators, Changsha, China, 2017. Singapore: Springer,
pp. 352–363.

Liu, Sophia B. (2014). Crisis Crowdsourcing Framework: Designing Strategic Configura-
tions of Crowdsourcing for the Emergency Management Domain. Computer Supported
Cooperative Work (CSCW), vol. 23, no. 4-6, pp. 389–443.

Longo, Luca; Randy Goebel; Freddy Lecue; Peter Kieseberg; and Andreas Holzinger
(2020). Explainable artificial intelligence: Concepts, applications, research challenges
and visions. CD-MAKE: International Cross-Domain Conference for Machine Learn-
ing and Knowledge Extraction, Dublin, Ireland, 2020. Cham: Springer, pp. 1–16.
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Reuter, Christian; Marc-André Kaufhold; Thomas Spielhofer; and Anna Sophie Hahne
(2017). Social media in emergencies: A representative study on citizens’ perception in
germany. Proceedings of the ACM on human-computer interaction, vol. 1, no CSCW,
pp. 1–19.

Reuter, Christian; Thomas Ludwig; and Volkmar Pipek (2014). Ad Hoc Participation
in Situation Assessment: Supporting Mobile Collaboration in Emergencies. ACM
Transactions on Computer-Human Interaction, vol. 21, no. 5, pp. 1–26.
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