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Abstract
In the digital age, the use of advanced technology is becoming a new paradigm in 
police work, criminal justice, and the penal system. Algorithms promise to predict 
delinquent behaviour, identify potentially dangerous persons, and support crime 
investigation. Algorithm-based applications are often deployed in this context, lay-
ing the groundwork for a ‘smart criminal justice’. In this qualitative study based 
on 32 interviews with criminal justice and police officials, we explore the reasons 
why and extent to which such a smart criminal justice system has already been 
established in Switzerland, and the benefits perceived by users. Drawing upon this 
research, we address the spread, application, technical background, institutional 
implementation, and psychological aspects of the use of algorithms in the criminal 
justice system. We find that the Swiss criminal justice system is already significantly 
shaped by algorithms, a change motivated by political expectations and demands 
for efficiency. Until now, algorithms have only been used at a low level of automa-
tion and technical complexity and the levels of benefit perceived vary. This study 
also identifies the need for critical evaluation and research-based optimization of the 
implementation of advanced technology. Societal implications, as well as the legal 
foundations of the use of algorithms, are often insufficiently taken into account. By 
discussing the main challenges to and issues with algorithm use in this field, this 
work lays the foundation for further research and debate regarding how to guarantee 
that ‘smart’ criminal justice is actually carried out smartly.
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1 Introduction

Soon police officers may no longer be patrolling the streets, but robots could be 
strolling around cities checking parking spaces, issuing fines, and observing public 
spaces with potential for crime. The supervision and monitoring of crimes might be 
executed directly and in real-time from a central office which uses newest technical 
innovations to analyze, predict and solve crimes. Based on big data, surveillance 
technologies and automated decision-making, the system would automatically iden-
tify and prosecute offenders. We cannot foresee with any certainty whether or not 
the digital age is taking us there. However, it is a fact today that technical systems 
are increasingly playing an essential role in the work of police and criminal justice 
authorities, sometimes substantively changing their routines. In fact, a strong ten-
dency towards the establishment of a ‘smart criminal justice’ (i.e., the use of intel-
ligent technology in the criminal justice system) is currently observable (Simmler 
et al. 2021).

In particular, the phenomenon of predictive policing, along with other modern 
methods of crime prevention and prosecution such as data mining and face recog-
nition technology, are rapidly gaining attention (Brayne 2021; Egbert and Leese 
2021; Egbert and Krasmann 2020; Kotsoglou and Oswald 2020; Benbouzid 2019; 
Završnik 2019; Egbert 2018; Yu et al. 2011). Predictive policing tools promise to 
bring about a substantial revolution in policing and claim to be shaping the future of 
criminal justice. In response, the models underlying the algorithms, lack of empiri-
cal evaluation, potential racial disparity and reduction of a user’s responsibility 
to defend their decisions have all been criticised (Bennett Moses and Chan 2018; 
Ugwudike 2020). Thus, it is evident that the criminal justice system is facing urgent 
challenges regarding its use of emerging technologies (cf. Završnik 2019). Never-
theless, research has yet to systematically deal with the implementation of advanced 
technology in the criminal justice system, in Switzerland and elsewhere. In contrast, 
studies have thoroughly addressed the fact that governments are discovering the use 
of advanced ‘smart’ technology to modernise the public sector (Gil-Garcia et  al. 
2016). In line with such general research on smart governance, it is necessary to 
devote scientific attention to the development of smart initiatives specifically in the 
criminal justice system.

In Switzerland, this debate is in its infancy (Cavelty and Hagmann 2021). Against 
this background and in anticipation of the further unfolding of the digital age, this 
study explores the reasons why and extent to which such a smart criminal justice 
system has been established in Switzerland, as well as the benefits currently per-
ceived by users. In order to answer these questions, we conducted and systematically 
evaluated 25 qualitative interviews with 32 experts from 14 Swiss cantons. Based 
on these data, we argue that there is a need to thoroughly evaluate the effects of 
algorithm use in criminal justice, considering the legal foundations, as well as the 
accompanying psychological and institutional effects.

After a brief introduction to the phenomenon of smart criminal justice (Sect. 2) 
and presentation of the methodology (Sect. 3), this research presents the results of 
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the study (Sect. 4). Subsequently, the results are outlined and discussed, explicating 
the central challenges and guiding future research (Sect. 5).

2  Smart criminal justice

Smart government generally refers to the use of intelligent technology in the public 
sector, and thereby represents the further development of e-government (Gil-Garcia 
et  al. 2016; Mellouli et  al. 2014). Smart criminal justice, a sub-category of smart 
government, can be defined as the use of technology in the criminal justice system 
based on algorithmic decision-making and the collection, analysis, and processing 
of big data (Simmler et al. 2021). In the sense of this broad definition, criminal jus-
tice includes the work of the police, criminal judicial authorities, and penal system. 
In general, a smart criminal justice system seeks to leverage advanced technology 
and exploit its potential for more efficiency and effectiveness (Simmler et al. 2021).

As the definition indicates, not every use of a simple algorithm or process auto-
mation can be subsumed under the term ‘smart criminal justice’. Broadly speaking, 
every digitization per se involves the use of algorithms, as basically any determina-
tion of ‘if A, then B’ qualifies as algorithmic. In the present study, the simple use of 
algorithms must therefore be distinguished from employment of advanced technol-
ogy. However, the boundaries between e-justice (i.e., the simple digitization of pro-
cesses) and smart justice are blurred (Lupo and Velicogna 2018). Therefore, a broad 
spectrum of applications is considered in a first step.

In order to categorise the various possible applications of advanced technology 
in crime prevention and law enforcement, we differentiate between the areas of pre-
crime and postcrime. Due to different practical and legal implications, we further 
divide the area of precrime into (1) spatio-temporal predictive policing (i.e., the 
identification of possible crime scenes and times) and (2) predictive policing regard-
ing individuals (i.e., the identification of potentially dangerous persons and subse-
quent threat management). In the area of postcrime, when a crime has already been 
committed, we distinguish between the use of (3) advanced technology in police 
investigations and (4) the subsequent criminal proceedings. Furthermore, we differ-
entiate between the (5) forensic-psychiatric assessment of defendants during crimi-
nal proceedings and (6) the assessment of convicts in the penal system (see Fig. 1).

2.1  Spatio‑temporal predictive policing

The term ‘predictive policing’ covers various methods for predicting crimes, based 
on probability calculations (Leese 2018; Uchida 2014). Such methods follow the 
assumption that crimes are subject to statistical regularities, and therefore statements 
about future crimes can be made based on past data. Predictive policing strives to 
identify possible crime scenes and times of occurrence. It relies on scientific find-
ings such as the ‘near repeat phenomenon’ (Perry et  al. 2013) and makes use of 
various forecasting techniques, including hot spot or risk terrain analysis, data min-
ing, regression models, and spatio-temporal pattern recognition (Bennett Moses and 
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Chan 2018; Perry et al. 2013). The latest research has revealed the potential of such 
forecasting methods, but also emphasized the considerable costs associated (Rum-
mens and Hardyns 2021).

2.2  Predictive policing regarding individuals

Predictive policing can also focus on the identification of potentially dangerous 
individuals (Berk 2021). In this domain, the police hope to prevent violent crimes 
through the early identification of threats and subsequent intervention and de-esca-
lation (Simmler and Brunner 2021). Technology used in risk management is primar-
ily intended to support the authorities in adequately assessing individuals and the 
risks they may present. In contrast to forensic-psychiatric assessments during ongo-
ing criminal proceedings or in the penal system, these predictive policing measures 
are intended to take effect before a crime is committed. In this area, it was found that 
technical methods can substantially shape the way risks are assessed, producing new 
forms of algorithmic governance and of ‘algorithmic risk’ (Hannah-Moffat 2019).

2.3  Investigations and crime analysis

Deploying technology is no novelty in criminal investigations. Forensics relies heav-
ily on filtering and evaluating relevant elements from large amounts of data (Bur-
khardt 2020). For instance, data mining methods are used to systematically analyse 
large datasets (Chen et al. 2004). Methods such as ‘computer vision’ (i.e., applica-
tions of visual recognition of objects, persons, and actions by means of machine 
learning) and speech recognition tools also support investigative work (Burkhardt 
2020).

2.4  Criminal proceedings

Algorithms can be deployed to support legal assessments and decision-making in 
criminal proceedings. Although this field has not yet been developed to any great 
extent, various applications such as algorithm-based literature research and algo-
rithmic evaluations of sentences are conceivable. In Estonia, for example, artificial 
intelligence (AI) capable of hearing and deciding small claims disputes is being 
developed and tested (Park 2020). Legal proceedings will most likely not remain 
unaffected by digital change (Brunner 2021; Villasenor and Foggo 2019).

2.5  Forensic‑psychiatric assessment

Checklists and actuarial risk assessment instruments have long been standard in 
forensic psychiatry. They are based on the belief that in the field of short-term risk 
assessment, structured prognosis instruments are superior to expert opinions (Kilv-
inger et al. 2012). These instruments now serve as technical tools supporting assess-
ments in ongoing criminal proceedings. In this category of smart criminal justice, 
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algorithms are mainly used to evaluate offender profiles and recidivism forecasts, 
eventually affecting sentencing.

2.6  Penal system

Algorithmic risk assessment instruments can not only be used in ongoing criminal 
proceedings for forensic-psychiatric assessment, but also in the penal system (e.g., to 
determine the need for further examination of a convicted offender or decide on exe-
cution mode, probation, and early release). As the algorithmic tools used in forensic-
psychiatric assessments during criminal proceedings and in the penal system tend to 
overlap, these categories will be addressed together in this research (Fig. 1).

Users’ perceptions of how these various algorithmic tools work and what they 
can do are a key factor in determining whether smart criminal justice will become 
widely adopted in practice. In a study on the ’uberization of policing’, for example, 
Sandhu and Fussey (2021) found police officers to be skeptical about these tools if 
they did not trust the input data or could not understand how the algorithms worked. 
Conversely, Miro-Llinares (2020) argued that user acceptance of the new technol-
ogy varied from optimism to pessimism, in a means analogous to most technology 
acceptance shifts in modern society. The present research examines the applica-
tions currently used in Swiss practice, why they were procured (i.e., the motivation), 
how they have been perceived by users, and what practical and scientific questions 
arise with respect to the future. In addressing these questions, this study provides a 
snapshot of the state of development regarding the use of algorithms in policework, 
criminal justice, and the penal system. Additionally, this study sheds light on the use 
of algorithms and accompanying opportunities and challenges, revealing avenues for 
further research not only in Switzerland but across the globe.
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Fig. 1  Categories of smart criminal justice
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3  Methodology

The findings presented below are the result of an empirical study conducted between 
April 2019 and February 2020, involving all cantons of Switzerland. The study fol-
lowed an explorative approach to collect and structure data on a largely unknow 
research subject (cf. Becker 1993). Methodologically, the study used qualitative 
guideline interviews to build upon the knowledge and experience of experts directly 
confronted with the implementation and use of algorithms. The focus was not on 
the federal level, but rather on cantons (i.e., the 26 different states comprising the 
Swiss confederation, comparable to states in the US), as policing and criminal jus-
tice are mainly within their jurisdiction. To identify the relevant experts, we formed 
two groups consisting of either representatives of the cantonal police corps or of the 
penal system. To reach the relevant experts in these two groups, we contacted the 
cantonal justice and police departments. We then asked these departments to redi-
rect us to experts using algorithmic tools. In doing so, we paid particular attention to 
including the widest possible range of expertise. At the same time, however, it was 
not possible to interview experts from all areas of interest in all cantons. In total, the 
study sample was composed of 25 interviews with 32 persons from 14 cantons. The 
interviews followed a uniform structure: the questions were defined in advance and 
were grouped according to the questions mentioned in the previous chapter. This led 
to a questionnaire including the following aspects: (1) demographic background of 
the participant, (2) algorithmic tools in use now as well as tools that may be used 
in the near future, (3) procurement process, (4) implementation and application of 
algorithms, (5) development and functioning of algorithms, (6) effects of the tools, 
(7) use of algorithms in risk assessment in particular, (8) legal foundations, (9) pub-
lic communication of the use of algorithms and (10) avenues for further research.

By following a defined questionnaire, we aimed at achieving a sufficient level 
of comparability of the results. However, due to the explorative character of the 
research, the interviews did leave room for additional remarks from respondents. 
The sample (N = 25) consisted of 11 interviews with representatives of the penal 
system and 14 interviews with police officials. Of the total number of people inter-
viewed (32), 11 worked in the penal system and 21 in the police corps; 26 (81%) 
were men and 6 (19%) were women. The role of the interviewees within their insti-
tutions varied. However, most of them (71%) were in a leading position (i.e. lead-
ing their specialised unit). Most of the interviewees were police officers (28%) or 
they completed a legal education (25%). Additionally, the group of interviewees was 
completed by psychologists (19%), criminalists (13%), computer scientists (6%), 
social workers (6%) or persons with pedagogical education (3%).

In order to capture (at least in outline) the use of algorithms in the 12 cantons 
where no representatives were personally interviewed, information was obtained 
by e-mail from 23 individuals. In total, 55 persons from 25 cantons were involved 
in the study. This overview of the algorithmic tools currently in use relied on this 
extended sample; the in-depth examination of the phenomenon, however, was based 
solely on the personal interviews, which were transcribed and qualitatively evalu-
ated for this purpose.
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The data analysis primarily consisted of a qualitative analysis of the semi-struc-
tured interviews. The qualitative analysis consisted of two steps that were executed 
for each aspect defined in the questionnaire: In a first round, we screened all inter-
views for the most important viewpoints and themes. Based on this, we developed 
an analysis raster and defined a numeric code. In a second round, we assigned the 
interview responses to the code in order to systematically obtain insights. The code 
comprised numbers for each question. We then analysed the interviewees’ answers 
separately and assigned them to the number of the question they correspond to, 
regardless of whether the interviewees actually answered that exact question. This 
procedure allowed us to allocate the different pieces of information included in the 
answers to the right question as sometimes the answers did not match the question 
they followed but instead suit a different question contained in the questionnaire. 
Once we thematically sorted the answers, we conducted our analysis on two lev-
els. On one level, we analysed the entire sample of respondents together and on a 
next level we analysed both groups of representants (police corps and penal system) 
separately. In addition, we evaluated whether there are striking similarities or differ-
ences between other groups of respondents (e.g., legal experts or non-experts). We 
then complemented the data with the information obtained from the e-mail survey 
which we previously analysed according to the same procedure as described above.

Although the interviews were carefully conducted to obtain additional informa-
tion and cover as many algorithmic instruments as possible, it cannot be ruled out 
that the results are incomplete. It is possible that respondents did not have all the 
information at their disposal or other departments were using additional algorithms 
about which the respondents were not informed. There also might have been a range 
of understanding regarding what is considered an algorithm and should be named 
accordingly. As we contacted the interviewees via their departments, it cannot com-
pletely be ruled out that the departments provided respondents in manner that suited 
the respective attitude of the department regarding algorithmic tools best. In addi-
tion, it might be possible that confidentiality issues to some extend inhibited dis-
closure of information by interviewees. However, the interviewees were carefully 
selected and the results of the interviews were handled strictly confidential to mini-
mize any influence of the departments distorting the results of the study.

4  Results

Our presentation of the results focuses on three central questions that turned out to 
be most essential: (1) what applications with which functionalities were available, 
(2) what the motives were for acquiring them, and (3) how they were being used and 
the benefits perceived by users (see overview in Table 1). Since motives for acquisi-
tion also reflect the expectations for the respective tools, they are related to the per-
ceived benefits. Consequently, as a starting point, this study was concerned with the 
question of whether algorithms were deployed in the Swiss criminal justice system, 
and if so, at which institutions. The survey showed that all examined cantons used 
at least one algorithm-based tool, and many used several. However, most of these 
tools were not based on very advanced, complex, or self-learning technology. A 
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substantial percentage of the algorithmic tools resembled digital checklists or simple 
automation processes (i.e., ‘e-justice’), and thus could not be classified as intelligent 
technology (i.e., ‘smart justice’). Furthermore, this research discovered early on that 
in criminal courts and offices of public prosecutors, intelligent algorithms were thus 
far not in use. Hence, that area of inquiry received no further attention, though it 
certainly has the potential for future applications of smart criminal justice.

4.1  Applications, motives, and use

4.1.1  Spatio‑temporal predictive policing

Currently, three Swiss cantons use an algorithm-based predictive policing tool that 
supports the prevention of burglaries and relies on self-learning techniques. The 
system named PRECOBS was developed and commercialised by a private insti-
tute based in Germany. The overarching goal of the tool in its standard version is 
to reduce the number of burglaries being committed. Based on recent crime data, 
it generates forecasts that allow the police to identify risk-prone areas at an early 
stage (cf. IfmPt 2018). The predictions rely on a ‘near repeat’ approach; after a bur-
glary occurs, risk-exposed areas are identified (Schweer 2015). It is then assumed 
that based on past events or series of burglaries recorded in these areas, such areas 
could also be the target of future crime. Hence, the system makes use of geospatial 
modelling to generate risk profiles for locations (Shapiro 2017).

To generate predictions, PRECOBS requires a relatively small amount of data, 
consisting of information from police records of reported burglaries. Initially, the 
system extracts information regarding circumstances of a burglary including time, 
object, modus operandi, damage and exact geographical location. These parameters 
are then compared with reference catalogues of pre-identified trigger and anti-trig-
ger criteria. Trigger criteria (e.g. a list of modi operandi) indicate future near repeats 
while anti-trigger criteria (e.g. the use of keys) oppose near repeats. Areas that are 
automatically identified as risk prone are then focused on in real-time police opera-
tions, e.g., by sending patrols (for more details see Gerstner 2018; Schweer 2015). 
Apart from the real-time analysis, PRECOBS verifies its predictions by retrospec-
tive simulation studies. Past predictions are evaluated by comparison with actual 
occurrences to confirm that the areas are suitable for accurate predictions (Gerstner 
2018). Findings on successfully predicted near repeats are constantly reincorporated 
into the algorithmic tool (IfmPt 2018). This way, the data set is constantly being 
expanded based on past events which makes the tool a ‘learning’ system that fea-
tures a certain level of intelligence. However, it is not based on machine learning 
in a narrower sense, as its predictions follow previously entered ‘if–then’ decisions.

4.1.1.1 Motives Regarding the acquisition of spatio-temporal predictive policing 
tools, the interviews revealed that the (dis-)proportion between costs and benefits 
was decisive. When reflecting on the benefits and effectiveness of such predictive 
policing systems, the respondents drew a variety of conclusions. Two of the three 
who used such a system were explicitly positive about its output and believed that it 
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helped achieve related policy goals. Conversely, the majority of the respondents who 
had chosen not to implement the program referred to the lack of evidence of its effec-
tiveness and general uncertainty as to whether the benefits justified the cost. Other 
than this particular tool, no other algorithmic systems in the field of spatio-temporal 
analysis were deployed at the time of this study.

4.1.1.2 Use On an operational level, the tool mainly serves to reduce complexity by 
identifying patterns. Accordingly, the interviewees expressed that the system was 
only deployed to support the planning process; it did not give recommendations for 
action. The authority to decide what measures to take in a specific situation (e.g., 
whether or not to send additional patrols to critical areas) always remained with 
humans. Moreover, every result of the algorithm was subject to close scrutiny by the 
user. As it features algorithmic calculations, issues of transparency and comprehensi-
bility seemed to accompany its use. Two out of three representatives from the cantons 
using this tool stated that its functioning was clearly understandable. The third repre-
sentative described the underlying algorithm as not fully transparent.

4.1.2  Predictive policing regarding individuals

Predictive policing regarding individuals is especially important in threat manage-
ment, which was institutionalised and professionalised in many Swiss police corps 
in the 2010s. The establishment of such specialised police departments was inspired 
by the conviction that risk indicators leading to violent crimes could be recognised 
early on, allowing for systematic risk assessments to identify threats and prevent 
escalation (cf. Brunner 2017). As the present study revealed, the majority of Swiss-
German police corps currently use algorithm-based assessment instruments to sup-
port this process.

In contrast to other fields of smart criminal justice, no procedural standardiza-
tion of predictive policing regarding individuals was observed. One of the tools used 
is a web-based application called ‘Dynamic Risk Analyses System’. It is used to 
assess the likelihood of severe intimate partner violence. The static and dynamic 
items it incorporates correspond to specific questions related to potential risks of 
escalations in relationships. Each of the 39 items (i.e., questions) is assigned to a 
risk score ranging from 0 to 5 (cf. Hoffmann and Glaz-Ocik 2012). The overall risk 
calculation is based on a multi-layer set of rules with at least 50 interacting rules 
that yield a total risk score and four additional sub-results. The respondents, how-
ever, did not know anything about the detailed weighting or interacting of the items 
by the algorithm. The complexity of the underlying statistical calculations of this 
risk assessment process requires computational power beyond human capacities 
(Hoffmann and Glaz-Ocik 2012). However, the algorithmic system is not based on 
machine learning techniques but applies pre-defined rules (Sommerer 2020). As the 
survey showed, at least five cantons have already acquired this tool, though it has 
been partly abolished by some since the acquisition.

Another algorithm identified in the interviews was specifically tailored to the 
subject of radicalization. This tool conducts risk assessments using an online ques-
tionnaire. Although it was developed by a Swiss institute, the principles underlying 
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its development and technical details remain unknown. A more comprehensive risk 
assessment instrument was used by six cantons in the fields of extremism, domes-
tic violence, and stalking. In this instrument, the dynamics of violence are deter-
mined according to eight dimensions, with each assessed according to a catalogue 
of different items. However, the tool does not produce any risk figure and is flexibly 
structured. Thus, it does not qualify as an algorithmic decision-making tool in any 
narrow sense. Although the survey showed a certain diversity in the tools used, it 
was clear that in most cantons, algorithms are already widely used in the process of 
identifying dangerous individuals.

4.1.2.1 Motives Regarding the motives for implementing algorithmic risk assess-
ment instruments, respondents unanimously referenced political and media pressure 
in the aftermath of tragic crimes as a main reason for the expansion of preventive 
threat management, which in turn has led to further professionalization. As reasons 
against the acquisition of such algorithms, respondents mainly identified a lack of 
necessity due to low case numbers, as well as financial reasons. Some respondents 
also pointed out that no external evaluations of these tools were available, since the 
manufacturers monopolised their evaluation.

The advantages of using an algorithm serving as the motive for its implementa-
tion is a topic that deserves further consideration. The interviews revealed that actual 
benefits resulting from use played only a subordinate role. Respondents commonly 
stated that when it came to actually assessing a situation and deciding on what to 
do to prevent a crime, a single indicator such as the number or colour provided by 
an assessment tool was of rather low significance. Accordingly, respondents unani-
mously felt that the tool itself was not decisive, since such algorithms do not pro-
pose what measures to take to prevent crimes. Also, many interviewees emphasised 
that algorithmic checklists could not serve as a basis for decisions in this field, let 
alone an algorithm autonomously making such choices. In this regard, respondents 
further emphasised that human intuition and experience could not be replaced by 
algorithms. In sum, the majority of respondents confirmed that algorithms did not 
play a leading role in the overall assessment of critical cases. Nonetheless, they were 
relevant because they provide a clear structure for practitioners and thus guide the 
evaluative process to a certain degree.

4.1.2.2 Use According to those interviewed, algorithms were found to generate a 
considerable amount of added value. Such value primarily resided in the structured 
approach they provide, as the algorithmic process guides expert risk assessments 
and ensures that all relevant aspects are included. Second, added value was found in 
that such tools have led to a certain level of standardisation among experts through 
unification of terminology and procedures. Third, several respondents considered 
it particularly positive that individual assessments generated by these instruments 
always required justification, therefore encouraging users to reflect more deeply on 
their cases.
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The question of whether the functioning mode of such algorithms was compre-
hensible to users was also of interest in this study. In this context, the survey detected 
a basic level of trust in the creators of these tools, as users tended not to question 
the way the algorithm and its variables were developed. None of the respondents 
expressed concern regarding the comprehensibility of such systems and the results 
produced. On the contrary, most respondents were convinced that the functioning 
was easily traceable. No one considered an in-depth understanding of the program-
ming of an algorithm to be a necessary prerequisite for its use. However, this per-
ception could also be related to the relative simplicity of the algorithms currently 
being employed.

4.1.3  Investigations and crime analysis

Crime analysis was another aspect of police work that was of interest in this study. 
Advanced technology in this field is designed to support the analysis of case-related 
data, profiling and identification of crime patterns. While such analyses usually 
involve various technical systems that are often developed in-house or based on gen-
eralist software such as Microsoft Excel, other specialised software is also deployed. 
Several police corps currently use a tool developed by the University of Lausanne 
to identify series of property crimes (PICAR). The tool does not make any calcula-
tions on its own, but rather allows for a structured collection of crime data such as 
the time, location, and modus operandi of the incident. As the analysis of connec-
tions between crimes is conducted by human analysts themselves, the underlying 
algorithms cannot said to be very advanced. It is rather a pure database allowing for 
further (potentially algorithmic) analysis.

In the field of cybercrime, a new tool is currently in use or being tested in cer-
tain cantons (PICSEL). This algorithm collects data in a systematic and structured 
way and identifies serial delinquencies in cybercrime. For example, indications of a 
possible series (e.g., by perpetrators repeatedly using the same e-mail address) can 
immediately be detected with the tool. Users are provided with an automated over-
view of possible links between offences. However, the tool does not classify as algo-
rithmic decision-making or AI-application but rather constitutes a modern database 
allowing for identifying connections between cyberoffences.

In addition to the above-mentioned data structuring tools, all examined crime 
analysis units of the police departments explored for this research made use of addi-
tional data analysis tools. Such tools usually contained advanced technology for 
data analysis purposes. Two of the tools currently in use were developed by IBM. 
The survey showed that some police corps use the IBM i2 Analyst’s Notebook and 
the IBM Watson Content Analyzer software to analyse large amounts of collected 
(digital) evidence. These programs assist digital forensics to systematically analyse 
unstructured data sets, especially seized evidence (SPIK 2016). IBM Watson is an 
AI-based application capable of discovering patterns in such large unstructured data 
sets (IBM 2019). It is powered by machine learning techniques and operates by deep 
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natural language processing (High 2012). Furthermore, IBM i2 Analyst’s Notebook 
enables visual analysis to provide insights into complex data. Doing so, it relies on 
an Entity Link Property-model (Mak et al. 2018). The interviews further revealed 
that face recognition software was already being considered and evaluated, but was 
not in use at the time of the interviews.

4.1.3.1 Motives Criminal investigations have always essentially been based on data 
collection and analysis. Now, the digital age has made it possible to break new ground 
in this area. In this domain, the acquisition of technical tools is not really an innova-
tion, and the motivation remains unchanged. Collected data must be analysed with 
as little effort and to as high a quality as possible. Technical progress allows prac-
titioners to access ever-increasing amounts of data, a condition that in turn requires 
new data mining tools. As a further reason for the procurement of new instruments, 
the respondents noted that they can be used to optimize intercantonal cooperation 
and data exchange. For example, cybercrimes occurring in different cantons can be 
linked, and patterns in property crimes that transcend cantonal borders easily identi-
fied. However, according to the interviewees, there are still legal limits due to data 
protection requirements.

4.1.3.2 Use Regarding the benefits and effectiveness of such tools in the areas of 
investigation and crime analysis, the algorithms being applied were consistently posi-
tively appraised. These tools enable the networking of similar cases, and thus make 
identification of potential serial crimes much easier; as such, according to all respond-
ents, they bring considerable added value in the sense of a qualitative improvement 
in police work. Likewise, none of the interviewees expressed any concerns regarding 
transparency, since no application involved complex calculations, and thus the tools 
in no way resembled a ‘black box’, lacking comprehensibility for forensic profession-
als.

4.1.4  Forensic‑psychiatric assessment and the penal system

Forensic prognosis instruments are used in the penal system and criminal proceed-
ings to assess the behaviour of defendants and risk of recidivism. As both fields 
utilize similar assessment instruments, they can be discussed together. The penal 
system is responsible for enforcing sanctions levied against convicted offenders. 
All cantons were found to use an algorithm embedded in a standardised concept 
of risk-oriented sanctioning. Although the system deployed in the German-speaking 
cantons differed slightly from the one currently being developed in the French- and 
Italian-speaking cantons, both systems appeared to be very similar and follow the 
same logic. The algorithm applied is a case screening tool for initial algorithmic 
case triage to determine if a person requires further clarification regarding correc-
tional measures and enforcement decisions.
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The system consists of weighted items, i.e. questions with a closed answer-for-
mat. The information for the answers is extracted from the offender’s police file 
and criminal record. The tool categorizes cases as A, B, or C following predefined 
thresholds of values the algorithm calculates. Thus, this type of assessment-tool is 
based on simple linear models.

After the triage algorithm has determined the need for clarification, forensic 
prognosis instruments are usually consulted to support further evaluation. A variety 
of instruments are available, such as the ‘Violence Risk Appraisal Guide’ or classic 
‘Psychopathy Checklist’. These tools always function according to the same prin-
ciple; they appear as checklists of varying levels of complexity, the result of which 
should contribute to a sound assessment of the dangerousness or risk of recidivism 
of a convicted person. They are algorithmic in the sense that they entail an ‘if–then’ 
decision structure. However, they deploy no intelligent or smart technology (yet), 
and the final judgment remains with the expert.

4.1.4.1 Motives In Switzerland, cantons’ correctional departments enjoy a substan-
tial degree of freedom in their concrete implementation of corresponding processes; 
thus, cross-cantonal coordination problems have repeatedly arisen. In response to 
a need for enhanced collaboration, a uniform enforcement concept was established 
in all German-speaking cantons in 2018, following the idea of a risk-oriented penal 
system. An analogue project has been initiated in the French- and Italian-speaking 
cantons. The interviews confirmed that the introduction of these systems was mainly 
justified by the desire for standardisation and increased efficiency in the penal system.

4.1.4.2 Use While the initial triage algorithm marks the beginning of every evalua-
tion in the penal system, decisions regarding how and if further instruments will be 
integrated in the subsequent assessment process remain the purview of the evaluating 
expert. The same is true for evaluations of ongoing criminal cases, where the use of 
checklists is standard but not mandatory. As the interviews showed, no actual deci-
sion automation could be observed in the area of forensic assessment, at least after 
the triage algorithm identified the need for additional clarification. Rather, respond-
ents stated that such tools tend to be used to structure and standardise the process. 
In addition, they allow for integration of the latest scientific findings and objectifica-
tion of judgement. Even though the algorithmic output is considered, it is only one 
element among many other factors. It was often emphasised by interviewees that 
forensic assessments must always be conducted by a human. In contrast, only one 
respondent was of the opinion that human intervention could actually corrupt the 
results of forensic prognosis tools (Table 1).



226 M. Simmler et al.

1 3

Ta
bl

e 
1 

 S
yn

th
es

is
: a

pp
lic

at
io

n,
 m

ot
iv

es
, a

nd
 u

se

Sp
at

io
-te

m
po

ra
l p

re
di

ct
iv

e 
po

lic
in

g
Pr

ed
ic

tiv
e 

po
lic

in
g 

re
ga

rd
in

g 
in

di
-

vi
du

al
s

In
ve

sti
ga

tio
n 

an
d 

cr
im

e 
an

al
ys

is
Fo

re
ns

ic
-p

sy
ch

ia
tri

c 
as

se
ss

m
en

t a
nd

 
pe

na
l s

ys
te

m

A
pp

lic
at

io
n

Sc
ar

ci
ty

: 3
/2

6 
ca

nt
on

s a
pp

ly
 (s

el
f-

le
ar

ni
ng

) t
oo

ls
 to

 p
re

ve
nt

 b
ur

gl
ar

ie
s

D
iv

er
ge

nc
e:

 v
ar

ie
ty

 o
f t

oo
ls

 w
id

el
y 

ap
pl

ie
d 

to
 su

pp
or

t r
is

k 
as

se
ss

m
en

t
Pr

ev
al

en
ce

: a
na

ly
si

s t
oo

ls
 w

el
l e

st
ab

-
lis

he
d,

 in
cr

ea
si

ng
 u

se
 o

f c
rim

e-
sp

ec
ifi

c 
da

ta
 st

ru
ct

ur
in

g 
to

ol
s

H
ar

m
on

y:
 st

an
da

rd
is

at
io

n 
by

 m
ea

ns
 o

f 
a 

si
ng

le
 to

ol
 fo

r a
ll 

G
er

m
an

-s
pe

ak
in

g 
ca

nt
on

s a
nd

 a
no

th
er

 fo
r a

ll 
ot

he
rs

M
ot

iv
es

Ex
pe

ct
at

io
n 

of
 p

re
ve

nt
iv

e 
eff

ec
ts

; 
co

st-
eff

ec
tiv

en
es

s a
s a

 c
ru

ci
al

 
fa

ct
or

Id
en

tif
yi

ng
 d

an
ge

ro
us

 in
di

vi
du

-
al

s, 
th

us
 a

llo
w

in
g 

fo
r p

re
ve

nt
iv

e 
in

te
rv

en
tio

n;
 p

ol
iti

ca
l a

nd
 m

ed
ia

 
pr

es
su

re

Im
pr

ov
em

en
t i

n 
da

ta
 a

na
ly

tic
s;

 
effi

ci
en

cy
 g

ai
ns

; i
nt

er
ca

nt
on

al
 

co
op

er
at

io
n 

an
d 

da
ta

 e
xc

ha
ng

e

In
te

rc
an

to
na

l h
ar

m
on

is
at

io
n 

an
d 

st
an

da
rd

is
at

io
n;

 o
pt

im
iz

ed
 u

se
 o

f 
re

so
ur

ce
s

U
se

Su
pp

or
t f

or
 p

at
te

rn
 id

en
tifi

ca
tio

n 
an

d 
pl

an
ni

ng
 p

ro
ce

ss
; n

o 
au

to
m

at
ed

 
de

ci
si

on
s o

r a
ct

io
ns

; p
ar

tly
 is

su
es

 
of

 tr
an

sp
ar

en
cy

A
dd

ed
 v

al
ue

 d
ue

 to
 st

ru
ct

ur
ed

 
ap

pr
oa

ch
 a

nd
 st

an
da

rd
is

at
io

n;
 

en
co

ur
ag

es
 fu

rth
er

 re
fle

ct
io

n 
on

 
ca

se
s

N
o 

no
ve

lty
, b

ut
 im

pr
ov

em
en

t o
ve

r 
pr

ev
io

us
 w

or
k;

 li
nk

in
g 

of
 c

as
es

 a
nd

 
se

rie
s i

de
nt

ifi
ca

tio
n;

 c
al

cu
la

tio
ns

 
re

m
ai

n 
co

m
pr

eh
en

si
bl

e

In
iti

al
 tr

ia
gi

ng
; s

up
po

rts
, s

tru
c-

tu
re

s a
nd

 st
an

da
rd

is
es

 p
ro

ce
ss

es
; 

in
te

gr
at

es
 sc

ie
nt

ifi
c 

kn
ow

le
dg

e;
 n

o 
au

to
m

at
io

n



227

1 3

Smart criminal justice: exploring the use of algorithms in…

4.2  General findings regarding the use of algorithms

4.2.1  Driving forces and restraints

The above is an outline of the use of algorithms in different fields in the criminal 
justice system. Below, field-independent conclusions are described, based on the 
survey’s findings; such conclusions allow for an overarching acknowledgment of the 
consequences of technology use and may pave the way for a smart criminal justice 
system.

Regarding the algorithms used, the question arises as to the motives underlying 
their acquisition and implementation. Considering the results of this study, various 
drivers and inhibitors of algorithm implementation can be identified. Political pres-
sure, especially media pressure, was unanimously considered a driver of the (techni-
cally supported) expansion of predictive policing, as well as the intensification of 
risk orientation of the penal system. Accordingly, almost all respondents named key 
(criminal) events as decisive in the procurement of various tools. Furthermore, insti-
tutions that have developed instruments themselves promoted their establishment. 
Another driver, particularly in the penal system, was the need for efficiency and 
optimization of resources.

There are also many inhibitors to adoption, primarily consisting of a general 
scepticism regarding algorithmic systems and their effectiveness, as well as a rather 
negative, mistrustful attitude towards the automation of decisions. Some respondents 
stated that algorithmic tools could in no way replace human features, and abstract 
risk calculations could not fully guide the assessment of individual cases. The effec-
tiveness of some applications was questioned, with reference to the data basis in 
Switzerland regularly being insufficient to carry out effective predictive analyses. 
A certain volume of data is needed for a (learning) algorithm to function at all, not 
to mention create added value. Most cantons are simply too small and do not have 
enough criminality to generate the amount and quality of data necessary. Likewise, 
threat management systems only work if the existing data allows for a well-founded 
use. Furthermore, financial considerations were identified as obstructing the imple-
mentation of certain tools.

4.2.2  Means rather than ends

Algorithms have become part of the daily routine of the criminal justice authorities. 
Therefore, this research further explored the perceived significance and embedding 
of algorithms in the respective institutions. Responses suggested that the tools had 
become part of the decision-making process, but mostly were not considered deci-
sive components per se. Accordingly the respondents described them as guidelines, 
starting points, or common threads, but by no means autonomous decision-makers. 
For example, the use of risk assessment software allowed for a broad initial evalua-
tion facilitating a grasp of the gravity of the case, and as such, presents just one out 
of many pieces to the puzzle. Algorithms were used to help structure the human 
assessment process, and especially to ensure that all relevant factors were taken 
into account. If the results of the algorithm indicated, for instance, a high degree of 
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danger or suggested possible burglaries at a location, interviewees stressed that this 
output had to be plausible to be used to justify further investigation. Furthermore, a 
tool might serve as a basis for (interdisciplinary) discussion within an institution or 
as a checklist to obtain relevant information from third parties. Respondents unani-
mously felt that no measures or interventions were based solely on the decisions of 
a tool.

The majority of respondents perceived the embedding of such technology in 
the decision-making processes as an opportunity to ask the right questions, rather 
than a tool for prescribing measures. The implementation of algorithmic tools was 
described as promoting general reflection on processes and often improving their 
structuring and standardisation, conditions welcomed by many respondents. Hence, 
algorithms were perceived as fostering standardisation and professionalization that 
could eventually lead to an increase in interoperability among the cantons (i.e., the 
promotion of better and more seamless cooperation). According to the interviewees, 
concepts such as standardised triage instruments in the penal system have led to the 
‘same language’ being spoken, thus creating a common understanding of the cases 
being evaluated.

4.2.3  Human–machine interaction

Technology use is not only of overarching institutional relevance, but is also shaped 
by individual, psychological aspects of the human–machine interface. Among oth-
ers, the decision regarding whether to purchase a tool at all was found largely to 
depend on the personal attitudes of decision-makers. This study found that inter-
viewees who had decided to use algorithms tended to be convinced of their utility, 
while those who had decided otherwise were almost always critical. Interestingly, 
the scepticism expressed was mostly related to the effectiveness or concrete benefit 
of the tools, and not based on socio-political aspects or a fundamental rejection of 
the use of algorithms in the criminal justice system. Conversely, sceptical attitudes 
were opposed by proponents expressing the need for visionaries and pioneers (i.e., 
individuals with the courage to use the advantages of technology early on).

Once an algorithm was acquired, its practical application tended to be accompa-
nied by various psychological mechanisms. Many respondents emphasised that they 
valued algorithmic tools because when they confirmed subjective findings, they lent 
confidence to the decision. Comparably, a ‘gut feeling’ was considered insufficient 
to justify measures or proposals to others and ensure external legitimacy, especially 
in the delicate field of criminal justice. If, for example, withdrawal of a firearms 
license was to be ordered, a subjective assessment of threat would not suffice. In 
such situations, algorithmic software could help to externally justify the assessment. 
Highlighting this approach was a statement from one respondent who believed that 
one could not ‘simply listen to one’s gut feeling’; otherwise, one would ‘play the lot-
tery’. At the same time, the perception of the algorithm as ‘security’ was contrasted 
with a paradox that manifested as follows. When interviewees were asked how they 
would act if the algorithm delivered a result other than their personal perception, 
almost all stated that they would trust their ‘gut feeling’. The algorithm would not be 
blindly trusted but instead would be subject to verification and a plausibility check. 
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If a tool delivered a counterintuitive result, that result would be questioned and pos-
sibly overridden by the human. Conversely, if the algorithm confirmed the assess-
ment of the user, it would serve as internal and external legitimation.

4.2.4  Effectiveness and evaluation

As indicated above, the effectiveness of algorithmic tools was appraised differently 
by the various respondents. Those critical of such tools argued that they often over-
estimated risk, and pointed to the lack of scientific evidence and absence of inde-
pendent evaluations. Internal evaluations of their effectiveness have yet to be con-
ducted by implementing authorities. On the contrary, respondents supporting the 
use of algorithms stated that the tools were a good way of incorporating the find-
ings of current research into practice. Triage instruments and prognosis tools were 
described as containing empirically relevant factors necessary for proper assess-
ment. Surprisingly, none of the interviewees criticized the fact that most instruments 
had only been evaluated by the developers themselves, and had yet to be subject 
to independent evaluation. Rather, it was affirmed that the impact of the preventive 
tools was difficult to evaluate because it was barely examinable whether the tools 
had actually contributed to crime prevention. However, all respondents expressed 
the desire to evaluate the effectiveness of the algorithms scientifically, if possible.

4.2.5  Accountability, law, and society

The socio-political discourse on the use of advanced technology in criminal justice 
is significantly influenced by the media. The majority of interviewees observed a 
‘media hype’, which they perceived as ‘exaggerated’ and ‘misplaced’. According to 
the respondents, the public and journalists often do not understand how algorithm-
based tools actually work. In this regard, some respondents recognised that more 
proactive communication by officials could be helpful in generating public under-
standing and acceptance. Others, however, indicated that the general public isn’t 
interested in the concrete ways such tools function. Media interest is only generated 
if offences occur. The public then demands prevention and a guarantee of security. 
As long as the use of algorithmic tools can be shown to meet these demands, they 
will be publicly supported.

Only a few respondents identified a need for legal changes due to the use of 
algorithms. It was occasionally mentioned that a lack of sufficient legal foundation 
results in uncertainties regarding the use of predictive policing regarding individu-
als. For this reason, some respondents expressed a desire for specific regulations 
regarding cases in which a crime has not yet occurred. However, most respond-
ents were convinced that data protection was ensured, as the actions of criminal 
justice authorities are generally under the constant supervision of data protection 
authorities.

From the legal and societal perspectives, it was frequently brought up that 
accountability must be ensured when applying algorithms. The respondents consid-
ered accountability to be of special importance in the criminal justice system, espe-
cially for actions based on the algorithms’ output. However, as the instruments now 
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in use are not very complex, the responsibility for decision-making currently fully 
remains with the human.

Accountability requires traceability and transparency regarding the algorithms in 
use. In this context, different attitudes among the interviewed could be identified. 
For most users, the algorithms’ operation appeared accessible, even if individuals 
did not always understand the empirical basis and detailed algorithmic calculations. 
Occasionally, a desire for more background information was expressed. When it 
came to more complex algorithms, the respondents recognised the importance of 
traceability and transparency. In sum, the survey disclosed no in-depth examination 
of the legal and societal bases of technology use. This debate has not (yet) fully pro-
gressed in practice.

4.2.6  Possibilities and limitations of technology use

This study was not only dedicated to the analysis of the current state of affairs, but 
also interested in exploring how experts assessed future developments. The poten-
tial of algorithms was recognized particularly in terms of large computing capacities 
and the associated increase in efficiency, as well as qualitative improvement of anal-
ysis. However, most respondents made no concrete statements about the possible 
advantages of algorithms. Rather, there prevailed only a generic prognosis that algo-
rithms could help to make more objective, better, and fairer decisions in the future. 
In sum, objectivity and transparency in decision-making were named as opportuni-
ties, and lack of the latter mentioned as a risk. Furthermore, a lack of trust in the 
algorithms could be perceived among a subset of the participants, and some even 
reported explicit mistrust of the developers.

A vast majority of the respondents perceived an expanded use of algorithms in 
the criminal justice system as unlikely, mainly due to the general public’s prevailing 
fear of humans being replaced with algorithms. Among the experts, however, there 
was a broad consensus that algorithms could never fully replace human judgement, 
and that humans were and would remain superior to machines. Full automation of 
decision-making was rejected by all interviewees. In particular, the feeling was that 
algorithms would lack ‘common sense’, which is why, for instance, the possibility of 
replacing a human judge with an algorithm was considered unrealistic. Algorithms 
might make recommendations but could not take responsibility. Nevertheless, some 
of the interviewees stated optimistically that when it came to the future development 
and implementation of algorithms, the opportunities were far from exhausted and 
much potential remained untapped.

5  Discussion

5.1  A slow path towards smartness

This study revealed that various algorithms are in use in Switzerland. This trend, 
however, is unfolding slowly. Key criminal events and media pressure are crucial 
factors triggering the implementation of such algorithms. In this context, the use 
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of algorithmic tools is often an expression of a trend generally observable in West-
ern legal orders: a shift from the repressive function of criminal justice towards 
an increasingly preventive policing approach (Carvalho 2016). This trend meets 
the increasing public desire for security and widespread zero tolerance of criminal 
threats.

Most of the algorithms used in the Swiss criminal justice system are relatively 
limited in their complexity, simply digitised versions of previously paper-based 
assessment instruments. With regard to the classification established here, this 
means that they constitute forms of e-justice. Most of the explored assessment 
instruments operated with a pre-defined set of rules or simple linear models. The 
main results of the study indicate that AI is only spreading marginally in Switzer-
land and currently only deployed in data analysis software. For now, data analytics 
remains the only application field for AI in the Swiss criminal justice system.

Thus, the prevailing level of automation and technical autonomy can be consid-
ered low (Simmler and Frischknecht 2020). The current state of affairs in Switzer-
land is not comparable to the situation in the US, where intelligent technology is 
rapidly expanding with the use of algorithmic risk assessment tools in criminal pro-
ceedings (PAI 2019), video surveillance based on automated facial recognition tech-
nology (Mann and Smith 2017), and other applications. This might be explained by 
the more limiting data protection and privacy laws in Western Europe.

Nevertheless, the implementation of algorithms at a low level of automation and 
complexity also leads to challenges and raises a multitude of questions. Since the 
criminal justice system can infringe on fundamental rights and freedoms, it must be 
ensured that its tools are subject to sound and continuous evaluation, and that the 
actors using such tools have sufficient technical know-how to apply them appropri-
ately and justify the results.

Our study confirmed that the complexity of an algorithmic tool can become a 
problem for users if they are not able to understand the decision process (Miro-Llin-
ares 2020). Conversely, algorithms can create transparency provided that they are 
comprehensible; this is in contrast to human decision-making, which largely remains 
inscrutable. Depending on the concrete field of application, it is important to deter-
mine the relevance of traceability, and thus the comprehensibility of decisions.

5.2  Techno‑enthusiasts and techno‑sceptics

The survey addressed respondents’ respective mindsets regarding the implementa-
tion and effectiveness of algorithms used in the criminal justice system. Reviews 
varied; some respondents were sceptical, while others expressed positive, uncriti-
cal attitudes. This result is consistent with the finding that among attitudes regard-
ing the deployment of intelligent technology, techno-enthusiasts are distinguishable 
from techno-sceptics (Guenduez et al. 2020). This inconsistency between different 
perceptions that was observed when researching public managers in general, may 
be especially relevant in the criminal justice system. The use of algorithms shapes 
(and will shape more intensely in the future) decision processes about crime threats, 
police reactions as well as even sanctioning and corrections. The quality of these 
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decision-making processes should not be based on individual differences of attitudes 
towards algorithms, but on scientific facts. Overly critical and uncritical attitudes 
can both be a hindrance to this.

Uncritical attitudes towards algorithms seemed connected with their role in the 
decision-making process. All respondents reaffirmed that the algorithms were by 
no means decisive components, and no measures or interventions were based solely 
on algorithmic decision-making. Algorithms were mostly perceived as guidelines, 
checklists, or starting points, as well as rather marginal factors in making decisions 
in the criminal justice system. These uncritical attitudes might at least partially be 
derived from the relative unimportance of algorithms in today’s system.

Conversely, critical attitudes towards algorithms in general were derived from the 
fact that the connection between their use and decreasing crime rates is scientifi-
cally difficult to prove (Leese 2018; Gerstner 2017). There are only a few scientific 
evaluations of predictive policing instruments, and the methods upon which they are 
based are largely untested, let alone empirically evaluated by entities independent 
of the developer (Bennett Moses and Chan 2018; Uchida 2014; Perry et al. 2013). 
Furthermore, algorithms’ effectiveness always depends on the quality of the pro-
cessed data on the one hand, and training data on the other. However, data available 
to the police are inevitably incomplete and face various shortcomings (Leese 2018; 
Bennett Moses and Chan 2018). For example, the data underlying spatio-temporal 
predictive policing software do not always accurately represent the actual criminal 
activity in an area, as not all crimes are reported and registered (Bennett Moses and 
Chan 2018). These limitations should therefore be taken into account when evaluat-
ing such tools. In any case, evaluations should be conducted by independent authori-
ties on a regular basis. Evaluations that are conducted by the developers themselves, 
especially if they are private companies, often contribute to further mistrust. Inde-
pendent and more intense research is crucial to the further development of a smart 
criminal justice system, a fact not currently receiving sufficient attention.

5.3  Pseudo‑legitimation?

This study highlighted the psychological components accompanying the use of algo-
rithms in the criminal justice system. Individuals who had already acquired algorith-
mic tools generally expressed a positive attitude towards them, while those deciding 
against acquisition were sceptical. These results are consistent with general psycho-
logical findings (e.g., politicians tend to use information that supports their existing 
opinions and avoid using contradictory information) (Demaj 2015). A psychological 
explanation can also be found in so-called confirmation bias, which is the human 
tendency to interpret information to be consistent with one’s own opinion (Nicker-
son 1998).

Not only can attitudes towards algorithms be affected by human psychology, but 
also their practical application. If the result of an algorithm confirms one’s ‘gut feel-
ing’ about an issue, it tends to be perceived as added security and a sign of external 
legitimacy. This perception of the algorithm as security is contrasted by a phenom-
enon we call the ‘gut-feeling paradox’: if the result of an algorithm is contrary to the 
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user’s subjective perception, the feeling prevails and the counterintuitive algorithmic 
results are overridden. Therefore, the question arises as to whether an algorithm has 
any effect at all, or whether it merely operates as ‘pseudo-legitimation’. Overriding 
the algorithm is simultaneously recognised as a great danger to the effectiveness of 
such tools, but also the only way to truly keep humans in charge. Up to a point, it 
must remain possible to doubt algorithmic output (Amoore 2019). However, how 
the gut feeling paradox actually unfolds in practice and the degree of automation 
most effective at facilitating an algorithm actually enhancing human decision-mak-
ing should be the subject of further research. Users of algorithmic tools in criminal 
justice should be aware of the interdependencies that can arise between individual 
assessments and algorithm-based decision-making, and pursue a better understand-
ing of these psychological effects (and ways to handle them).

5.4  Avoiding the ‘black box’ and legal uncertainties

In the past, algorithms have been accused of being a ‘black box’, lacking transpar-
ency or encouraging discrimination (Gabel Cino 2018; Završnik 2019); they should 
be subject to high legal standards, especially in areas where fundamental rights are 
at issue. Surprisingly, concerns regarding the ethics and lawfulness of the deploy-
ment of algorithms were scarcely expressed during data collection for this study. 
This might be due to the relative simplicity of the algorithms in use. Systematic 
biases and reinforcing feedback loops primarily affect self-learning and thus more 
autonomous algorithms, which are not yet widespread in Switzerland.

Furthermore, uncertainties about the legal foundation of predictive policing 
regarding individuals were disclosed. The fact that such uncertainties arise only after 
implementation of algorithmic tools is problematic (Simmler and Brunner 2021). 
In order to ensure lawfulness and prevent infringements on fundamental rights and 
freedoms, the implementing authorities must examine the legal foundation of the 
deployment of algorithm-based tools at an early stage. Such early-stage clarification 
of the legal foundations would also allow for transparent allocation of responsibility 
between algorithms and the humans who use them. This will ensure that the deci-
sion-making process is fully understood, guaranteeing not only legal compliance, 
but also general algorithmic accountability (Binns 2018).

5.5  Future perspectives

It is probable that the use of algorithms will further intensify in various areas and 
Switzerland will move towards a smart(er) criminal justice. Yet, complete automa-
tion of more complex processes in the administration of criminal justice is clearly 
problematic, as this study has shown. A general scepticism about the increasing 
use of algorithms was found, which is widespread among the public (Schedler et al. 
2019). The attitude that responsibility resides and should remain with the individ-
ual is predominant. Enhanced public acceptance of the use of algorithms could be 
achieved by early and more active involvement and an intentionally open discussion. 
However, a scientific or political discussion about the implementation of algorithms 
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in criminal justice has yet to be held. Such an open discourse is by all means cru-
cial to their legitimation and widespread acceptance of their use. Policymakers must 
actively promote such a debate regarding the potential and limitations of algorithm 
use in the criminal justice system. It was confirmed, however, that advanced tech-
nologies are reframing criminal justice debates in many ways (cf. Hannah-Moffat 
2019).

6  Conclusion

Advanced technology is capturing the attention of criminal justice practitioners 
around the globe. Algorithm-based tools are designed to predict where and when 
future crime will happen, identify potentially dangerous persons, and calculate 
recidivism rates. This development is reflected by a strong tendency to encourage 
the establishment of a smart criminal justice. Drawing on a qualitative study, this 
research provides an overview of the algorithms used in the Swiss criminal justice 
system. We discovered that algorithm-based tools are mainly used in predictive 
policing, crime analysis, and forensic-psychiatric assessment. Generally, the level of 
complexity and autonomy of these algorithms remains low; they are rarely based on 
advanced self-learning, and therefore ‘smart’ technology. Nevertheless, algorithms 
are gaining importance in criminal justice because they are part of the decision-mak-
ing processes, even though they mainly serve as support for the humans in charge. 
As soon as algorithms are deployed and in any form become part of the criminal 
justice system, questions related to their implementation, effectiveness, legal foun-
dation, and accountability arise. We argue that practice and research must face the 
challenging questions regarding what standards algorithm-based technology must 
meet and what an adequate and effective use of algorithms looks like. In so doing, 
institutional and psychological phenomena emerging with the use of advanced tech-
nology must be taken into account. Above all, an actual societal and legal debate 
on the opportunities and risks must be held. In the digital age, this debate should 
focus on optimally shaping the interaction of human and machine and enhancing 
their respective strengths. To this end, neither fundamental criticism of algorithms 
nor blind and unreflective trust in their developers is useful. In conclusion, this study 
has shown that the emerging ‘smart criminal justice’ is promising, but factual, legal, 
and political limits will determine the boundaries of this development.
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