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Abstract

Prediction and classification of diseases are essential in medical science, as it attempts to
immune the spread of the disease and discover the infected regions from the early stages.
Machine learning (ML) approaches are commonly used for predicting and classifying dis-
eases that are precisely utilized as an efficient tool for doctors and specialists. This paper
proposes a prediction framework based on ML approaches to predict Hepatitis C Virus among
healthcare workers in Egypt. We utilized real-world data from the National Liver Institute,
founded at Menoufiya University (Menoufiya, Egypt). The collected dataset consists of 859
patients with 12 different features. To ensure the robustness and reliability of the proposed
framework, we performed two scenarios: the first without feature selection and the second
after the features are selected based on sequential forward selection (SES). Furthermore,
the feature subset selected based on the generated features from SFS is evaluated. Naive
Bayes, random forest (RF), K-nearest neighbor, and logistic regression are utilized as induc-
tion algorithms and classifiers for model evaluation. Then, the effect of parameter tuning
on learning techniques is measured. The experimental results indicated that the proposed
framework achieved higher accuracies after SFS selection than without feature selection.
Moreover, the RF classifier achieved 94.06% accuracy with a minimum learning elapsed
time of 0.54 s. Finally, after adjusting the hyperparameter values of the RF classifier, the
classification accuracy is improved to 94.88% using only four features.

Keywords Machine learning - Classification - Feature selection - Hepatitis C Virus

1 Introduction

Hepatitis C Virus (HCV) is a disease affecting the human population on a global level. It is a
blood-borne infection that can spread through direct contact with an infected person’s blood or
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body fluids containing blood. According to the World Health Organization (WHO), hepatitis
C is a global disease. The WHO estimated that about 58 million people have chronic HCV
infection, with about 1.5 million new infections occurring annually [1]. Poor developing
countries of Asia and Africa show the highest prevalence of this infection compared to
developed countries in Europe and North America. Furthermore, in countries like Pakistan,
China, and Egypt, the number of people with chronic diseases is higher [2, 3].

There needs to be more information about the prevalence of HCV among Egyptian health-
care workers (HCWs). HCWs are frequently exposed to different biological agents during
activities and are frequently monitored. So, healthcare professionals who closely interact with
patients in Egypt are at increased risk of HCV infection and other blood-borne pathogens
[4].

Hence, we badly need accurate and reliable noninvasive technology to diagnose HCV.
Machine learning (ML) algorithms are particularly adept at analyzing medical phenomena
by capturing complex and nonlinear relationships in clinical data. The ML algorithms, such as
classification techniques, can be utilized to develop a model to diagnose HCV by identifying
people who have been infected with the virus. However, inappropriate characteristics in the
attribute set can spoil the classifier’s performance [5]. Feature selection defines a subset of
features or variables that describe data to obtain a more compact and essential representation
of the available information and ignore all other redundant and irrelevant features [6]. Feature
selection is a powerful way to enhance the functioning and reduce the model development
time of a classifier.

Ensemble learning is a generic meta-machine learning technique that attempts to improve
predictive performance by mixing predictions from many models. It is further a flexible
algorithm that predicts using supervised learning following training with numerous individual
models or weak learners. There are several ensemble strategies available, with bagging and
boosting being the most well known. Random forest and extra tree algorithm are common
bagging methods, whereas gradient boosting, adaboost, and extreme gradient boosting are
popular boosting methods. In theory, ensembles are hypothetical to produce more effective
results if the models are varied in a significant way, even though some normal decision
tree algorithms can produce better ensembles than deliberate ones. Although it may create
an apparently infinite number of ensembles for any predictive modeling challenge, three
strategies dominate the field of ensemble learning. The three primary classes of ensemble
learning methods are bagging, stacking, and boosting, and it is critical to grasp each approach
and include them in the predictive mode. Bagging includes fitting many decision trees on
various instances of the dataset and averaging the predictions. Stacking involves fitting many
different model types on the same data and using another model to learn how to best combine
the predictions. Boosting involves adding ensemble members sequentially that correct the
predictions made by prior models and outputs a weighted average of the predictions [7, 8].
In this work, the best score is obtained through a kind of bagging ensemble approach which
is random forest (RF).

2 Research questions (RQ)

The research question of this study includes the following points.

e How effective is the proposed model in assisting Hepatitis C Virus (HCV) among healthcare
workers (HCWs) in Egypt?
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e What influence do the proposed ensemble learning models have on classification results,
and how might they address the overfitting issue?

e Why was the SFS feature selection method used instead of the gain ratio and genetic
algorithm and how is the feature selection useful for the data?

3 Research objectives

The main objective of this paper is to build an ML framework (MHF_HCYV) for diagnosing
HCV disease among HCWs in Egypt. The MHF_HCV framework used the classification and
feature selection approach on a real-world HCV dataset to predict HCV. First, we examined
the accuracy of well-known ML algorithms in classifying and diagnosing HCV. After that, we
are introduced and implemented a hybrid prediction model using sequential forward selec-
tion (SFS)-based wrapper feature selection and classification. Then, the effect of parameter
tuning on learning techniques is measured. Finally, the performance of different classifiers
is compared in terms of accuracy, recall, precision, and F1 scores. The primary motivation
and objectives of this study can be summarized as follows:

e We executed two scenarios, the first without feature selection and the second with feature
selection based on Sequential Forward Selection (SFS), to test the robustness and reliability
of the proposed framework.

e Additionally, an evaluation of the feature subset chosen based on the SFS-generated fea-
tures is carried out. As an induction technique and classifiers for model evaluation, Naive
Bayes (NB), random forest (RF), K-nearest neighbor (KNN), and logistic regression (LR)
are used.

e The impact of parameter tuning on learning methods is then evaluated. According to the
experiment results, the proposed framework had better accuracy with SFS selection than
those without.

e Finally, with only four features, the classification accuracy is enhanced to 94.88% after
modifying the RF classifier’s hyperparameter values.

4 Research contributions

The main contribution of this work is summarized as follows:

e A practical model is designed to predict HCV disease in HCV patients and HCWs in Egypt
by choosing the essential features that improve the classification of HCWs in Egypt if they
have HCV disease.

e The performance of well-known classifiers is evaluated using all features from a real-world
HCV dataset for Egyptian healthcare workers.

e Thebestattributes are selected using SFS-based wrapper feature selection algorithm, which
selects features that maximize classification accuracy.

e The performance of classifiers is measured on all features and selected features from the
real-world HCV dataset.

e The classifier’s performance is enhanced by fine-tuning the hyper-parameters, which also
affects the quality of features selected using the SFS method wrapped with the classifier.

e The best combination of feature set and classifier along with its tuned hyper-parameters is
returned for accurate classification HCV.
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e The proposed method can be applied and integrated into real-life applications which can
help experts in decision-making.

The rest of this paper is organized as follows: Sect. 2 presents the motivation and problem
formulation, while the detailed discussion of the related work is investigated in Sect. 3.
Section 4 explains our proposed method, and Sect. 5 demonstrates the experimental results.
Section 6 presents a discussion of the results. Section 7 presents the limitation and threads
of the current study. Finally, Sect. 7 offers the conclusion and future work.

5 Motivation and problem formulation

HCWs represent a high-risk population for sharps injuries, needles, and scalpels during the
execution of their health care duties. Therefore, HCWs are at risk of infection by caring for
patients infected with HCV infections. This motivates academics and researchers to devise
a framework that can help predict HCV disease at an early stage among HCWs.

The HCV dataset for HCWs collected from the National Liver Institute (NLI), founded at
Menoufiya University (Menoufiya, Egypt) and used in the proposed work for developing the
ML framework. The HCV dataset D, along with output class Y, consists of feature set X =
{X1; X2, __ _; X,,} with n features and the instances J = {J1; J2; ; Jm} corresponding
to m subjects (cases).

Definition 1 A dataset D is the composition of instances J = {J¢ll <k <m}, where m is the
total number of subjects (cases) and feature set X = {X;|1 <i < n}, where n is the number
of features.

Definition 2 An instance Jy is represented by feature values X;, such as J; = {X; 1 <i<n}
and 7 is the number of features in D. The value X; is either categorical or numeric.

The goal of designing a framework for accurate predictions (PR) using a learning algorithm
(C) is to make the predictive model learn to fit by analyzing the data behavior and converge
by reducing the error (ER) present in all instances (J) collectively as depicted in Eq. 1.

pe [l omfe(z o)) o

The prediction PR from C is evaluated based on performance (P), measured using metrics
accuracy, precision, recall, and F1-scores. The metrics are explained in detail in Sect. 4.6.

6 Related work

The current studies prove that 20% of people with viral hepatitis “C” develop symptoms
of influenza-like symptoms of the disease. In comparison, 80% of other people with the
disease do not feel symptoms, but the infection remains [7, 8]. Therefore, it is essential
to undergo frequent tests to ensure that the body is free of infection, mainly if the patient
receives medications through needles, which help transmit the disease. Egypt recorded the
highest prevalence of hepatitis C in the world, and this epidemic is expected to reach its peak
soon [9]. According to a 2010 study, an estimated more than half a million people contract
the virus for the first time each year. At the same time, the Egyptian Ministry of Health and
Population forecasts that the number of cases of HIV infection annually is 100,000 people.
Studies have shown that the infection rate with HCV in Egypt is the highest in the world, as
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it is ten times higher than in Europe and America [10-13]. A framework that integrates data
mining with decision tree (DT) and fuzzy logic is presented by Ali et al. [16] to manage and
predict HCV cases. They utilized the trapezoidal fuzzy number (TFN) that achieves 98.1%
compared with 92.5% prediction results by DT. Abd El-Salam et al. performed a laboratory
analysis study of 4962 HCV patients in Egypt between 2006 and 2017 based on ML [17].
They used 24 clinical laboratory variables, and the results investigated 2218 patients infected
with Esophageal Varices and not present in 2744 patients. Their model used six well-known
classifiers, including neural networks (NN), Naive Bayes (NB), DT, support vector machine
(SVM), RF, and Bayesian network (BN). They utilized data collected from the Egyptian
National Committee to Combat Viral Hepatitis in the national treatment program for patients
with viral hepatitis in Egypt under the supervision of the Ministry of Health. The accuracies
obtained are 67.8%, 66.3%, 67.2%, 65.6%, 66.7%, and 68.9% using support vector machine
(SVM), RF, C4.5, multi-layer perceptron (MLP), NB, and BN, respectively.

Nandipati et al. [18] present an HCV prediction model using ML approaches based on
random forest (RF) and k-nearest neighbors algorithm (KNN) classifiers for the applied
dataset (HCV) found in the UCI-ML repository [19]. They utilized 668 instances with mild
to moderate class 0 and cirrhosis with class 1. They used Python and R for programming
with different features and attributes. The combination of components can be utilized more
efficiently based on ML to provide improved insights into antibody sequences that affect the
HCYV response [20]. They used ML approaches to predict the clinical groups that combine
the features to identify the most significant features using RF classification.

Hashem et al. [21] present ML approaches to predict hepatocellular carcinoma with HCV-
related chronic liver disease. They present a set of input variables that are filtered to get the
optimal variable subset based on LR, DT, and classification and regression tree (CART). The
accuracies abstained were 96%, 99%, and 95.5% using LR, DT, and CART, respectively.

The prediction of HCV virus results from viral nucleotides using several combinations of
ML approaches is presented by KayvanJoo et al. [22]. They used DT, SVM, NB, and NN
to predict the interferon-alpha (IFN-alpha) and ribavirin (RBV) therapy response based on
processed features. They produce 10 attribute weighting models from 76 overall attributes
for the initial dataset. These eleven attributes include Chi-square, Gini index, Deviation,
Info-Gain, Info-Gain Ratio, SVM, PCA, Uncertainty, Relief, and Rule. The eleven attributes
are then classified based on SVM, NB, NN, and DT, and the average accuracy is 85%.
The summary of the most recent methodologies and efforts for predicting HCV cases is
investigated in Table 1. The table refers to the authors, the utilized dataset, the number of
instances or patients or collected issues, and the feature selections that refer to which the
authors used feature selection.

Further, the authors used ML methodologies and the resulting performance metrics. The
current efforts for another diagnosis of diseases are presented by Alade, et al. [23] by which a
neural network model is presented to help diagnose pregnant women if they have diabetes or
not. The used dataset was obtained from a medical database, the Pima Indian Database. More-
over, Abayomi-Alli et al. [24] developed a system to enhance the early detection of PD using
a deep learning network called bidirectional LSTM (BiLSTM) through data augmentation
for tiny datasets, while Ogundokun et al. [25] used two computational intelligence methods,
which are decision tree (DT) and K-nearest neighbor (KNN) for heart disease detection.
They utilized the autoencoder feature extraction algorithm to minimize the features required
to describe the heart disease dataset. The heart disease databases from the National Health
Service (NHS) database are used to evaluate the performance of each method. Furthermore,
a fine-tuning algorithm based on fuzzy KNN applied to the pregnancies diabetes dataset
called (PIMA) is presented by Salem et al. [26]. Ensemble learning is a powerful technique
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in machine learning that combines the predictions of multiple models to improve the overall
performance. The idea behind ensemble learning is that by combining the predictions of mul-
tiple models, the ensemble can leverage the strengths of each individual model and reduce
the weaknesses. Ensemble methods can often achieve better performance than individual
models, as they can capture a broader range of patterns in the data.

e Robustness Ensemble methods are more robust to overfitting than individual models. By
combining multiple models, the ensemble can better handle noisy or uncertain data.

e Diversity Ensemble methods can be used to create diverse sets of models, which can help
to reduce the risk of overfitting and improve the overall performance.

e Handling imbalance data Ensemble methods can handle imbalance data well by combining
multiple models with different learning strategies.

e Handling high-dimensional data Ensemble methods can be used to effectively reduce the
dimensionality of high-dimensional datasets, which can improve the performance of the
model.

e Handling complex data Ensemble methods can handle complex data by combining multiple
models with different architectures or learning algorithms.

In short, ensemble learning is a powerful technique that can improve the performance,
robustness, and interpretability of machine learning models. Ensemble methods can be used
to improve the performance of various tasks such as classification, regression, and anomaly
detection and in various fields such as in sport science, agriculture, wireless sensor network
[8,27-31].

From the mentioned studies, we can conclude that the efforts made to predict viral hep-
atitis, especially in Egypt, are the most interesting and required to address the spread of
the virus. However, the related work focused only on patients in general and not dealing
with hospital staff in mind. Moreover, the accuracy based on known traditional classifiers
must be improved. Therefore, the diversity of the database used and the number of instances
generated are not a fair comparison between the results obtained. Moreover, most studies
mentioned above used a well-known dataset rather than a real-world datasets. Also, the ear-
lier studies were only concerned with studying the effectiveness of hyperparameter tuning
on the classification performance. Therefore, in this study, we used a data set collected from
actual working hospital patients to predict HBV infection incidence from registered cases.
We also identified the most relevant features using the SFS feature selection algorithm that
achieved accuracy compared to the accuracy obtained before feature selection. Moreover,
studying the hyperparameter tuning effects can enhance the quality of features selected using
the SFS method, which is dependent on the classifier performance.

7 Methodology

The proposed system, MHF_HCYV, has been designed to classify patients infected with HCV
from those who are not. We worked on improving the accuracy of ML classification methods
for the prognosis of HCV among HCWs in Egypt. The performance of the classifiers has been
tested on all attributes and selected features separately to compare the achieved accuracy. To
identify the important features and improve the efficiency of the classification process, an
SFS-based wrapper feature selection approach was used to find the optimal feature subset
that influences the class discovery process and improves the classification accuracy. Popular
ML classifiers were used on these to classify selected features into different classes. The
methodology of the proposed system is structured into six stages which include: (1) data
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Feature selection

Feature subset generation
using (SFS)
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| Model generation }
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Fig. 1 Framework for predicting HCV disease

gathering, (2) data pre-processing; (3) data splitting; (4) feature selection; (5) ML classifiers;
(6) classifier performance evaluation. Figure 1 shows the framework for predicting HCV
disease.

7.1 Description of the dataset

In this study, we used a real-world dataset of hepatitis C prevalence among HCWs in Egypt,
with the highest prevalence of HCV [2]. This dataset was obtained from The NLI institute,
founded at Menoufiya University (Menoufiya, Egypt). The dataset consists of 859 records
(patients) with 12 features, which present test information of each patient. In addition, 11
attributes of these features are taken as diagnosis inputs, whereas the ‘HCV_PCR’ attribute
is selected as output. Table 2 briefly describes the HCV dataset used in our study.

7.2 Data preprocessing

Data preprocessing is the first step in the proposed system to remove the noisy value and
replace the missing values of some attributes. The dataset for experiments has some missing
records; it is assumed that missing, inconsistent, and duplicate data have been resolved.

Therefore, the missing records are removed from the data set, and most of the medical
attributes used were transformed from numerical to categorical data, as shown in Table 2.

7.3 Data splitting

This section explains different splitting algorithms used in our study.
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Table 2 Description of the HCV dataset

Feat. #  Feature Feature description Feature type Feature data range
1 Gender Sex Binary 0: Female;
1: Male
2 Residence Place of residence Binary 1: Urban residence;
2: Rural residence
3 Job Occupational category Nominal 1: Doctor (Faculty
for HCW member);
2: Doctor (Student
concession)
3: Surgeon(Faculty
member);
4: Surgeon (Student
concession);
5: Dentist;
6: Medical student;
7: Nursing supervisor;
8: Nurse;
9: Nursing student;
10: Laboratory
Technician,;
11: worker;
12: paramedic;
13: Laundry worker;
14: Other
4 Schisto Schistosomiasis Binary 0: No;
infection 1: Yes
5 Dealing with syring History of handling Nominal 0: No deal;
syringes in the 1: Dealing once;
3 months preceding ) -
their enrolment 3: Dealing twice;
4: Dealing from 3 to 5
times;
5: Dealing more than 5
times
6 ALT Serum alanine Numeric Normal ranges
aminotransferase, this Female: 32, Male: 42
enzyme test is
measured to see if the
liver is damaged or
diseased
7 Neadlestick History of neadlestick Nominal : No needling;

injury in the year
prior to enrolment

0

1: Needling once;

3: Needling twice;

4: Needling from 3 to 5
times;

5: Needling more than 5
times
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Table 2 (continued)

Feat. #  Feature Feature description Feature type Feature data range
8 HCV_ELISA A blood test for Binary 0: Negative;
hepatitis C antibody. 1: Positive
Your body produces T

this antibody when it
is infected with the

HCV

9 AST An aspartate Numeric Normal ranges
aminotransferase, this Female: 32;
enzyme test is Male: 42

measured to Check

for liver damage and
Check on the success
of treatment for liver

disease

10 HBsAg_ELISA Hepatitis B Virus Binary 0: Negative;
Surface Antlgen,‘thls 1: Positive
test identifies active
infection by the
hepatitis B virus

11 Age Age in Year Numeric [21:64]

12 HCV_PCR Test used to determine Binary 1: For patients infected
whether the with HCV;
HCV exists in your 0: For non-infected
bloodstream

patients

7.3.1 K-fold cross-validation

A cross-validation algorithm is a method commonly used in ML. The primary purpose of
cross-validation is to achieve a stable and confident estimate of the model performance. In
K-fold cross-validation, data are split into k different parts. For each iteration, k — 1 parts
are used to train the model, and the remaining part is used as a validation set. The process
is iterated according to the number of folds. The model’s generalization performance is the
average of the estimated scores [32].

7.3.2 Train-test split

Train—test splits the dataset into random train and test subsets. This method depends on the
size of the dataset [33].

7.4 Feature selection

The primary purpose of the feature selection process is to select a subset of features from the
original features that maximize classification accuracy [34]. In this study, an SFS algorithm
based on the wrapper selection approach was proposed for feature selection to select the
best subset of features due to its simplicity and empirically successful. The wrapper model
approach uses the classifier as an induction algorithm to measure the good features subset
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[35]. Wrappers typically perform better in choosing features since they employ a predeter-
mined classification algorithm rather than an independent measure for the subset evaluation.
Additionally, it considers the interactions between features with less computation. Wrapper
methods generally achieve a better accuracy rate and use cross-validation to avoid over-
fitting. Here, tenfold cross-validation is used on the training set for classification to evaluate
the selected feature. SES is the most straightforward greedy search algorithm [36]. It is a
bottom-up search method that starts with an empty set of features and sequentially adds
features selected based on some evaluation function, reducing the mean square error rate.

7.5 Classification process

Classification algorithms used to assign a class for an unseen record accurately are utilized in
this study. Moreover, well-known classifiers NB, RF, KNN, and LR are applied to investigate
the contributions of the features selected by the SFS method to the classification accuracy.

7.5.1 Naive Bayes (NB)

NB [37, 38] is a widely used method for classification and is particularly suitable when the
input dimensionality is high. Despite its simplicity, NB can often outperform more complex
classification techniques. This is because it measures the probability of each input feature
(attribute) for a predictable state.

The Bayesian classifier uses the Bayes rule to calculate the posterior probability for each
class c;.

P(Cily) = P(y|ICi)P(Ci)/P(y). 2)
where

P(y)=Y_ P(yIC;)P(C)). 3)
j

where P (C;): the Apriori likelihood of class C;. P(y): the likelihood density for feature y. P
(yIC;): the class conditional likelihood density of the feature y that belongs to the C; class. P
(Cily): the posterior probability of the C; class when observing y.

7.5.2 Random forests (RF)

The RF [39] is defined as an ensemble learning method for classification and regression.
Ensemble learning techniques (such as boosting, bagging, and RF) have got a great interest
since they are robust to noise and more accurate than single classifiers. RF is a collection of
tree structure classifiers.

For an RF that consists of N trees, the prediction of the class label ¢ of a case x by majority
voting is made by using the following equation:

I(x) = Mo i 4
(x) = arg max an] I (X)=clh, (X)=c |- 4
where £, is the nth tree of the RF, and / is the indicator function.
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7.5.3 Logistic regression (LR)

The LR [40] is a linear model used for classification problems. LR measures the relation-
ship among the response (dependent) variable and one or more explanatory (independent)
variables for a given dataset that indicates the significance and strength of the impact of the
explanatory variables on the response variable. Typically, LR estimates probabilities using
the logistic function, also known as the sigmoid function, which is given by [41]:

f) = (&)

14+ g_k(y_y()) ’

where e is the natural logarithm base, L is the curve’s maximum value, y is the y-value of
the sigmoid’s midpoint, and k is the logistic growth rate or steepness of the curve.

7.5.4 K-nearest neighbor (KNN)

The KNN classifier is a nonparametric instance-based classifier [42]. This algorithm is based
on the nearest neighborhood estimation. The new cases are classified on the basis of similarity
measure which is the distance metric. In KNN, the K represents the number of nearest
neighbor data values. Then, a similar instance is determined using the Euclidean distance
formula [43].

Euclidean; ; = \/Z:=1 (Aix — Bjk)2 (©6)

7.6 Performance evaluation

The performance of the proposed method can be measured using well-known evaluation
metrics—the accuracy of the classification, precision, recall, and F1 scores. These metrics
are based on a “confusion matrix” that includes true positives (TP), true negatives (TN), false
positives (FP), and false negatives (FN) [44, 45].

TP + TN

Accuracy = (@)
TP + FP + TN + EN
.. TP
Precision = ————— (8)
TP + FP
TP
Recall = ——— 9)
TP + FN

(Precision x Recall)

F1 — score = 2x% —
(Precision + Recall)

(10)

8 Experimental results and analysis

In this section, we have conducted experiments to assess the performance of the ML frame-
work (MHF_HCYV) for HCV disease diagnosis among HCWs in Egypt. As mentioned, the
real-world data for HCV were used for MHF_HCV framework construction. We are conduct-
ing our experiments on a 3 GHz i5 computer with a 4 GB main memory and 64-bit Windows
7 operating system. The experiment is carried out using the python programming language.
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Initially, the focus of the first part of this section is on measuring the effect of using
different data splitting techniques on the performance of classification techniques, while in
the second part, we focus on applying the wrapper feature selection method and evaluating
the quality of the selected features by conducting a set of experiments. Finally, in the third
part, we quantify the impact of parameter tuning on learning techniques.

8.1 Testing different data splitting methods

The performance ML model depends significantly on the data quality and the data strategy
[46]. Therefore, assessment of the influence of data splitting on ML models’ performance
has a high significance, which will pave the way to select a suitable data splitting method for
better ML-based modeling. We conducted a comparative analysis of different data partitioning
methods on real-world data for HCV using all features. Data splitting methods used in this
study are k-fold cross-validation and random splitting using train—test splits method. Using
the random splitting method, the dataset was divided into two parts, with different ratios: 70:
30 and 60:40 train/test split, as shown in Fig. 2a, in contrast performing k-fold cross-validation
using k = 5 and k = 10, as shown in Fig. 2b.

I Splitting data set randomly I
» Train model

Dataset ??:8 l
. l - i » Testmodel
Data preprocessing ‘ Evaluate
performance
(a)
Dataset i l Data preprocessing
Split dataset into K folds Repeat for each fold

Calculate score

Fold1 | | Fold1 Fold 1 Train - 1
Fold2 Fold2 Fold 2 » L [ Mean
Fold3  Fold3 Fold 3 score |

Learn model Applymodel

Model

[FoldK  FoldK | [FoldK od .
(b)

Fig. 2 Data splitting impact on the applied classifiers. a The dataset is divided into two parts randomly with
different ratios: 70: 30 and 60:40 train/test split. b Performing k-fold cross-validation using k =5 and k = 10
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Table 3 Comparison of different classifiers using two data partitioning methods in terms of accuracy

Classifier Data splitting approach
Train—test splits K-fold cross-validation
70:30 (%) 60:40 (%) k=5 (%) k=10 (%)
NB 91.47 92.15 92.08 92.66
RF 91.47 93.31 93.13 94.06
KNN 90.31 89.24 89.75 90.80
LR 91.86 91.27 93.01 92.20
95
94
93
92
91
90
89
88
87
86
NB RF KNN LR
M Train_Test splits M Train_Test splits  ® K-fold cross validation K-fold cross validation

Fig. 3 Classifier accuracy percentage over different data splitting methods

Table 3 and Fig. 3 show the performance results for all classifiers using two data parti-
tioning methods.

When applying classification techniques using the k-fold cross-validation (k = 10), their
performance is better in most cases as shown in Table 3. We can also observe that the best
performances occur using tenfold cross-validation with the RF classifier. Therefore, in this
study, the tenfold cross-validation method for splitting the HCV dataset was found as the
best option for ML modeling as shown in Fig. 3.

8.2 Influence of feature selection on the performance of the ML models

To examine the effect of feature selection on the classifier’s efficiency for the HCV dataset,
we conducted a well-known classification technique: NB, RF, KNN, and LR. Classification
techniques are used for HCV prediction in two scenarios as shown in Fig. 4: (1) without
applying the proposed feature selection method and (2) with applying the SFS feature selec-
tion method. The evaluation metrics are listed in Sect. 4.6 used to measure the performance
of classification techniques. The default parameters for each classification technique were
used. The experiments were done by using a tenfold cross-validation method to select the
best feature subset.
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— : — :
Ditaseé Data preprocessing Apply SFS feature selection |

Feature vector
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e lmﬁzo P m_—.

Fig. 4 Effect of feature selection on the efficiency of the classifier

As mentioned before, the wrapper feature selection approach depends on the classification
model. The feature selection approach, SFS, wrapped with different classifiers, namely NB,
RF, KNN, and LR. Table 4 shows the number of features was selected when SFS covered
with other classifiers.

As shown in Table 4, although the number of features is fixed for each classifier, the selected
features are different. This is because the SFS feature selection method uses the classifier
as an induction algorithm to select the features that achieve the best performance for each
classifier. After that, the selected features are used for classification of testing samples. As
shown in Table 5, the performance of various classification techniques is compared when
using the first and second scenarios in terms of F1-scores, classification accuracy, recall, and
precision. The highest values achieved are highlighted in bold format. The default parameters
for each classification technique were used. The experiments were done using a tenfold cross-
validation to evaluate the classifier’s performance.

From Table 5, when applying the classification technique using the first scenario with all
features in the HCV dataset, we noticed that RF achieves higher performance with 94.06%
accuracy, 63.71% F1-scores, 67.62% precision, and 61.95% recall.

Table 4 Subset of features selected using the SFS method is wrapped with NB, RF, KNN, and LR classifiers

Classifier No. of features Selected features

SFS + NB 5 [‘Residence’, ‘age’, ‘HCV_ELISA’, ‘AST’, ‘Schisto’]

SFS + RF 5 [‘'HCV_ELISA’, ‘HBsAg_ELISA’, ‘Job’, ‘dealing with syring’,
‘neadlestick’]

SFS + KNN 5 [‘age’, ‘HCV_ELISA’, ‘HBsAg_ELISA’, ‘gender’, ‘dealing with
syring’]

SFS + LR 5 [‘Residence’, ‘HCV_ELISA’, ‘HBsAg_ELISA’, ‘Job’,

‘neadlestick’]
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Table 5 Comparison of different classifiers with and without using the SFS feature selection method

Classifier Evaluation metrics Without feature selection (%) With SFS feature selection (%)
NB Accuracy 92.66 93.01
Flscore 70.02 71.27
Precision 56.59 57.52
Recall 96.32 98.035
RF Accuracy 94.06 94.06
Flscore 63.71 71.33
Precision 67.62 62.34
Recall 61.95 84.52
KNN Accuracy 90.8 92.66
Flscore 36.02 44.52
Precision 50.66 76.14
Recall 29.24 33.15
LR Accuracy 92.2 93.01
Flscore 62.83 64.75
Precision 57.92 62.07
Recall 72.41 71.39

In the second scenario, this experiment evaluates the effectiveness of applying classifica-
tion techniques with only features selected using the SFS feature selection method shown in
Table 4 and compares it with the first scenario.

In Table 5, we noticed that applying the classification using the second scenario can
improve the performance of classifiers in terms of F1 scores, precision, recall, and accuracy,
indicating that the features selected by the SFS method are more effective.

Although applying the RF algorithm with and without the SFS feature selection method
has the same accuracy, the RF algorithm using the second scenario has achieved the same
accuracy with a smaller set of features compared to the original set of features. Moreover, it
has higher F1-scores (71.33%) and recall (84.52%) values.

These results also showed that the RF classifier using the second scenario has the best
performance using only five features out of all features of the HCV dataset.

Figure 5 indicates the model’s learning time in seconds when using or not using the SFS
feature selection technique for the HCV dataset.

From Fig. 5, we observed that classifiers using the second scenario consumed less time
to build the model than the first scenario. Further, the results show that the NB algorithm
consumes less time to create a model, while RF consumes a longer time.

The RF classifier using a reduced dataset had the best performance for the HCV dataset.
While it took more time to build the model, it still less than the time required to build a model
using the original dataset.

8.3 Influence of the parameter tuning on the learning algorithm

Parameter tuning is necessary because default values may not be appropriate and do not give
the best results for all individual tasks [47]. As we inferred, the RF classifier, applying SFS
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Fig. 5 Learning time in seconds
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feature selection, was the best-performed classifier. To optimize the classifier performance,
we tuned its hyperparameters. As shown in Fig. 6, we used the grid search technique which
tests a set of hyperparameters to determine the best parameter values for a given task based
on validation accuracy. This is a computationally complex process than simply using the
default parameter values for the model.

Parameter tuning

Dataset

Data pre-
processing

Input the values of the RF
parameters

}

Build a grid search space

Train RF with the selected
parameters using 10 fold cross
validation

!

v
Performance evaluation |

v

Yes
Try all

parameters
combinations

Fig. 6 Impact of hyperparameter tuning on the classification performance

Optimize RF parameters

|
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with RF using new
parameters

‘ Feature vector
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‘ Apply RF classifier

|

Y
‘ Evaluate the RF classifier
Performance

@ Springer



2612 H. M. Farghaly et al.

Table 6 Best hyperparameters

values n_estimators max_depth max_features criterion

200 9 auto gini

Table 7 Performances comparison between the RF classifier using default parameters, parameter tuning, and
feature selection with the new parameters

Measure Default parameters Tuning parameters Feature selection using new parameters
Accuracy 94.06% 94.29% 94.88%
No. of features 11 11 4

The highest values achieved are highlighted in bold

In this study, we used the following hyperparameters for the RF classifier:

e n_estimators: number of trees in the forest.

e max_depth: maximum depth of each tree.

e max_features: The max_features parameter specifies the size of the random subsets of
features to consider when splitting a node.

e Criterion: The function to measure the quality of a split.

Table 6 shows the best hyperparameter values for the RF classifier. Alternatively, we uti-
lized default hyperparameter values for other classifiers. In NB classifier, we used the default
hyperparameter values such that the type of features, the number of features, the number of
classes, and the size of the dataset also considered while building a Naive Bayes classifier
in Table 4. In LR models, the hyperparameters performance, commonly used techniques for
this, are grid search with tenfold cross-validation. The penalty used in LR = 12, ¢ = 1, and
verbose = 0. In KNN, we utilized k = 5, weights = “uniform”, algorithm = “auto”.

Once the best parameters were found, we tested the effectiveness of using hyperparameter
tuning on the classification performance: first, we retrain the RF classifier with the full dataset
using the new hyperparameter values. Then, we apply the SES feature selection method
wrapped with the RF classifier using the new parameter values to select the best feature
subset. To evaluate the performance of RF classifier, the experiments were performed using
a 10 cross-validation. Furthermore, new hyperparameter values are determined, as shown in
Table 6.

Table 7 shows the effect of using hyperparameter tuning on the classification performance.

From Table 7, it is clear that the hyperparameter tuning improves the RF classifier perfor-
mance. When using the SFS feature selection method wrapped with the RF classifier using
the new parameters, the classification accuracy is improved using only five features out of
all features of the HCV dataset.

9 Discussion and benefits of the research
In this paper, we proposed an ML framework, MHF_HCYV, for HCV disease diagnosis among
HCWs in Egypt. This study aims to work on methods to enhance the accuracy of ML clas-

sification methods to diagnose hepatitis C using real-world data for HCV. To achieve this,
first, we measured the influence of the data splitting technique on classifiers’ performance.
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Then, we used an SFS-based wrapper feature selection approach to find an optimal feature
subset that influences the class discovery process and improves the classification accuracy.
After that, we test the performance of the classifiers using all attributes and selected features
separately to compare the achieved accuracy and evaluate the quality of the selected features
in improving the classification accuracy. Finally, we quantify the impact of parameter tuning
on learning techniques. The results of the experiments presented in this work, which answer
the Research questions, can be summarized as follows:

e This paper proposes a prediction framework based on ML approaches to predict Hepatitis
C Virus (HCV) among healthcare workers (HCWs) in Egypt. Thus, we applied a real-world
data from the National Liver Institute (NLI), founded at Menoufiya University (Menoufiya,
Egypt) which investigate the effectiveness of the proposed model.

e When applying classification techniques using different splitting methods, we found that
the tenfold cross-validation method for splitting the HCV dataset achieved best option for
ML modeling and the overfitting problem is tackled.

e When comparing classification techniques with and without the SFS feature selection
method, we found that the features selected by SFS improved the performance of the
classification techniques. Also, the RF classifier with the SFS feature selection method
has the best performance using only five features out of all features of the HCV dataset.

e RF classifier using a reduced dataset had the best performance for the HCV dataset; while
it took more time to build the model, it is still less than the time required to build a model
using the original dataset.

e When adjusting the hyperparameter of the RF classifier, the performance of the RF classifier
was improved. Also, when the SFS feature selection method wrapped with the RF classifier
using new parameters, the classification accuracy was improved using only 4 features.

e SFS feature selection method is a good choice for a feature selection method because of
its simplicity, efficiency, and effectiveness. It can handle high-dimensional data well and it
can handle imbalanced data well. It is also easy to interpret and understand which makes
it a good choice for many machine learning tasks.

As concluding observations, the RF classifier using tenfold cross-validation yielded the
highest effectiveness with parameter tuning and SFS feature selection, achieving an accuracy
score of 94.88. Also, the work presented in this research has proved the objectives of this
study where the results obtained demonstrate its effectiveness.

10 Threads and limitations

Although the proposed framework achieved superior performance in diagnosing HCV dis-
ease, it still has some limitations. The first one is that the sample selected for this study was
specifically for Egyptian HCWs, working in a high-risk environment in NLI and not for HCV
patients in general. The second limitation is the size of the HCV data set, which consists of
859 patients. Using a large HCV dataset to train the model could improve the performance
of the proposed HCV framework. The current study used only 11 features that represent the
results of laboratory tests required to diagnose HCV. Therefore, more features are required
to give more details that may be useful in diagnosing newly infected cases of HCV. The
motivations for selecting classifiers (NB, RF, KNN, LR) are presented as follows: Firstly, the
mentioned methodologies achieved satisfactory results in terms of accuracy before and after
feature selection. Secondly, due to the limited number of records of the applied dataset, the
size consists of only 859 (patients) records. Third, we performed an experimental result based

@ Springer



2614 H. M. Farghaly et al.

on different ML methods, and the results obtained could have been better compared with the
selected NB, RF, KNN, and LR results. Machine learning techniques are more suited to
small datasets than deep learning approaches, which need vast data to produce more accurate
findings. We investigate the use of deep learning methods on huge datasets in future work.

11 Conclusion and future work

This paper proposes an ML framework based on NB, RF, KNN, and LR to classify and predict
the infected patients with HCV for the enrolled features. SFS feature selection is presented
to select the most significant features of the applied dataset. To manipulate the enrolled data
without feature selection, we also tested the dataset by using all the features directly to the
NB, RF, KNN, and LR without feature selection. Finally, we tested the impact of parameter
tuning on learning techniques. The results indicate that there is a great enhancement of
the accuracy obtained after feature selection using SFS with the new parameters in terms
of accuracy. Moreover, the elapsed learning time is very law which means the speed of
the learning process of the proposed framework. In future work, we plan to recommend
a treatment protocol based on a genetic algorithm or DNA sequence analysis to help the
specialist treat and handle the spread of HCV in Egypt.
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