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Abstract

Federated learning (FL) is a promising framework for distributed machine learning that
trains models without sharing local data while protecting privacy. FL exploits the concept
of collaborative learning and builds privacy-preserving models. Nevertheless, the integral
features of FL are fraught with problems, such as the disclosure of private information,
the unreliability of uploading model parameters to the server, the communication cost,
etc. Blockchain, as a decentralized technology, is able to improve the performance of FL
without requiring a centralized server and also solves the above problems. In this paper, a
systematic literature review on the integration of Blockchain in federated learning was con-
sidered with the analysis of the existing FL. problems that can be compensated. Through
carefully screening, most relevant studies are included and research questions cover the
potential security and privacy attacks in traditional federated learning that can be solved
by blockchain as well as the characteristics of Blockchain-based FL. In addition, the lat-
est Blockchain-based approaches to federated learning have been studied in-depth in terms
of security and privacy, records and rewards, and verification and accountability. Further-
more, open issues related to the combination of Blockchain and FL are discussed. Finally,
future research directions for the robust development of Blockchain-based FL systems are
proposed.

Keywords Federated learning - Blockchain - Security - Privacy - Blockchain-based FL -
Systematic literature review

P4 Jianguo Ding
jianguo.ding @bth.se

Ahmad Karim
ahmadkarim @bzu.edu.pk

Huansheng Ning

ninghuansheng @ustb.edu.cn

School of Computer and Communication Engineering, University of Science and Technology
Beijing, Beijing, China

Department of Information Technology, Bahauddin Zakariya University, Multan, Pakistan

Department of Computer Science, Blekinge Institute of Technology, Karlskrona, Sweden

@ Springer


http://orcid.org/0000-0002-8927-0968
http://crossmark.crossref.org/dialog/?doi=10.1007/s10462-022-10271-9&domain=pdf

3952 A.Qammar et al.

1 Introduction

Federated Learning (FL) was first introduced by Google as a distributed machine learn-
ing paradigm to train the model with local data from devices while ensuring privacy
(McMahan et al. 2017). A couple of devices are participated to build the FL. model
locally. The trained local model updates are sent to the central FL server and aggre-
gated to optimize the global FL. model. Compared to conventional machine learning,
FL protects the data of clients and prevents the disclosure of local data privacy. The
data used for model training are broadcasted from various participating companies and
users to converge the FL model. They have the right to improve the quality of model
updates and can reduce the model performance. Furthermore, FL is remarkably used in
real-world applications in particular healthcare, finance, transportation, and smart cities,
to mention a few. (Xu et al. 2020; Chen et al. 2020; Long et al. 2020; Tan et al. 2020;
Zheng et al. 2021). Although FL outperforms and shows its effectiveness as preserving
privacy by design, optimized bandwidth, and low latency. However, FL endures various
limitations in terms of security and privacy. The model parameters aggregation scheme
implemented in FL, makes the entire model reliant on the central FL server. The failure
of a central server leads to Single Point of Failure (SPoF) and Distributed Denial of
Service (DDoS) attack. Furthermore, in the current FL system, there is no transparent
mechanism to record the local model updates. Hence, an effective decentralized system
is required to detect and prevent malicious updates. The aforementioned attacks can be
solved through the integration of blockchain technology into federated learning systems.
Blockchain has an ability to cope with these challenges, ensure decentralized storage
of model updates and traceability of the model. Furthermore, blockchain follows the
combination of chain, tree, and graph structure to make it temper-proof and record his-
tory. Similarly, participated clients are verified and send the model updates, maintain-
ing the order of blocks consistent and immutable. With the addition of a digital cur-
rency, blockchain has great potential to attract participants of model training (Toyoda
and Zhang 2019). At the same time, blockchain has introduced immutability of records
through consensus algorithms such as Proof-of-Work (PoW). Therefore, consensus and
incentive schemes are wisely implemented, which successfully motivate the commu-
nication of data in FL. The incentives or rewards are provided equally to the size of
contribution in the FL model training process. In literature, several studies are available
related to federated learning (Cheng et al. 2020; Li et al. 2020b; Abdulrahman et al.
2021), blockchain technology (Andoni et al. 2019; Agbo et al. 2019; Ali et al. 2020;
Wang et al. 2019b), and blockchain-based federated learning approaches (Drungilas
et al. 2021; Shayan et al. 2021; Cui et al. 2021; Qu et al. 2021; Chai et al. 2021; Hua
et al. 2020). Li et al. (2021a) discussed the blockchain-based federated learning (BCFL)
architecture with respect to types, design, model improvement, and incentive mecha-
nism. However, there is a lack of systematic literature review (SLR) on the combination
of Blockchain and FL approaches considering the factors of security, incentive mecha-
nism, attacks detection, attack defense, etc. In this systematic literature review paper,
we explore the blockchain-based FL techniques from the year 2016-2022, discussing
the existing federated learning issues, blockchain-based federated learning architecture,
contemporary approaches, potential challenges integrating the Blockchain with FL, and
the future directions. Comprehensively, the main contributions are highlighted below:
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1. A thorough literature review to identify security vulnerabilities in FL is conducted and
which approaches are most suitable, and concluded that introducing the blockchain
technology into FL provides a much more secure solution.

2. Anoverview of federated learning and blockchain technology with its working mecha-
nism is provided. In addition, the existing issues in FL that can be solved by integrating
blockchain with FL are elaborated in detail.

3. The blockchain-based federated learning architecture, its entire workflow, and block-
chain deployment frameworks implemented in federated learning are investigated.

4. The state-of-the-art blockchain-based federated learning approaches are presented, in the
context of security and privacy, record and reward, and verification and accountability.

5. Based on a deep analysis, the outstanding challenges of integrating Blockchain into
federated learning are discussed along with their downsides.

6. Finally, to improve the practicality of the blockchain-based federated learning systems,
future directions are suggested.

The remainder of this systematic literature review paper is organized as follows. In Sect. 2
discusses the research method of a systematic review with research findings and questions.
Section 3 provides an overview of federated learning and blockchain technology. Section 4
presents the integration of blockchain into federated learning with its architecture and
workflow. Section 5 discusses the state-of-the-art: securing federated learning with block-
chain approaches. Section 6 provides the discussion on SLR results. Section 7 introduces
the open issues and future directions. Finally, Sect. 8 concludes the paper.

2 Research method of the systematic review

A systematic literature review (SLR) has an objective to identify, assess and analyze all
available research studies in a certain area of interest. An SLR must be completed using
a thorough search strategy that is impartial and fair. The search strategy must guarantee a
comprehensive search for evaluations. At the time of this paper, no SLR provided a meticu-
lous review of blockchain-based federated learning. This paper aims to fill this gap by con-
ducting an SLR following Kitchenham’s methodology (Kitchenham 2004).

2.1 Search process

In this SLR, the studies were explored from published as well as archive repositories to
highlight the trend of blockchain-based federated learning in academia. In Fig. 1, PRISMA
(Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram is
presented (Moher et al. 2009).

The number of publications is filtered out at each stage and the terms “security”, “pri-
vacy”, “rewards”, “record”, “accountability”, and “auditing” were considered crucially
in each study. The stages of the PRISMA flow diagram were divided into four parts: (1)
identification, where 1298 records were provided from heterogeneous databases such IEEE
Xplore, ACM Digital Library, SpringerLink, and ScienceDirect between the years 2016 to
June 2022; (2) in the screening stage, the filter was applied based on the title, abstract, and
full text; (3) for eligibility 53 papers were considered based on the inclusion and exclu-
sion criteria and (4) finally, the included studies were presented. After several checks and
screenings, 41 research papers were selected for this SLR.
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Fig. 1 PRISMA ﬂOW. diagram Records Identified through database searching
of the systematic review phases. (1298)
Adapted from (Moher et al.

2009)

A N A

IEEE ACM Springer Science
Xplore Library Link Direct
(225) (75) (664) (334)

Y

Records after duplicate remove
(645)

|

Record Screened
(112)

Title Abstract Full text
Screened Screened Screened

y
Full text articles assessed after inclusion
and exclusion criteria
(53)

y

Final Selected Papers
(41)

Gncluded] [ EIigibiIity) ( Screening) ( Identification

The keyword “Federated Learning” in the aforementioned databases was searched
as depicted in Fig. 2a. The result shows that most of the studies were published in
IEEE Xplore and a few in ACM Digital Library. The search terms were combined
into a search string using the conjunction (AND) operator to retrieve the exact stud-
ies. The other search keywords were used in the databases like “Federated Learning”
AND “Blockchain” as presented in Fig. 2b, where most of the studies were published in
SpringerLink. Similarly, the search string such as “Federated Learning” AND “Block-
chain” AND “Security” was searched and the result shows the highest publication ratio
in SpringerLink as depicted in Fig. 2c. Moreover, a year-wise trend of the keywords
“Federated Learning” AND “Blockchain” at Google Scholar is presented in Fig. 2d.
Consequently, in the year 2021 total number of publications was highest as compared to
previous years.

2.2 Inclusion and exclusion criteria

This SLR provides the readers with a clear understanding of blockchain-based federated
learning approaches and an in-depth description of terms related to security, privacy,
records, rewards, accountability, and characteristics of blockchain over FL. Hence, for
this purpose, the inclusion and exclusion criteria were adopted as presented in Table 1.
The research studies between the years 2016 to June 2022 were included in this SLR
because contemporary information is available during this period. Furthermore, dupli-
cates and papers in other languages were excluded with justification.
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Fig. 2 Publications in heterogeneous databases

2.3 Research questions

In this SLR, a structured and comprehensive overview of all related studies in the con-
text of blockchain-based federated learning is presented. The five Research Questions
(RQs) are addressed as below:

RQ1 What are the potential security and privacy attacks in traditional federated learning
which can be solved by blockchain technology?

RQ2 What are the promising characteristics of blockchain for federated learning to provide
a secure environment?

RQ3 What are the state-of-the-art blockchain-based federated learning approaches in secu-
rity and privacy, records and rewards as well verification and accountability to secure the

traditional FL system?

RQ4 What are the research challenges in the implementation of blockchain-based feder-
ated learning and how can it bring new issues?

RQ5 What are promising future research directions for effectively implementing the block-
chain technology in federated learning?
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3 Federated learning and blockchain
3.1 Overview of federated learning

Federated learning (McMahan et al. 2017) is defined as a centralized training mechanism
that ensures user privacy by sharing unique data distribution properties. The clients (FL
participants) upload the training data as model updates to the FL server, based on their pri-
vate local datasets. Afterward, the FL server aggregates the local model updates and builds
the global model for users to download (see Fig. 3).

In Eq. (1), in each training round ¢, the FL server sends the initial model updates to the
selected FL participants m,. Then the selected FL clients update their local model at their
end and apply an initial model to train the local data. Each FL participant uploads the local
model updates to the central FL sever, which then accumulates and converts them into a
global model.

1

1
G =G + ;l £

I )
1
Here, G, represents the current global model in the ¢th iteration, whereas G, ; denotes the
fully converged global model. The lf denotes local model uploads by the kth FL participant.
The FL revolves around the aggregation algorithm which is called vanilla Federated Aver-
age (FedAvg) to enable the accumulation of the local model updates. The generalization
and re-parametrization of the FedAvg algorithm are named as FedProx, which deals with
the heterogeneity of systems (Li et al. 2020c). Furthermore, the modifications of the aggre-
gation algorithms are implemented as Federated Matched Averaging (FedMa), Federated
Optimization (FedOpt), to mention a few. to solve different problems in FL. (Wang et al.
2020; Asad et al. 2020). Besides, FL is categorized into three types as Horizontal Feder-
ated Learning (HFL), Vertical Federated Learning (VFL), and Federated Transfer Learn-
ing (FTL), based on the data distribution properties inherently used in distributed learning
(Yang et al. 2019). HFL conforms to the same feature space but different samples, while
VFL has the same sample ID space but is different in feature space. However, FTL has a
different sample and diffident feature space, which is applied to achieve secured models (Li

Fig.3 Federated learning archi- FL Server
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et al. 2020c). Currently, a couple of studies are available in the literature (Abdulrahman
et al. 2021; Zhang et al. 2021; Qammar et al. 2022; Kairouz et al. 2019), that discuss the
thought, structure, and relevant research work of FL. The most well-known FL applica-
tions are used in Natural Languages Processing (NLP), in banks as fraud detection models,
recommendation systems to improve personalization, health care, and in many other areas
(Xu et al. 2020; Chen et al. 2020; Long et al. 2020; Li et al. 2020a; Liu et al. 2021; Yang
et al. 2020).

3.2 Attacks to Federated Learning

This section explains existing attacks in the federated learning architecture and provides
the answer to RQ1. Figure 4 presents the different types of attacks that lead to the failure of
the entire system such as SPoF.

3.2.1 Single point of failure attack

The traditional FL structure is heavily dependent on a centralized server. In the FL system,
the central server aggregates local model updates from participating devices into a fully
trained global model and maintain it. In various situations, the central server can comprise
the security of the FL system such as (1) instability of the central server leads to system
crash (2) a compromised central server generates a false global model and (3) maximum
consumption of system resources. Hence, it is vulnerable to a single point of failure (SPoF)
attack (Feng et al. 2021; Li et al. 2021b). Defending against a SPoF attack from the master
aggregator is challenging and promises a fully convergent model with high accuracy.

Fig.4 Attacks to federated learn-
ing architecture

FL Server

Local Dataset 1 Local Dataset 2 Local Dataset n

Data Poisoning

Model Poisoning
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3.2.2 Denial of service and distributed denial of service attack

Malicious participants in FL. model training have a different purpose instead of abolish-
ing the model training. For instance, by continuously propagating fake model updates,
malicious devices can stress the system so much that it crashes, which is called a Denial
of Service (DoS) attack. Similarly, if an FL server is compromised, it repeats this pro-
cess and paralyzes the entire FL system, which is referred to as a Distributed Denial of
Service (DDoS) attack. Furthermore, malicious FL server or participants can add weak
noise to the original global model to replace it with a new model that causes an insig-
nificant difference in accuracy.

3.2.3 Free-riding attack

Machine learning (ML) model training requires expensive system resources such as
CPU, network bandwidth, processing power, time, and many others. In the FL. model
training task, high cost induces dishonest participants to gain incentives without con-
tributing to local model updates. For instance, free-riders send fake or similar model
updates with minimum noise and can directly upload the untrained model. Hence, this
situation in FL systems potentially leads to fairness and trustworthiness issues. Further-
more, it is difficult to detect free-riders and original data owners because they send sim-
ilar model updates (Fraboni et al. 2021a).

3.2.4 Poisoning attacks

The poisoning attacks are categorized into two types i.e. data poisoning and model
poisoning. By making changes to the model’s training data, the data poisoning attack
is launched and the false model updates are propagated. Furthermore, malicious par-
ticipants can flip the labels of datasets and implement the predefined poisoned model
updates which degrade the performance of the global FL model. Therefore, data poison-
ing attacks ultimately lead to model update poisoning attack. Besides, reverse and ran-
dom model poisoning attacks are also generated in FL systems. In random and reverse
poisoning attacks, the model is updated by arbitrarily generated gradients and the train-
ing model is updated in opposite direction (Chen et al. 2018; Li et al. 2021c).

3.2.5 Man-in-the-middle attack

A Man-in-the-Middle (MitM) attack occurs between the communication of the FL
server and the FL client. In this attack, the attacker pretends to be an FL server or cli-
ent to send fake model updates and control the traffic. The common types of MitM
attacks are session hijacking and Internet Protocol (IP) spoofing. In session hijacking,
the attacker hijacks a legitimate session between a trusted FL client and the FL server.
Whereas IP spoofing relates to convincing the FL server or clients that they are in con-
nection with a trusted entity, however in reality the attacker is acting on the other side.

@ Springer
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3.2.6 Eavesdropping Attacks

The eavesdropping attack, in the FL system, causes to leak of sensitive information
about FL participants such as gender, profession, location, etc. (Wang et al. 2019a).
Similarly, an adversary can delete, modify, corrupt, or intercept the broadcasted model
between the FL server and participants. So far, eavesdropping attacks are considered
more harmful as they can escalate to severe cyber-attacks (e.g., jamming and DoS). The
jamming attack against FL systems can maliciously interrupt the network communica-
tion on the server or client end through collisions or interference.

3.3 Overview of Blockchain

Nowadays, blockchain technology is a cutting-edge term with a lot of promise in vari-
ous applications. Blockchain technology is known for the decentralized ledger technol-
ogy to keep an immutable record of transactions. It has a chain of blocks that contains
the transaction record, timestamp, and hash value of the associated block. The transac-
tions stored in the blockchain are digitally signed and the hash is stored to retrieve the
information for next time. In this way, the history of all transactions can be recorded
in a tamper-proof manner. Furthermore, the blocks are connected in a Peer-to-Peer
(P2P) network and maintain the cloned version of the integral transactions logs (Zheng
et al. 2017). Blockchain is broadly categorized into three types: public or permission-
less blockchain, private or permissioned blockchain, and consortium blockchain (Niran-
janamurthy et al. 2018). In a public blockchain, there is no dominant authority and no
party has more power than others in the network. Participants can enter and exit at any
time according to their wish. Similarly, any participant can validate the transaction due
to its public nature. In Bitcoin, for example, miners can validate the transactions and
receive Bitcoins as rewards. With a private blockchain, a centralized structure is fol-
lowed, where a single entity has full power to validate the transactions and make deci-
sions. The private blockchain is more efficient, easy to implement, utilizes fewer energy
resources, and is faster compared to the public blockchain. Besides, with the consortium
blockchain, not every member has the same permissions. A few members of the block-
chain network are assigned certain privileges to validate the new blocks. Other members
can also validate but must reach a consensus before implementation. Different consen-
sus algorithms are implemented depending on the requirements and environment. Con-
sensus algorithms are the core of blockchain and determine how it will work. It is the
critical technology that describes the security and improves the performance of block-
chain. A consensus algorithm means an agreement, used in a decentralized network
communally to collectively make a decision when it is needed. Its properties include
non-repudiation, authentication, decentralized control, transparency, and byzantine fault
tolerance (Seibold and Samman 2016). Authors (Xiao et al. 2020), elaborated the five
components of the consensus algorithm: (1) block proposal, (2) block validation, (3)
information propagation, (4) block finalization, and (5) incentive mechanism. In addi-
tion, famous consensus algorithms are such as Proof of Work (PoW), Proof of Skate
(PoS), Proof of Existence (PoE), Proof of Authority (PoA), etc. Another term smart
contracts (Khan et al. 2021) are deployed in blockchain as a digital agreement between
two or many other parties. Based on its pre-defined function, it can store, process infor-
mation, and write outputs. To prevent tampering, smart contracts are copied to each
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node in the blockchain. Besides, a smart contract enables transaction traceability in FL
as well as irreversibility (Huang et al. 2018).

3.4 Characteristics of blockchain-based federated learning

In this subsection, characteristics of blockchain-based federated learning versus the traditional
federated learning system in response to RQ2 are described. Table 2 explains the key char-
acteristics such as decentralization, traceability, incentives, trust, immutability, integrity, and
reliability. Decentralization ensures the model updates are stored in multiple locations instead
of a single location. In traditional FL systems, a single central server is used to store a trained
model. If the central server crashes, the entire FL system stops working, leading to a SPoF
attack. This situation incurs the imprecise model updates by falsifying all local model learn-
ings. However, federated learning leveraging blockchain technology can resolve aforemen-
tioned issues. In the work of (Feng et al. 2021; Kim et al. 2020), the authors introduced the
blockchainedFL (BlockFL) architecture to enable decentralization and secure model storage.

Similarly, blockchain-based FL provides traceability and immutability in order to track his-
tory or make model updates tamper-proof. In a blockchain network, model updates are stored
through the timestep feature. The timestep in the blockchain is implemented to trace the model
updates and history (Dai et al. 2019). Generally, the FL global model entirely depends on the
local model updates that are stored on the central FL server. To check the local model updates
shared by the client devices, the traceability property must be applied. The inclusion of trace-
ability helps in detecting malicious endpoints and also leads to fast model convergence with
better performance. Moreover, the information or model updates stored in blocks are immu-
table which means information cannot be changed. All the blocks are connected and store
the reference hash value of the previous block. In case of an adversary can temper any block
data, the hash value of the block will change and the deception of data will be easily detected.
Hence, this process of assigning hash values leads to the immutable feature of the blockchain
(Khan et al. 2021).

Furthermore, blockchain offers incentives to motivate the FL participating devices in
model training. Blockchain promotes the incentives policy based on the contribution ratio of
participants to local model updates. Hence, without any compensation devices are reluctant
and less willing to participate in the training round of the traditional FL process. Apart from
that, blockchain-based federated learning ensures the integrity, reliability, and robustness of
the system (Wu et al. 2020a).

Integrity relates to the participation of honest clients in the FL. global model training pro-
cess, who are committed to assigning the smart contract. In blockchain-based federated learn-
ing, trust conforms to the two characteristics such as liveliness and loyalty. Liveliness means
participated clients must keep alive during the model training rounds and continuously par-
ticipate in the activities in the FL system. Similarly, loyalty relates to the contribution of local
model updates to keep the FL. model training process stable. However, care should be taken to
optimize the use and allocation of computing resources, as end-users are reluctant to partici-
pate in model training rounds due to limited resources.
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4 Integrating blockchain into federated learning

Blockchain technology can be adopted into federated learning systems to embrace its char-
acteristics as elaborated in Sect. 3.4 Moreover, Sects. 4.1 and 4.2 discuss the blockchain-
based federated learning architecture and the workflow of local model updates to store and
retrieve the global model from blockchain, respectively.

4.1 Blockchain-based federated learning architecture

Blockchain served as a fully decentralized and secure architecture for FL systems. The
main objective behind the integration of blockchain is to protect the privacy of data own-
ers, reward participants according to their contributions, and prevent malicious clients.
Fig. 5 depicts the blockchain-based architecture for federated learning with its five basic
components (1) FL participants, (2) FL integration with blockchain, (3) miners working,
(4) smart contract, (5) consensus algorithm, and (6) blockchain network.

1. Federated learning participants Participants work as an entity or devices as in a tradi-
tional FL environment. FL participants take part in model training and send local model
updates to the next phase for verification and aggregation. At first, the initial model is
sent to all participating clients in the FL system. Then FL participants generate local
model updates based on their raw datasets. FL participants and miners are directly com-
municate with each other.

Consensus
Algorithms

=

Blockchain Networks

Miners Working

2 2-2 2.8.%
Py P2 P; 1 Py P2 Ps . . . Pign Popuua Ps

Participants Participants Participants

Fig.5 Blockchain-based federated learning architecture
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2. FL integration with blockchain The integration act as middleware that provides interac-
tion between FL participants and blockchain. Authors (Martinez et al. 2019) used the
REST-API (Representational state transfer-Application Programming Interface) to inter-
act with the Hyperledger Fabric blockchain to record and incentivize gradients uploads.
Furthermore, gRPC API facilitates data transfer between FL clients and the Ethereum
blockchain network using remote procedure calls (RPC) developed by Google.

3. Miners working The miners can be personal computers, standby servers, or cloud-based
nodes if they willingly download the mining software. At this step, the FL participants
send the local model updates to the miners. Each of the FL participant/data holders is
directly connected with the miner and ensures constant communication. The miners
are responsible for receiving the local model updates from participating FL devices or
participants. Furthermore, aggregation is performed based on the consensus algorithm
and a block is uploaded to the blockchain network.

4. Smart contract The Smart Contract (SC) in the blockchain system opens new doors for
decentralized applications and automatically executes the program logic when they meet
the pre-defined conditions. All conditions are transparent and immutable to participated
FL clients, and before they join the FL. model training process, they will agree on them.
Furthermore, SC allows the clients to codify agreements without any trusted third party.
Researchers (Khan et al. 2021) used smart contact in different ways such as registering
the participants, coordinating the model training, aggregating the local model updates,
evaluating the participants’ contribution, and awarding rewards. In Fig. 5, smart contract
is assigned between FL participants and miners.

5. Consensus algorithm In the blockchain network, the consensus algorithm serves as the
backbone and plays a significant role in validating transactions. All parties establish a
common agreement that defines how a new block is formed, verified, and accepted on a
blockchain network. As miners reach the consensus mechanism such as Proof of Work
(PoW), Proof of Stake (PoS), Byzantine Fault Tolerance(BFT), to name a few, then a
new block is appended into the blockchain. By adopting blockchain technology in fed-
erated learning, it becomes more flexible. FL participants will start a new FL training
process, and through a consensus algorithm, miners reach an agreement to build a fully
converged global model. With successful execution of consensus algorithm, block is
added into the blockchain network.

6. Blockchain network Finally, verified new blocks are added to the blockchain network.
The FL model process continues until it reaches the required learning rate. After that,
FL clients or other participants can request to download the global model for their pur-
poses. Finally, global model can be downloaded by the miners and FL participants can
get model from them.

For instance, researchers integrate blockchain into FL in order to achieve security,
accountability, and rewards (Kang et al. 2020b; Lo et al. 2022; Toyoda et al. 2020).
Researchers (Toyoda et al. 2020), use blockchain to provide the rewards policy for FL
participating clients who participate in the model training process. A full-fledged reward
mechanism based on the contest theory is also developed. The conditions for participa-
tion in the FL training round are applied to clients, and their contribution is evaluated
to assign rewards. Furthermore, the criteria for participation in the training task, the
amount of reward, and the number of workers who can receive a reward are worked
out. Due to the decentralization concept of blockchain, the authors deployed it to over-
come the SPoF problem and proved a reliable selection of workers in federated learning.
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In particular, the authors (Kang et al. 2020b) selected the trusted workers to defend
against malicious model updates. To select reliable workers for FL, a reputation metric
is introduced based on their historic performance and recommendation. In the work of
(Lo et al. 2022), a blockchain-based trusted FL architecture is proposed to introduce the
accountability function. Moreover, a smart contract is designed to enable accountability
which leads to an analysis of malicious FL workers. Similarly, a weighted fair algorithm
is presented to improve the fairness of model training data. Consequently, the approach
shows feasible performance in accountability and fairness compared to traditional FL
settings.

4.2 Workflow of blockchain-based federated learning architecture

The one-epoch operation of the blockchain-based federated learning is depicted in Fig. 6
with its seven steps. These steps are repeated until the global model has converged fully or
reached the appropriate learning rate.

1. Local model training At the initial step, FL clients train the local model updates based
on their local datasets and upload the model for further procedures such as verification,
aggregation, to mention a few.

2. Smart contract execution The smart contract is executed between parties to interact
with the blockchain network. For instance, FL participants register through the smart
contract when they fulfill the required criteria for the FL model training process. After
the successful registration of FL participants, the local model updates are transferred to
the miners.

3. Local model upload The local model updates are uploaded to the miners on the block-
chain. The miners verify and authenticate the local model updates based on the consen-
sus protocol.

4. Start mining process The associated miners receive the local model updates from the
registered FL participants. Then the miners verify the local model updates and also
aggregate them.
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Fig.6 One-epoch workflow of blockchain-based federated learning system
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5. Run consensus algorithm Each miner runs the consensus algorithm until it receives
a newly generated block from other miners. The new block is then broadcasted to all
miners in the network.

6. Add block into blockchain Finally, a new block is added to the blockchain network.

7. Download global model Devices can request to download the global model. FL par-
ticipant devices can download the model freely as they utilized their resources to train
the model. While on the other hand, external devices have to pay charges to access the
global model. In this way, the entire community can benefit from fully trained models.

In a blockchain network, the blocks are connected in a distributed and decentralized nature
that contains the hash of the previous block, information about model updates, timestamps,
etc. Hence, the record is stored permanently and immutably. In blockchain storage, there
are typically two types: (1) on-chain storage that all the records are stored in one ledger,
and (2) off-chain storage, where data is stored in another third-party system. Due to the
limited size of blocks for data storage in the blockchain, only the unique identity of the
entire data needs to be stored. The complete data streams are stored in third-party storage
such as InterPlanetary File System (IPFS) (Benet 2021). The IPFS is a decentralized and
private storage system that allows the permanent storage of data. In the literature (Kumar
et al. 2020), the authors implemented the IPFS to store actual models and the hash value
send to the blockchain to guarantee immutability. Furthermore, for future use, the hash val-
ues are retrieved from the IPFS to identify relevant model updates. Similarly, (Yuan et al.
2021) proposed to use the IPFS to store files to upload and download a model from IPFS
in training rounds. However, only the unique identity of each model parameter is stored in
the blockchain.

4.3 Blockchain deployment frameworks

The famous blockchain deployment frameworks used in recent studies of blockchain-based
federated learning namely Ethereum, Hyperledger Fabric, Financial Blockchain Shenzhen
Consortium (FISCO) Be Credible, Open and Secure (BCOS), Corda, and Enterprise Oper-
ating System (EOS) are discussed in this section. Different blockchain frameworks have
distinguished properties. For instance, public blockchain offers consistent performance,
private blockchain offers robust security, while consortium blockchain offers more cus-
tomization options. After a thorough literature review, Table 3 describes the blockchain
frameworks with key features such as blockchain category, smart contracts with applied
language, consensus algorithms, and level of support for FL as implemented in literature
work.

4.3.1 Ethereum

Ethereum is a decentralized, open-source blockchain framework that allows users to cre-
ate smart contracts. Formally, Ethereum is permissionless blockchain platform, launched
in 2015, deployed the Proof-of-Work (PoW) consensus algorithm, and has a native cryp-
tocurrency known as Ether (Buterin 2013). Furthermore, Ethereum allows smart con-
tracts implementation written in Solidity language. In this context, the authors (Vaik-
kunth Mugunthan 2020) used Ethereum based smart contracts in BlockFlow architecture
which provides a secure FL system through model updates. Additionally, other frameworks
such as Baffle (Ramanan and Nakayama 2020) and ChainFL (Korkmaz et al. 2020) run on
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Ethereum enabled FL systems and smart contracts used for model aggregation and update
process in FL.

4.3.2 Hyperledger fabric

Hyperledger fabric is a permissioned blockchain hosted by the Linux Foundation. It is used
to implement distributed applications written in languages such as Go and Java. The smart
contracts in Hyperledger Fabric are known as chain codes to automatically execute the
application logic. Furthermore, consensus protocols including Practical Byzantine Fault
Tolerance (PBFT) and Raft are used and it has no fundamental cryptocurrency (Androu-
laki et al. 2018; Zhao et al. 2021) implemented a decentralized model training infrastruc-
ture for federated learning using the Hyperledger fabric, which is more secure and robust
as compared to a centralized structure. Smart contracts are applied to reach the aggregation
in the training process in an open and transparent manner to ensure integrity and safety.
Additionally, in the work of (Zhang et al. 2020), the authors used the blockchain algorithm
for secure communication of model updates between server and FL clients. The informa-
tion about a required global model can be searched on the blockchain and then the current
model is transmitted to the network.

4.3.3 EOS.IO

The Enterprise Operating System (EOS) blockchain was developed to compete with
the Ethereum blockchain framework. EOS is the first leading system that provides high
throughput by Delegated Proof of Stake (DPoS) algorithm and uses in decentralized appli-
cations. The smart contract in EOS.IO is written C++4, which was later augmented by
WebAssembly also known as Wasm (Huang et al. 2020). For instance, the authors (Mar-
tinez et al. 2019) presented the plan to implement the EOS-based federated learning system
where clients can benefit through incentives, leading to robust and efficient model perfor-
mance. Similarly, another author (Kang et al. 2020a) introduced the scalable EOS-based
decentralized FL system to detect poisoning model updates and apply the Proof of Verify-
ing (PoV) consensus protocol.

4.3.4 FISCOBCOS

Financial Blockchain Shenzhen Consortium (FISCO), a leading consortium blockchain,
was founded by WeBank with the participation of Tencent and Huawei. FISCO is not a
single blockchain, but a unique blockchain application designed to benefit the general pub-
lic. Additionally, it is a secure, portable blockchain and supports PBFT and Raft consen-
sus algorithms (BCOS 2018). Researchers (Li et al. 2020b) proposed a novel committee
consensus protocol for blockchain-based federated learning to mitigate malicious model
updates and improve system scalability and incentive mechanism.

4.3.5 Corda

Corda was created in 2014 by the R3 consortium as an open-source and permissioned
blockchain framework. Corda underlines data privacy and follows the “Know Your Cus-
tomer” term to share the transactions across the network. The smart contracts are written in
Java and Kotlin language to support decentralized applications (Brown 2018). In research
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(Kang et al. 2019), the authors implemented Corda V4.0 in the training process for fed-
erated learning models to determine the fairness of workers sending the useful model
updates. Similarly, the reputation metric is considered and calculated through a consensus
protocol, which relies on the reputation score and work to gain rewards.

5 State-of-the-art: blockchain-based federated learning approaches

Formally, FL is a kind of machine learning to train the model on local devices and then
aggregate the model on the central server. Therefore, model training performance and secu-
rity are the critical aspects to be considered. This section elaborated the answer to RQ3:
What are the state-of-the-art blockchain-based federated learning approaches in security
and privacy, records and rewards, and verification and accountability to secure the tradi-
tional FL system? Figure 7 illustrated that blockchain-based FL approaches work against
various attacks and provide traceability and accountability to ensure FL security. Accord-
ingly, state-of-the-art blockchain-based federated learning approaches are introduced in the
following subsections to provide improvements in model training.

5.1 Blockchain-based approaches to security and privacy in federated learning

Blockchain-based decentralized approaches mitigate the security and privacy attacks in the
FL environment. In the literature, blockchain-based FL approaches are elaborated to deal
with SPoF, poisoning, free-riding and DDoS attacks. Table 4 elucidates the relevant studies
with respect to major contributions, blockchain implementation frameworks in federated
learning systems, consensus algorithm, and block structure.

The authors presented the BytoChain (Li et al. 2021c) framework based on block-
chain technology to provide security and privacy in federated learning systems. The
structure of Bytochain is divided into three parts: (1) data owners that send trained local
model updates, (2) verifiers that verify the model updates, (3) miners that aggregate
the model, and (4) task publishers add the global model into the blockchain network.
The verifiers in the BytoChain are able to minimize the workload of miners in sense of
verification overhead and works in parallel manners. In addition, a consensus algorithm
named Proof of Accuracy (PoA) is applied to effectively detect the privacy loss. It also

Fig.7 State-of-the-art: block- State-of-the-art: blockchain-
chain-based federated learning based federated learning
approaches approaches
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works well against security attacks such as Denial of Service (DoS), reverse model poi-
soning, and free-riding attacks. Consequently, BytoChain achieves equal accuracy under
attack settings as FL without attacks. Another framework called ChainsFL (Yuan et al.
2021) builds on the two layers of blockchain and federated learning. The main-chain
and sub-chain of blockchain are made up of Raft and Direct Acyclic Graph (DAG),
respectively. The raft-based blockchain is liable for coordinating the devices in order
to complete model training tasks with substantial computation and high storage capa-
bilities. Furthermore, DAG or tangle consensus is applied to deal with interaction with
the subchain layer. ChainsFL effectively detected fake model updates and lazy clients.
Accordingly, performance metrics such as convergence and robustness of the ChainsFL
are compared with FedAvg (McMahan et al. 2017) and Asynchronous FL (AsynFL)
(Cong Xie 2019). The extensive experiments show that ChainsFL successfully detected
and eliminated the malicious devices and model updates.

Ma (2020) proposed a blockchain-assisted decentralized FL. (BLADE-FL) frame-
work to prevent the model from malicious learning updates as well as SPoF attacks. The
BLADE-FL framework consists of three layers: (1) the network layer ensures task pub-
lishing and trains the nodes, (2) the blockchain layer provides tracking and aggregation
of model updates, and 3) the application layer uses the smart contract (SC) to execute the
FL events. After training the global model, the task publisher provides incentives to the
participants who participated in the training round with benign model updates. Similarly,
miners are also rewarded for successful aggregation and broadcasting of the model. Moreo-
ver, BLADE-FL deals with privacy, resource allocation, and lazy participants issues. Kang
et al. (2020a) introduced a blockchain-enabled federated edge learning (BFEL) method
with a decentralized server. A consortium blockchain is deployed with a Proof of Verifying
(PoV) consensus algorithm to identify poisoning model updates and verify the quality of
the updates. Miners are selected based on the highest computation and storage resources to
implement a consensus algorithm. Moreover, miners with insufficient resources are elimi-
nated in real-time. Besides, gradient leaks from inference attacks are reduced through a
gradient compression scheme. Finally, BFEL ensures the model training flexibility, mali-
cious model update detection, and overcoming computation overhead.

In the work of Short et al. (2020), researchers implemented blockchain technology to
deal with security issues in FL. The algorithm is implemented in the smart contract, can
run external tools, and keeps the privacy of datasets from clients. For the experiment, a
private blockchain tool such as Hyperledger fabric is used to fulfill the requirements of
blockchain-enabled federated learning. Results show that the proposed algorithm works
well against poisoning attacks. The authors (Zhao et al. 2021) proposed the blockchain-
based FL committee (BFLC) consensus algorithm to guard against malicious attacks and
reduce computation overhead. BFLC framework is divided into three steps: (1) blockchain
storage, (2) committee consensus algorithm, and (3) model training. In blockchain stor-
age, two different types of blocks are generated to store local and global model updates,
respectively. The consensus algorithm verifies the gradient updates and assigns scores to
them before adding them to the blockchain. Furthermore, model training involves a certain
number of local model updates and then aggregates into a global model after verification.
Finally, profit sharing by contribution scheme is implemented to motivate the participants
in the model updates process. BFLC performs best under malicious attacks and minimizes
the transmission cost. Kumar et al. (2020) presented the decentralized training for FL with
blockchain to enable security and incentive mechanism. For security purposes, Differen-
tial Privacy (DP) and Homomorphic Encryption (HE) techniques are performed. Similarly,
Elastic Weight Consolidation (EWC) is applied to enhance the operation of a global model.
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Eventually, experiments prove that blockchain deployment via Ethereum and IPFS enables
the fully decentralized model training in FL with improved security and privacy features.

Shayan et al. (2021) introduced Biscotti, a decentralized peer-to-peer (P2P) scheme
based on blockchain and the exchange of secrets as verifiable random functions (VRFs) to
maintain privacy and security between FL peers. A consensus protocol, proof-of-federation
(PoF) is combined with the multi-Krum defense (Blanchard et al. 2017) and differential
privacy (DP) to protect against poisoning and Sybil attacks. Besides, PoF provides pro-
tection against groups of colluding peers that overcome the system without enough stake
ownership. The central node in federated learning leads to privacy and SPoF attack that
results in the failure of the entire system. In this perspective, Fed-BC (Wu et al. 2020b) is
presented as a blockchain-based decentralized federated learning framework to integrate
robustness and privacy. For experimental purpose, the blockchain implementation is built
by Hyperlegdger fabric and IPFS deployed as a decentralized storage. Eventually, a deep
neural network (DNN) is used to train the FL. model with two hidden layers, and a number
of ten clients participated in the training round.

5.2 Blockchain-based federated learning record and reward approaches

The self-interested workers or data holder devices in FL. model training are reluctant to
participate unless they receive financial compensation. However, previous studies have
shown that devices contribute their resources conclusively in federated learning, which is
not an ideal approach as the cost is encountered in model training (Kumar et al. 2020;
Zhou et al. 2019). Furthermore, untrusted participants in FL can perform malicious action
by sending malicious model updates which lead to model poisoning attacks. By tracing
or recording the model updates, malicious actions can be detected and these participants
can be punished. Accordingly, a reliable participant can be motivated through rewards to
send benign model updates. Consequently, well-designed approaches are required to meas-
ure the participants’ beneficial contributions and then announce the rewards for them.
In Table 5, a summary of blockchain-based federated learning approaches are discussed
which highlights record and reward schemes for participating workers in model training
rounds to motivate them.

Fedcoin (Liu et al. 2020), the approach is presented with blockchain to incentivize FL
participants to update the model. The concept of Shapley Values is implemented in previ-
ous studies for profit distribution. But, the SVs calculation process is more time-consuming
and computationally complex. In Fedcoin, SVs are defined as proof of Shapley (PoSap)
protocol with blockchain consensus algorithm to provide an incentive to FL participants
with non-repudiation. Furthermore, the authors launched the demonstration system which
performs FL tasks in real-time and awards based on their performance. Martinez et al.
(2019) proposed a record and reward approach by evaluating the participants’ contributions
in the model training process. Through blockchain, model updates are tracked, recorded,
and rewarded based on computation power cost utilized by FL participants. A Class-
Sampled Validation-Error Scheme (CSVES) is introduced to validate the valuable model
updates for rewarding via a smart contract. Consequently, participants received incentives
for model updates and ensure more robust FL. models.

Kang et al. (2019) introduced reputation as a fair metric to evaluate the robustness and
trustworthiness of participants in FL systems. For this purpose, a reputation-aware par-
ticipant selection scheme is designed by using blockchain technology. Blockchain has the
properties of non-repudiation and resilience to enable honest reputation management of
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workers in updating FL. models. Besides, the incentive approach is combined with reputa-
tion metrics to encourage devices to send high-quality data for model training. In the end,
experiments are applied to real datasets and accurate reputation calculation of devices is
achieved, which greatly improves model accuracy.

Implementing smart contracts on a blockchain network leverages transparent, independ-
ent, and immutable features. In this context, the authors (Behera et al. 2021) have used the
smart contract based on the Ethereum blockchain to incentivize the FL participants. The
intuitive contribution of participants is measured and associated with the model training as
well as the rewards process. Similarly, in Batool et al. (2022) authors introduced a moneti-
zation scheme based on blockchain for FL clients along with a multi-dimensional auction
named as FL-MAB. The clients are selected concerning their resources including data size,
bandwidth, and relative rewards when submitting their bid. Moreover, blockchain-based
federated learning provides non-repudiation, integrity, and encouraged the clients with
cryptocurrency as a reward.

5.3 Blockchain-based federated learning verification and accountable approaches

Verification and accountability approaches are introduced to prevent the attackers from
sending malicious model updates. Blockchain-based FL approaches uses smart contracts
to detect and financially penalize the attackers. Additionally, lazy clients send malicious
model updates or replace the original model with a fake or less precise model to save com-
putational cost. Hence, to rectify the security of FL, it is mandatory to implement the veri-
fication procedure that ensures the integrity and authenticity of model updates during the
training process to prevent malicious attacks. The blockchain-based approaches in feder-
ated learning perform verification and accountability of model updates. In this case, an
immutable feature of blockchain provides data provenance through traceability of the FL
training procedure. Similarly, blockchain-based FL verification schemes are presented in
the Table 6, to build trust and improve security.

VFChain (Peng et al. 2021) refers to the verifiable and auditable FL approach by using
blockchain technology. To establish verifiability, a committee selection scheme is intro-
duced to aggregate the model updates and record verified updates in the blockchain. In
the case of auditability, a data structure named Dual Skip Chain (DSC) is presented for
blockchain to support the search and rotation of committees in an authenticated and secure
way. Furthermore, an optimization method is introduced to provide multiple model train-
ing tasks. Finally, extensive experiments have demonstrated that VFChain effectively per-
formed verifiability and auditability in FL through blockchain technology. Awan et al.
(2019) offered the privacy-preserving FL approach using blockchain, which comprises
three elements: (1) server, (2) clients, and (3) aggregators. To record local and global
model updates a distributed immutable ledger is implemented to ensure tamper resistance.
By tracking the model transactions, the trust and verification mechanism is provided in
blockchain-based federated learning. Moreover, the tracking process measures each client’s
contribution to model updates and rewards schemes. Similarly, in Desai et al. (2021), the
authors have developed an accountable FL. method to distress attackers. In the BlockFLA
framework, attacks are detected through accountability with hybrid blockchain technology
such as public and private tools leads to Ethereum and Hyperlegdger fabric, respectively.
The public architecture of blockchain-based FL is implemented to execute intensive algo-
rithms and can be retrieved by anyone. Moreover, private blockchain ensures communi-
cation efficiency and deals with sensitive data to alleviate data leakage. Accordingly, to
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evaluate the BlockFLA, a FedAvg and SignSGD (stochastic gradient descent) algorithms
are implemented with various features including parallelism.

Moreover, Lo et al. (2022) proposed a trustworthy federated learning framework
empowered with blockchain to improve accountability and equality in FL systems. A smart
contract and weighted fair data algorithm are designed for the data model registry to ena-
ble accountability and fairness, respectively. For evaluation, a COVID-19 X-ray dataset
is employed and accomplished a better performance in terms of accuracy as compared to
vanilla federated learning settings. In the same way, BlockFLow (Vaikkunth Mugunthan
2020) ensures the accountability and privacy for federated learning systems in decentral-
ized manners. The model auditing process evaluates the good or malicious behavior of
model contributors. Furthermore, after the auditing process, contributors are rewarded with
cryptocurrencies based on the public Ethereum blockchain. Evaluation results show that
subsequent auditing scores reflect the quality of honest and malicious participants.

6 Discussion

To our knowledge, this is the first systematic literature review on blockchain-based fed-
erated learning. The results of SLR indicate that integrating blockchain into federated
learning can solve most of the attacks that have occurred in conventional FL, given the
architecture, workflow, and characteristics of blockchain-based FL. Furthermore, research-
ers (Li et al. 2021c; Kang et al. 2020b; Shayan et al. 2021) implemented the blockchain-
based FL to mitigate the security attacks and worked as a decentralized system. Similarly,
blockchain technology introduced the reward scheme in federated learning, where FL par-
ticipants share the local model updates, the updates are first verified by miners, and then
they receive rewards based on their contribution (Liu et al. 2020; Batool et al. 2022). In
addition, blockchain-based FL has traceability, immutability, and accountability features to
record, maintain the model history and punish the FL participants, respectively (Peng et al.
2021; Desai et al. 2021; Lo et al. 2022). However, there are still a couple of challenges that
exist in blockchain-based FL (see Sect. 7.1 for details).

Blockchain requires the majority of network for PoW, the stake of cryptocurrency as
PoS, and a permissioned network for an honest consensus mechanism that leads to the cor-
rect execution of smart contracts and provides immutability. Ethereum-based smart con-
tracts are implemented in Solidity language where the complexity of execution is measured
in terms of the gas price to be paid for each transaction. This prevents infinite loops and
promotes fair competition for constrained storage and computing power. However, block-
chain faces challenges of storage and high energy consumption for PoW. Off-chain compu-
tation and storage are recommended to address scalability and storage issues but verifying
malicious participants in a system is problematic. Some future directions are provided (see
Sect. 7.2) to address the privacy issues on Ethereum, authentication of FL participants,
miner selection, and smart contract vulnerabilities and management.
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7 Open issues and future directions
7.1 Openissues

1. Malicious miners in blockchain-based FL In blockchain-based federated learning, min-
ers perform a significant role in terms of model aggregation and reach the consensus
algorithm to get the reward. To increase the profit, malicious miners detect the vulner-
abilities in incentive distribution mechanisms. Therefore, exploiting the mining behav-
ior leads to degradation of the honest miners’ revenue and has a serious impact on the
mining pool, resulting in pool mining attacks. Researchers have discussed this attack in
previous studies (Eyal and Sirer 2014; Sapirshtein et al. 2017), however, unfortunately,
malicious miners have not elaborated in the context of blockchain-based federated learn-
ing systems.

2. Miners selection in blockchain-based FL In blockchain-based federated learning archi-
tecture, the honesty of the miners validates the secure and privacy-preserving models.
The authors (Alladi et al. 2020) presented the two types of miners: static and dynamic
(or moving) miners. Static miners use the fiber-optic network to communicate with end
devices for model update transactions. Dynamic or moving miners using the wireless
network for interaction in terms of sharing model parameters must be carefully planned.
Hence, miners’ selection, network resources consumption, and secure design must be
considered in the future.

3. Dark side of immutable storage of FL models The immutability feature of the blockchain
ensures that transactions are stored permanently. In blockchain-based federated learning
systems, model updates are stored forever and in a tamper-proof manner. Model updates
and transactions cannot be altered by any involved party or others. Although it is a great
advantage of blockchain, it has a dark side as well. In case of an error in transactions,
it cannot be rectified. Similarly, in terms of smart contract assignments between parties
are unchangeable. If both parties are agreed upon the changes, due to the blockchain
immutability feature they cannot. Another kind of limitation is that a smart contract has
irreversible nature, once a smart contract is implemented, it cannot be altered. Further-
more, any tries to hack the model and access it for legal or illegal purposes are stored
in the blockchain permanently.

4. Exploitation of smart contracts A smart contract ensures the execution of the logic
originally written into it. After the execution of the logic, the final state is stored into
the network immutably. However, the faulty implementation of smart contracts does not
guarantee security. Investigation of existing smart contracts reveals the vulnerabilities
and security issues they present. The most common vulnerabilities are indirect execu-
tion of unknown code and incorrect exception handling. Due to the activation fallback
function in smart contracts, for instance, parameter type confusion can occur when a
developer invokes the contract. Furthermore, in Solidity smart contract exceptions are
thrown and cannot be handled in the same procedure. Exceptions are handled through
the collaboration between contracts. The contracts can be exploited by adversaries, if
exceptions are not resolved correctly then the transactions are rolled back.

5. Vulnerabilities in blockchain frameworks In subsection 4.3, blockchain frameworks
implemented in federated learning are elaborated. The EOS.IO blockchain framework is
developed to compete with Ethereum. No doubt, EOS.IO achieved higher performance
throughput and was more efficient (Larimer 2018). However, security vulnerabilities and
attacks have emerged in recent years. Consequently, millions of dollars were lost from
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attacks (Berman 2018; Street 2019). Similarly, the authors (Mitra 2019) detected bugs
in Ethereum smart contracts and copy-paste vulnerabilities are also present to analyze.

6. Malicious end-devices In the federated learning model training process, various end
devices are participated to train the model and send local model updates. Malicious
devices can inject poisoned or tempered model data that leads to a poisoned global
model. As a result, the entire aggregation process is compromised and the outcome
results are less accurate and consume extra resources. The trusted and authenticated
end devices are required for securing FL model convergence.

7. Asynchrony of end-devices In FL model training, various devices may enter or exit the
process at different times. This affects the efficiency and accuracy of the global model.
End-devices may drop out from the training process for various reasons, such as network
problems, defective devices, minimum memory capacity, etc. Furthermore, the asyn-
chrony issue leads to the unbalanced distribution of rewards and affects the accuracy of
a global model.

8. Synchronization Issue: FL systems run in a synchronous manner in which the central FL
server waits for all local model updates, then start other training round and aggregate
all updates. Hence, model convergence speed slows down due to lazy participants. As
they consumed prolonged time to finish the one training iteration.

9. Blockchain Forking Issue: Forking occurs when a block is mined simultaneously by
multiple miners. In competition based techniques, blocks are added to the chain before
the consensus protocols, and higher scalability ultimately leads to a higher chance of
forking. Similarly, misconducted miners utilized the insufficient computing power of
the system which results in blockchain forks (Gemeliarana and Sari 2018). Despite
that, a customized PV (Probabilistic Verification) scheme can be applied to counter and
mitigate the forking (Liu et al. 2019).

7.2 Future direction

The integration of blockchain technology into federated learning is a promising research
direction, as it provides significant features of security and privacy models. Furthermore,
this integration enables the implementation of a recording and reward mechanism with
accountability characteristics. However, future directions are still required in order to solve
open issues.

1. Authentication scheme for blockchain-based FL To recognize the end-devices in the FL
system the authentication scheme should be implemented. The devices should be regis-
tered to get unique IDs before participating in FL model training. In blockchain-based
federated learning, the authentication scheme can be possible with device registration.
Similarly, it is crucial to develop frameworks to select devices that do not send fake or
unreliable model updates for federated learning systems.

2. Vulnerabilities in smart contracts To detect vulnerabilities in smart contracts static
analysis should be performed before implementing in blockchain-based FL systems.
Moreover, smart contracts should be secure through code auditing, analysis, and review.
They should be tested against vulnerabilities. Static analysis through automated tools
can provide comprehensive details and verification of fixes issues (Blaize 2021). Other
frameworks such as ZEUS (Kalra et al. 2018) can also be used for smart contract veri-
fication and optimality required robust security tools.
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3. Mechanism for Miners’ selection and verification Miners are responsible to add new
blocks to a blockchain network. Given that malicious miners can add falsification results
to the block and can gain incentives from other honest miners. It is suggested to propose
mechanisms for miners’ selection and verification. It is possible to choose the leader of
miners based on performance and participation in the blockchain-based federated learn-
ing system. The leader should also perform some additional roles regarding miner selec-
tion, miner registration, miner verification, authentication, etc. In the case of selected
miners, model updates are verified, models are downloaded and aggregated.

4. Privacy to Ethereum blockchain-based FL Zero-knowledge proofs (ZKPs) technolo-
gies can add privacy to Ethereum Blockchain. Authors (Ben-Sasson et al. 2018), intro-
duced ZKPs via scalable transparent argument of knowledge (STARKS). For future
research in blockchain-based FL, it is recommended to implement ZKPs via STARKS
to improve proof creation performance, post-quantum security, and eradicating the need
for a trusted setup.

5. Life cycle of contract management The use of contract management tools can solve
the problems of immutability and irreversibility. By dealing with the life cycle of con-
tract management, these limitations can be eliminated. A contract management solution
Fabasoft contracts (Fabasoft 2021), which provides functions for storing contracts in
an audit-proof form, is used in Europe. Additionally, it provides ready-to-use contract
management schemes, automatic modeling of rights, and verification.

To be successful in blockchain-based federated learning systems, certain efforts are
required in terms of data resources, aligned motivation, and clear goals between compa-
nies. In some researches (Kang et al. 2019), financial rewards with digital currencies are
announced. The mentioned scheme is not enough to motivate whole companies to partici-
pate in federated learning systems. Consequently, from this perspective, additional devel-
opment schemes of models and prevalent adoption of cryptocurrencies are a prerequisite.

8 Conclusion

The integration of blockchain technology into FL architecture provides decentralized,
secure, and robust solutions, as blocks are connected in the form of a chain. Deployment of
smart contracts makes them immutable and maintains the history of model updates. More
precisely, in this paper, we have elaborated the basic description of the ecosystem of block-
chain and federated learning. The potential issues that exist in the inherited structure of FL
i.e. single point of failure attack, distributed denial of service attack, man-in-the-middle
attack, etc. are investigated in context to answer the RQ1: What are the potential security
and privacy attacks in traditional federated learning which can be solved by blockchain
technology? Then the blockchain properties are comparatively studied how they can be
integrated into FL and successfully secure the FL environment to justify RQ2: What are
the promising characteristics of blockchain for federated learning to provide a secure envi-
ronment? The blockchain-based federated learning architecture with its entire mechanism,
workflow, and deployment framework are presented. Blockchain substantially improves the
FL efficiency, security, privacy, and is also able to implement the incentive mechanism in
order to answer the RQ3. Furthermore, blockchain-based FL approaches in the view of
security, rewards, and accountability are presented. Based on a systematic literature review,
open issues are investigated to clarify the RQ4. Eventually, future research directions are
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identified to answer the RQ5: What are promising future research directions for effectively
implementing blockchain technology in federated learning? We hope that this paper will
lead to the development of a robust blockchain-based federated learning system that man-
ages the open issues.

Funding Open access funding provided by Blekinge Institute of Technology.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License,
which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long
as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Com-
mons licence, and indicate if changes were made. The images or other third party material in this article
are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the
material. If material is not included in the article’s Creative Commons licence and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly
from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Abdulrahman S, Tout H, Ould-Slimane H, Mourad A, Talhi C, Guizani M (2021) A survey on federated
learning: the journey from centralized to distributed on-site learning and beyond. IEEE Internet Things
J 8(7):5476-5497. https://doi.org/10.1109/ji0t.2020.3030072

Agbo C, Mahmoud Q, Eklund J (2019) Blockchain technology in healthcare: a systematic review. Health-
care 7(2):56. https://doi.org/10.3390/healthcare7020056

Ali O, Clutterbuck Ally M, Dwivedi Y (2020) The state of play of blockchain technology in the financial
services sector: a systematic literature review. Int J Inf Manag 54:102199. https://doi.org/10.1016/].
ijinfomgt.2020.102199

Alladi T, Chamola V, Sahu N, Guizani M (2020) Applications of blockchain in unmanned aerial vehicles: a
review. Veh Commun 23:100249. https://doi.org/10.1016/j.vehcom.2020.100249

Andoni M, Robu V, Flynn D, Abram S, Geach D, Jenkins D, McCallum P, Peacock A (2019) Blockchain
technology in the energy sector: a systematic review of challenges and opportunities. Renew Sustain
Energy Rev 100:143—174. https://doi.org/10.1016/j.rser.2018.10.014

Androulaki E, Barger A, Bortnikov V, Cachin C, Christidis K, Caro AD, Enyeart D, Ferris C, Laventman G,
Manevich Y, Muralidharan S, Murthy C, Nguyen B, Sethi M, Singh G, Smith K, Sorniotti A, Statha-
kopoulou C, Vukoli¢ M, Cocco SW, Yellick J (2018) Hyperledger fabric. In: Proceedings of the thir-
teenth EuroSys conference. ACM. https://doi.org/10.1145/3190508.3190538

Asad M, Moustafa A, Ito T (2020) FedOpt: towards communication efficiency and privacy preservation in
federated learning. Appl Sci 10(8):2864. https://doi.org/10.3390/app10082864

Awan S, Li F, Luo B, Liu M (2019) Poster: a reliable and accountable privacy preserving federated learning
framework using the blockchain. In: Proceedings of the 2019 ACM SIGSAC conference on computer
and communications security. ACM. https://doi.org/10.1145/3319535.3363256

Batool Z, Zhang K, Toews M (2022) Fl-mab: client selection and monetization for blockchain-based feder-
ated learning. In: Proceedings of the 37th ACM/SIGAPP symposium on applied computing, pp 299—
307. https://doi.org/10.1145/3477314.3507050

BCOS F (2018) Fisco bcos: challenging hyperledger fabric with a consortium chain from china. https:/
www.prnewswire.com/news-releases/fisco-bcos-challenging-hyperledger-fabric-with-a-consortium-
chain-from-china-300733474.html. Accessed 02 Jan 2022

Behera MR, Upadhyay S, Shetty S (2021) Federated learning using smart contracts on blockchains, based
on reward driven approach. arXiv preprint arXiv:2107.10243

Ben-Sasson E, Bentov I, Horesh Y, Riabzev M (2018) Scalable, transparent, and post-quantum secure com-
putational integrity. Cryptology ePrint Archive, Paper 2018/046. https://eprint.iacr.org/2018/046

Benet J (2021) Interplanetary file system (ipfs). https://research.protocol.ai/authors/juan-benet/. Accessed
28 Nov 2021

Berman A (2018) Eos dapps lose almost 1 million to hackers over the last five months. https://cointelegr
aph.com/news/eos-dapps-lose-almost-1-million-to-hackers-over-the-last-five-months. Accessed 05 Jan
2022

@ Springer


http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1109/jiot.2020.3030072
https://doi.org/10.3390/healthcare7020056
https://doi.org/10.1016/j.ijinfomgt.2020.102199
https://doi.org/10.1016/j.ijinfomgt.2020.102199
https://doi.org/10.1016/j.vehcom.2020.100249
https://doi.org/10.1016/j.rser.2018.10.014
https://doi.org/10.1145/3190508.3190538
https://doi.org/10.3390/app10082864
https://doi.org/10.1145/3319535.3363256
https://doi.org/10.1145/3477314.3507050
https://www.prnewswire.com/news-releases/fisco-bcos-challenging-hyperledger-fabric-with-a-consortium-chain-from-china-300733474.html
https://www.prnewswire.com/news-releases/fisco-bcos-challenging-hyperledger-fabric-with-a-consortium-chain-from-china-300733474.html
https://www.prnewswire.com/news-releases/fisco-bcos-challenging-hyperledger-fabric-with-a-consortium-chain-from-china-300733474.html
http://arxiv.org/abs/2107.10243
https://eprint.iacr.org/2018/046
https://research.protocol.ai/authors/juan-benet/
https://cointelegraph.com/news/eos-dapps-lose-almost-1-million-to-hackers-over-the-last-five-months
https://cointelegraph.com/news/eos-dapps-lose-almost-1-million-to-hackers-over-the-last-five-months

3982 A.Qammar et al.

Blaize (2021) We secure defi smart contracts. https://blaize.tech/security/. Accessed 05 Jan 2022

Blanchard P, E1 Mhamdi EM, Guerraoui R, Stainer J (2017) Machine learning with adversaries: byzantine
tolerant gradient descent. In: Guyon I, Luxburg UV, Bengio S, Wallach H, Fergus R, Vishwanathan S,
Garnett R (eds) Advances in neural information processing systems, vol 30. Curran Associates Inc.,
New York

Brown RG (2018) The corda platform: an introduction. https://www.r3.com/wp-content/uploads/2019/06/
corda-platform-whitepaper.pdf. Accessed 09 Dec 2021

Buterin V (2013) A next generation smart contract and decentralized application platform. https://block
chainlab.com/pdf/Ethereum_white_paper-a_next_generation_smart_contract_and_decentralized_appli
cation_platform-vitalik-buterin.pdf

Chai H, Leng S, Chen Y, Zhang K (2021) A hierarchical blockchain-enabled federated learning algorithm
for knowledge sharing in internet of vehicles. IEEE Trans Intell Transp Syst 22(7):3975-3986. https://
doi.org/10.1109/tits.2020.3002712

Chen X, Ji J, Luo C, Liao W, Li P (2018) When machine learning meets blockchain: a decentralized, pri-
vacy-preserving and secure design. In: 2018 IEEE international conference on big data. IEEE. https://
doi.org/10.1109/bigdata.2018.8622598

Chen Y, Qin X, Wang J, Yu C, Gao W (2020) FedHealth: a federated transfer learning framework for wear-
able healthcare. IEEE Intell Syst 35(4):83-93. https://doi.org/10.1109/mis.2020.2988604

Cheng Y, Liu Y, Chen T, Yang Q (2020) Federated learning for privacy-preserving AI. Commun ACM
63(12):33-36. https://doi.org/10.1145/3387107

Cong Xie IG, Sanmi K (2019) Asynchronous federated optimization. arXiv preprint arXiv:1903.03934

Cui L, Su X, Ming Z, Chen Z, Yang S, Zhou Y, Xiao W (2021) Creat: blockchain-assisted compression
algorithm of federated learning for content caching in edge computing. IEEE Internet Things J. https://
doi.org/10.1109/ji0t.2020.3014370

Dai H-N, Zheng Z, Zhang Y (2019) Blockchain for internet of things: a survey. IEEE Internet Things J
6(5):8076-8094. https://doi.org/10.1109/ji0t.2019.2920987

Desai HB, Ozdayi MS, Kantarcioglu M (2021) Blockfla: accountable federated learning via hybrid block-
chain architecture. In: Proceedings of the eleventh ACM conference on data and application security
and privacy. ACM. https://doi.org/10.1145/3422337.3447837

Drungilas V, Vaiciukynas E, Jurgelaitis M, Butkiené R, Ceponiené L (2021) Towards blockchain-based fed-
erated machine learning: smart contract for model inference. Appl Sci 11(3):1010. https://doi.org/10.
3390/app11031010

Eyal I, Sirer EG (2014) Majority is not enough: bitcoin mining is vulnerable. In: Financial cryptography and
data security. Springer, Berlin, pp 436—454. https://doi.org/10.1007/978-3-662-45472-5_28

Fabasoft (2021) Digital contract management made easy. https://www.fabasoft.com/en/products/fabasoft-
contracts. Accessed 05 Jan 2022

Feng L, Zhao Y, Guo S, Qiu X, Li W, Yu P (2021) Blockchain-based asynchronous federated learning for
internet of things. IEEE Trans Comput. https://doi.org/10.1109/tc.2021.3072033

Fraboni Y, Vidal R, Lorenzi M (2021) Free-rider attacks on model aggregation in federated learning. In:
Banerjee A, Fukumizu K (eds) Proceedings of The 24th international conference on artificial intel-
ligence and statistics, volume 130 of Proceedings of machine learning research, pp 1846-1854. PMLR,
13—15 2021. https://proceedings.mlr.press/v130/fraboni2 1 a.html

Gemeliarana IG AK, Sari RF (2018) Evaluation of proof of work (pow) blockchains security network on
selfish mining. In: 2018 International Seminar on Research of Information Technology and Intelligent
Systems (ISRITI), pp 126-130. IEEE

Hua G, Zhu L, Wu J, Shen C, Zhou L, Lin Q (2020) Blockchain-based federated learning for intelligent con-
trol in heavy haul railway. IEEE Access 8:176830-176839. https://doi.org/10.1109/access.2020.30212
53

Huang H, Li K-C, Chen X (2018) Blockchain-based fair three-party contract signing protocol for fog com-
puting. Concurr Comput 31(22):4469. https://doi.org/10.1002/cpe.4469

Huang Y, Wang H, Wu L, Tyson G, Luo X, Zhang R, Liu X, Huang G, Jiang X (2020) Characterizing
EOSIO blockchain. CoRR, arXiv: org/abs/2002.05369

Kairouz P, McMahan HB, Avent B, Bellet A, Bennis M, Bhagoji AN, Bonawitz K, Charles Z, Cormode G,
Cummings R, et al (2019) Advances and open problems in federated learning. arXiv preprint arXiv:
1912.04977

Kalra S, Goel S, Dhawan M, Sharma S (2018) Zeus: analyzing safety of smart contracts. Network and Dis-
tributed Systems Security (NDSS)

Kang J, Xiong Z, Niyato D, Xie S, Zhang J (2019) Incentive mechanism for reliable federated learning:
a joint optimization approach to combining reputation and contract theory. IEEE Internet Things J
6(6):10700-10714. https://doi.org/10.1109/ji0t.2019.2940820

@ Springer


https://blaize.tech/security/
https://www.r3.com/wp-content/uploads/2019/06/corda-platform-whitepaper.pdf
https://www.r3.com/wp-content/uploads/2019/06/corda-platform-whitepaper.pdf
https://blockchainlab.com/pdf/Ethereum_white_paper-a_next_generation_smart_contract_and_decentralized_application_platform-vitalik-buterin.pdf
https://blockchainlab.com/pdf/Ethereum_white_paper-a_next_generation_smart_contract_and_decentralized_application_platform-vitalik-buterin.pdf
https://blockchainlab.com/pdf/Ethereum_white_paper-a_next_generation_smart_contract_and_decentralized_application_platform-vitalik-buterin.pdf
https://doi.org/10.1109/tits.2020.3002712
https://doi.org/10.1109/tits.2020.3002712
https://doi.org/10.1109/bigdata.2018.8622598
https://doi.org/10.1109/bigdata.2018.8622598
https://doi.org/10.1109/mis.2020.2988604
https://doi.org/10.1145/3387107
http://arxiv.org/abs/1903.03934
https://doi.org/10.1109/jiot.2020.3014370
https://doi.org/10.1109/jiot.2020.3014370
https://doi.org/10.1109/jiot.2019.2920987
https://doi.org/10.1145/3422337.3447837
https://doi.org/10.3390/app11031010
https://doi.org/10.3390/app11031010
https://doi.org/10.1007/978-3-662-45472-5_28
https://www.fabasoft.com/en/products/fabasoft-contracts
https://www.fabasoft.com/en/products/fabasoft-contracts
https://doi.org/10.1109/tc.2021.3072033
https://proceedings.mlr.press/v130/fraboni21a.html
https://doi.org/10.1109/access.2020.3021253
https://doi.org/10.1109/access.2020.3021253
https://doi.org/10.1002/cpe.4469
http://arxiv.org/2002.05369
http://arxiv.org/abs/1912.04977
http://arxiv.org/abs/1912.04977
https://doi.org/10.1109/jiot.2019.2940820

Securing federated learning with blockchain: a systematic... 3983

Kang J, Xiong Z, Jiang C, Liu Y, Guo S, Zhang Y, Niyato D, Leung C, Miao C (2020a) Scalable and
communication-efficient decentralized federated edge learning with multi-blockchain framework. In:
Communications in computer and information science. Springer Singapore, pp 152—-165. https://doi.
org/10.1007/978-981-15-9213-3_12

Kang J, Xiong Z, Niyato D, Zou Y, Zhang Y, Guizani M (2020b) Reliable federated learning for mobile net-
works. IEEE Wirel Commun 27(2):72-80. https://doi.org/10.1109/mwc.001.1900119

Khan SN, Loukil F, Ghedira-Guegan C, Benkhelifa E, Bani-Hani A (2021) Blockchain smart contracts:
applications, challenges, and future trends. Peer-to-Peer Netw Appl 14(5):2901-2925. https://doi.org/
10.1007/s12083-021-01127-0

Kim H, Park J, Bennis M, Kim S-L (2020) Blockchained on-device federated learning. IEEE Commun Lett
24(6):1279-1283. https://doi.org/10.1109/lcomm.2019.2921755

Kitchenham B (2004) Procedures for performing systematic reviews, vol 33. Keele University, Keele, pp
1-26

Korkmaz C, Kocas HE, Uysal A, Masry A, Ozkasap O, Akgun B, Chain FL (2020) Decentralized feder-
ated machine learning via blockchain. In: 2020 second international conference on blockchain com-
puting and applications (BCCA). IEEE. https://doi.org/10.1109/bcca50787.2020.9274451

Kumar S, Dutta S, Chatturvedi S, Bhatia M (2020) Strategies for enhancing training and privacy in
blockchain enabled federated learning. In: 2020 IEEE sixth international conference on multimedia
big data (BigMM). IEEE. https://doi.org/10.1109/bigmm50055.2020.00058

Larimer D (2018) Eosio dawn 3.0 now available. https://medium.com/eosio/eosio-dawn-3-0-now-avail
able-49a3b99242d7. Accessed 05 Jan 2022

Li L, Fan Y, Tse M, Lin K-Y (2020a) A review of applications in federated learning. Comput Ind Eng
149:106854. https://doi.org/10.1016/j.cie.2020.106854

Li T, Sahu AK, Talwalkar A, Smith V (2020b) Federated learning: challenges, methods, and future
directions. IEEE Signal Process Mag 37(3):50-60. https://doi.org/10.1109/msp.2020.2975749

Li T, Sahu AK, Zaheer M, Sanjabi M, Talwalkar A, Smith V (2020c) Federated optimization in hetero-
geneous networks. In: Dhillon I, Papailiopoulos D, Sze V (eds) Proceedings of Machine learning
and systems, vol 2, pp 429-450. https://proceedings.mlsys.org/paper/2020/file/38af86134b65d0f
10fe33d30dd76442e-Paper.pdf

Li D, Han D, Weng T-H, Zheng Z, Li H, Liu H, Castiglione A, Li K-C (2021a) Blockchain for feder-
ated learning toward secure distributed machine learning systems: a systemic survey. Soft Comput.
https://doi.org/10.1007/s00500-021-06496-5

Li Y, Chen C, Liu N, Huang H, Zheng Z, Yan Q (2021b) A blockchain-based decentralized federated
learning framework with committee consensus. IEEE Netw 35(1):234-241. https://doi.org/10.1109/
mnet.011.2000263

LiZ., YuH, Zhou T, Luo L, Fan M, Xu Z, Sun G (2021c) Byzantine resistant secure blockchained feder-
ated learning at the edge. IEEE Network, pp 1-7. https://doi.org/10.1109/mnet.011.2000604

Liu B, Qin Y, Chu X (2019) Reducing forks in the blockchain via probabilistic verification. In: 2019
IEEE 35th international conference on data engineering workshops (ICDEW), pp 13-18. IEEE.
https://doi.org/10.1109/ICDEW.2019.00-42

LiuY, Ai Z, Sun S, Zhang S, Liu Z, Yu. H (2020) FedCoin: a peer-to-peer payment system for federated
learning. In: Lecture Notes in Computer Science. Springer International Publishing, New York, pp
125-138. https://doi.org/10.1007/978-3-030-63076-8_9

Liu M, Ho S, Wang M, Gao L, Jin Y, Zhang H (2021) Federated learning meets natural language pro-
cessing: a survey. arXiv preprint arXiv:2107.12603

Lo SK, Liu Y, Lu Q, Wang C, Xu X, Paik H-Y, Zhu L (2022) Towards trustworthy Al: blockchain-based
architecture design for accountability and fairness of federated learning systems. IEEE Internet
Things J. https://doi.org/10.1109/ji0t.2022.3144450

Long G, Tan Y, Jiang J, Zhang C (2020) Federated learning for open banking. In: Lecture Notes in Com-
puter Science. Springer International Publishing, New York, pp 240-254. https://doi.org/10.1007/
978-3-030-63076-8_17

Ma (2020) When federated learning meets blockchain: a new distributed learning paradigm. arXiv pre-
print arXiv:2009.09338

Martinez I, Francis S, Hafid AS (2019) Record and reward federated learning contributions with block-
chain. In: 2019 international conference on cyber-enabled distributed computing and knowledge
discovery (CyberC). IEEE. https://doi.org/10.1109/cyberc.2019.00018

McMahan B, Moore E, Ramage D, Hampson S, Arcas BAy (2017) Communication-efficient learning of
deep networks from decentralized data. In: Singh A, Zhu J (eds) Proceedings of the 20th interna-
tional conference on artificial intelligence and statistics, vol 54 of Proceedings of machine learning

@ Springer


https://doi.org/10.1007/978-981-15-9213-3_12
https://doi.org/10.1007/978-981-15-9213-3_12
https://doi.org/10.1109/mwc.001.1900119
https://doi.org/10.1007/s12083-021-01127-0
https://doi.org/10.1007/s12083-021-01127-0
https://doi.org/10.1109/lcomm.2019.2921755
https://doi.org/10.1109/bcca50787.2020.9274451
https://doi.org/10.1109/bigmm50055.2020.00058
https://medium.com/eosio/eosio-dawn-3-0-now-available-49a3b99242d7
https://medium.com/eosio/eosio-dawn-3-0-now-available-49a3b99242d7
https://doi.org/10.1016/j.cie.2020.106854
https://doi.org/10.1109/msp.2020.2975749
https://proceedings.mlsys.org/paper/2020/file/38af86134b65d0f10fe33d30dd76442e-Paper.pdf
https://proceedings.mlsys.org/paper/2020/file/38af86134b65d0f10fe33d30dd76442e-Paper.pdf
https://doi.org/10.1007/s00500-021-06496-5
https://doi.org/10.1109/mnet.011.2000263
https://doi.org/10.1109/mnet.011.2000263
https://doi.org/10.1109/mnet.011.2000604
https://doi.org/10.1109/ICDEW.2019.00-42
https://doi.org/10.1007/978-3-030-63076-8_9
http://arxiv.org/abs/2107.12603
https://doi.org/10.1109/jiot.2022.3144450
https://doi.org/10.1007/978-3-030-63076-8_17
https://doi.org/10.1007/978-3-030-63076-8_17
http://arxiv.org/abs/2009.09338
https://doi.org/10.1109/cyberc.2019.00018

3984 A.Qammar et al.

research, pp 1273-1282. PMLR, 20-22 Apr 2017. https://proceedings.mlr.press/v54/mcmahanl7a.
html

Mitra R (2019) Eos/usd market drops by 4% following 7.7 million eos hack attack. https://www.fxstr
eet.com/cryptocurrencies/news/eos-usd-market-drops-by-4-following-77-million-eos-hack-attack-
201902262151. Last visited: 07/01/2022

Moher D, Liberati A, Tetzlaff J, Altman DG, Group* P (2009) Preferred reporting items for systematic
reviews and meta-analyses: the prisma statement. Ann Intern Med 151(4):264-269

Niranjanamurthy M, Nithya BN, Jagannatha S (2018) Analysis of blockchain technology: pros, cons and
SWOT. Clust Comput 22(S6):14743-14757. https://doi.org/10.1007/s10586-018-2387-5

Peng Z, Xu J, Chu X, Gao S, Yao Y, Gu R, Tang Y (2021) Vfchain: enabling verifiable and auditable
federated learning via blockchain systems. IEEE Trans Netw Sci Eng. https://doi.org/10.1109/tnse.
2021.3050781

Qammar A, Ding J, Ning H (2022) Federated learning attack surface: taxonomy, cyber defences, challenges,
and future directions. Artif Intell Rev 55(5):3569—-3606. https://doi.org/10.1007/s10462-021-10098-w

Qu X, Wang S, Hu Q, Cheng X (2021) Proof of federated learning: a novel energy-recycling consensus
algorithm. IEEE Trans Parallel Distrib Syst 32(8):2074-2085. https://doi.org/10.1109/tpds.2021.30567
73

Ramanan P, Nakayama K (2020) BAFFLE: blockchain based aggregator free federated learning. In: 2020
IEEE international conference on blockchain (blockchain). IEEE. https://doi.org/10.1109/blockchain
50366.2020.00017

Sapirshtein A, Sompolinsky Y, Zohar A (2017) Optimal selfish mining strategies in bitcoin. In: Financial
cryptography and data security. Springer, Berlin, pp 515-532. https://doi.org/10.1007/978-3-662-
54970-4_30

Seibold S, Samman G (2016) Consensus: immutable agreement for the internet of value. KPMG. https://
assets.kpmg.com/content/dam/kpmg/pdf/2016/06/kpmgblockchain-consensus-mechanism. pdf

Shayan M, Fung C, Yoon CJM, Beschastnikh I (2021) Biscotti: a blockchain system for private and secure
federated learning. IEEE Trans Parallel Distrib Syst 32(7):1513-1525. https://doi.org/10.1109/tpds.
2020.3044223

Short AR, Leligou HC, Papoutsidakis M, Theocharis E (2020) Using blockchain technologies to improve
security in federated learning systems. In: 2020 IEEE 44th annual computers, software, and applica-
tions conference (COMPSAC). IEEE. https://doi.org/10.1109/compsac48688.2020.00-96

Street F (2019) Eos news update: 2.09 million eos disappears in a hack attack-eos accounts blocked by
houbi. https://www.forexcrunch.com/eos-news-update-2-09-million-eos-disappears-in-a-hack-attack-
eos. Accessed 05 Jan 2022

Tan K, Bremner D, Kernec JL, Imran M (2020) Federated machine learning in vehicular networks: a sum-
mary of recent applications. In: 2020 international conference on UK-China Emerging Technologies
(UCET). IEEE. https://doi.org/10.1109/ucet51115.2020.9205482

Toyoda K, Zhang A. N (2019) Mechanism design for an incentive-aware blockchain-enabled federated
learning platform. In: IEEE international conference on big data. IEEE. https://doi.org/10.1109/bigda
ta47090.2019.9006344

Toyoda K, Zhao J, Zhang ANS, Mathiopoulos PT (2020) Blockchain-enabled federated learning with mech-
anism design. IEEE Access 8:219744-219756. https://doi.org/10.1109/access.2020.3043037

Vaikkunth Mugunthan LK, Ravi Rahman (2020) Blockflow: an accountable and privacy-preserving solution
for federated learning. arXiv preprint arXiv:2007.03856

Wang H, Yurochkin M, Sun Y, Papailiopoulos D, Khazaeni Y (2020) Federated learning with matched aver-
aging. arXiv preprint arXiv:2002.06440

Wang L, Xu S, Wang X, Zhu Q (2019a) Eavesdrop the composition proportion of training labels in feder-
ated learning. arXiv preprint arXiv:1910.06044

Wang Y, Han JH, Beynon-Davies P (2019b) Understanding blockchain technology for future supply chains:
a systematic literature review and research agenda. Supply Chain Manag 24(1):62-84. https://doi.org/
10.1108/scm-03-2018-0148

Wu X, Wang Z, Zhao J, Zhang Y, Wu Y (2020a) Fedbc: blockchain-based decentralized federated learning.
In: 2020 IEEE international conference on artificial intelligence and computer applications (ICAICA).
IEEE .https://doi.org/10.1109/icaica50127.2020.9182705

Wu X, Wang Z, Zhao J, Zhang Y, Wu Y (2020b) Fedbc: blockchain-based decentralized federated learning.
In: 2020 IEEE international conference on artificial intelligence and computer applications (ICAICA),
pp 217-221. IEEE. https://doi.org/10.1109/ICAICA50127.2020.9182705

Xiao Y, Zhang N, Lou W, Hou YT (2020) A survey of distributed consensus protocols for blockchain net-
works. IEEE Commun Surv Tutor 22(2):1432-1465. https://doi.org/10.1109/comst.2020.2969706

@ Springer


https://proceedings.mlr.press/v54/mcmahan17a.html
https://proceedings.mlr.press/v54/mcmahan17a.html
https://www.fxstreet.com/cryptocurrencies/news/eos-usd-market-drops-by-4-following-77-million-eos-hack-attack-201902262151
https://www.fxstreet.com/cryptocurrencies/news/eos-usd-market-drops-by-4-following-77-million-eos-hack-attack-201902262151
https://www.fxstreet.com/cryptocurrencies/news/eos-usd-market-drops-by-4-following-77-million-eos-hack-attack-201902262151
https://doi.org/10.1007/s10586-018-2387-5
https://doi.org/10.1109/tnse.2021.3050781
https://doi.org/10.1109/tnse.2021.3050781
https://doi.org/10.1007/s10462-021-10098-w
https://doi.org/10.1109/tpds.2021.3056773
https://doi.org/10.1109/tpds.2021.3056773
https://doi.org/10.1109/blockchain50366.2020.00017
https://doi.org/10.1109/blockchain50366.2020.00017
https://doi.org/10.1007/978-3-662-54970-4_30
https://doi.org/10.1007/978-3-662-54970-4_30
https://assets.kpmg.com/content/dam/kpmg/pdf/2016/06/kpmgblockchain-consensus-mechanism.%20pdf
https://assets.kpmg.com/content/dam/kpmg/pdf/2016/06/kpmgblockchain-consensus-mechanism.%20pdf
https://doi.org/10.1109/tpds.2020.3044223
https://doi.org/10.1109/tpds.2020.3044223
https://doi.org/10.1109/compsac48688.2020.00-96
https://www.forexcrunch.com/eos-news-update-2-09-million-eos-disappears-in-a-hack-attack-eos
https://www.forexcrunch.com/eos-news-update-2-09-million-eos-disappears-in-a-hack-attack-eos
https://doi.org/10.1109/ucet51115.2020.9205482
https://doi.org/10.1109/bigdata47090.2019.9006344
https://doi.org/10.1109/bigdata47090.2019.9006344
https://doi.org/10.1109/access.2020.3043037
http://arxiv.org/abs/2007.03856
http://arxiv.org/abs/2002.06440
http://arxiv.org/abs/1910.06044
https://doi.org/10.1108/scm-03-2018-0148
https://doi.org/10.1108/scm-03-2018-0148
https://doi.org/10.1109/icaica50127.2020.9182705
https://doi.org/10.1109/ICAICA50127.2020.9182705
https://doi.org/10.1109/comst.2020.2969706

Securing federated learning with blockchain: a systematic... 3985

Xu J, Glicksberg BS, Su C, Walker P, Bian J, Wang F (2020) Federated learning for healthcare informatics.
J Healthc Inform Res 5(1):1-19. https://doi.org/10.1007/s41666-020-00082-4

Yang Q, Liu Y, Chen T, Tong Y (2019) Federated machine learning. ACM Trans Intell Syst Technol
10(2):1-19. https://doi.org/10.1145/3298981

Yang L, Tan B, Zheng VW, Chen K, Yang Q (2020) Federated recommendation systems. In: Lecture Notes
in Computer Science Springer International Publishing, New York, pp 225-239. https://doi.org/10.
1007/978-3-030-63076-8_16

Yuan S, Cao B, Peng M, Sun Y (2021) Chainsfl: blockchain-driven federated learning from design to reali-
zation. In: 2021 IEEE wireless communications and networking conference (WCNC). IEEE. https://
doi.org/10.1109/wenc49053.2021.9417299

Zhang Q, Palacharla P, Sekiya M, Suga J, Katagiri T (2020) Demo: a blockchain based protocol for fed-
erated learning. In: 2020 IEEE 28th international conference on network protocols (ICNP). IEEE.
https://doi.org/10.1109/icnp49622.2020.9259388

Zhang C, Xie Y, Bai H, Yu B, Li W, Gao Y (2021) A survey on federated learning. Knowl-Based Syst.
https://doi.org/10.1016/j.knosys.2021.106775

Zhao J, Wu X, Zhang Y, Wu Y, Wang Z (2021) A blockchain based decentralized gradient aggregation
design for federated learning. In: Lecture Notes in Computer Science. Springer International Publish-
ing, New York, pp 359-371. https://doi.org/10.1007/978-3-030-86340-1_29

Zheng Z, Xie S, Dai H, Chen X, Wang H (2017) An overview of blockchain technology: architecture, con-
sensus, and future trends. In: 2017 IEEE international congress on big data (BigData Congress). IEEE.
https://doi.org/10.1109/bigdatacongress.2017.85

Zheng Z, Zhou Y, Sun Y, Wang Z, Liu B, Li K (2021) Applications of federated learning in smart cities:
recent advances, taxonomy, and open challenges. Connect Sci. https://doi.org/10.1080/09540091.2021.
1936455

Zhou Z, Liu P, Feng J, Zhang Y, Mumtaz S, Rodriguez J (2019) Computation resource allocation and task
assignment optimization in vehicular fog computing: a contract-matching approach. IEEE Trans Veh
Technol 68(4):3113-3125. https://doi.org/10.1109/tvt.2019.2894851

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

@ Springer


https://doi.org/10.1007/s41666-020-00082-4
https://doi.org/10.1145/3298981
https://doi.org/10.1007/978-3-030-63076-8_16
https://doi.org/10.1007/978-3-030-63076-8_16
https://doi.org/10.1109/wcnc49053.2021.9417299
https://doi.org/10.1109/wcnc49053.2021.9417299
https://doi.org/10.1109/icnp49622.2020.9259388
https://doi.org/10.1016/j.knosys.2021.106775
https://doi.org/10.1007/978-3-030-86340-1_29
https://doi.org/10.1109/bigdatacongress.2017.85
https://doi.org/10.1080/09540091.2021.1936455
https://doi.org/10.1080/09540091.2021.1936455
https://doi.org/10.1109/tvt.2019.2894851

	Securing federated learning with blockchain: a systematic literature review
	Abstract
	1 Introduction
	2 Research method of the systematic review
	2.1 Search process
	2.2 Inclusion and exclusion criteria
	2.3 Research questions

	3 Federated learning and blockchain
	3.1 Overview of federated learning
	3.2 Attacks to Federated Learning
	3.2.1 Single point of failure attack
	3.2.2 Denial of service and distributed denial of service attack
	3.2.3 Free-riding attack
	3.2.4 Poisoning attacks
	3.2.5 Man-in-the-middle attack
	3.2.6 Eavesdropping Attacks

	3.3 Overview of Blockchain
	3.4 Characteristics of blockchain-based federated learning

	4 Integrating blockchain into federated learning
	4.1 Blockchain-based federated learning architecture
	4.2 Workflow of blockchain-based federated learning architecture
	4.3 Blockchain deployment frameworks
	4.3.1 Ethereum
	4.3.2 Hyperledger fabric
	4.3.3 EOS.IO
	4.3.4 FISCO BCOS
	4.3.5 Corda


	5 State-of-the-art: blockchain-based federated learning approaches
	5.1 Blockchain-based approaches to security and privacy in federated learning
	5.2 Blockchain-based federated learning record and reward approaches
	5.3 Blockchain-based federated learning verification and accountable approaches

	6 Discussion
	7 Open issues and future directions
	7.1 Open issues
	7.2 Future direction

	8 Conclusion
	References




