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Abstract
Knowledge distillation is a simple yet effective technique for deep model compression, which aims to transfer the knowl-
edge learned by a large teacher model to a small student model. To mimic how the teacher teaches the student, existing
knowledge distillation methods mainly adapt an unidirectional knowledge transfer, where the knowledge extracted from
different intermedicate layers of the teacher model is used to guide the student model. However, it turns out that the students
can learn more effectively through multi-stage learning with a self-reflection in the real-world education scenario, which is
nevertheless ignored by current knowledge distillation methods. Inspired by this, we devise a new knowledge distillation
framework entitled multi-target knowledge distillation via student self-reflection or MTKD-SSR, which can not only enhance
the teacher’s ability in unfolding the knowledge to be distilled, but also improve the student’s capacity of digesting the knowl-
edge. Specifically, the proposed framework consists of three target knowledge distillation mechanisms: a stage-wise channel
distillation (SCD), a stage-wise response distillation (SRD), and a cross-stage review distillation (CRD), where SCD and
SRD transfer feature-based knowledge (i.e., channel features) and response-based knowledge (i.e., logits) at different stages,
respectively; and CRD encourages the student model to conduct self-reflective learning after each stage by a self-distillation
of the response-based knowledge. Experimental results on five popular visual recognition datasets, CIFAR-100, Market-
1501, CUB200-2011, ImageNet, and Pascal VOC, demonstrate that the proposed framework significantly outperforms recent
state-of-the-art knowledge distillation methods.
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1 Introduction

In the past few years, deep neural networks have achieved
state-of-the-art performances on natural language processing
(NLP) and computer vision (CV) tasks, including lan-
guage modelling (Li et al., 2021; Yuan et al., 2021; You
et al., 2021; Hagström & Johansson, 2021), object detec-
tion/recognition (Huang et al., 2022; Shu et al., 2021; Yang et
al., 2022; Gou et al., 2021; He et al., 2022), semantic segmen-
tation (Shu et al., 2021; Liu et al., 2020; Wang et al., 2020),
pose estimation (Wang et al., 2020; Yu & Tao, 2021), video
retrieval (Kordopatis-Zilos et al., 2022), as well as visual-
linguistic tasks (Fang et al., 2021; Peng et al., 2021; Ma et
al., 2022). Nevertheless, a trade-off between a computation-
ally demanding model with millions of parameters, if not
billions, and the SOTA performance impedes their deploy-
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ment in computing resource-limited environments, such as
mobile devices. As one of the most simple and effective
model compression techniques, knowledge distillation over-
comes this impediment by transferring the knowledge of a
large-scale teacher model to improve the generalizability of
a light-weight student model with fewer parameters (Hinton
et al., 2015).

Recently, there has been many knowledge distillation
mechanisms (Gou et al., 2021) that vary in either the distilla-
tion mechanisms (e.g., offline distillation, online distillation,
and self-distillation) or the types of knowledge distilled (e.g.,
logits, feature knowledge, and relational knowledge). Specif-
ically, offline distillation utilises a two-stage approach that
requires the teacher model to be pre-trained as a prior and
fixed for knowledge transfer (Liu et al., 2021; Zhao et al.,
2022; Mirzadeh et al., 2020; Wu et al., 2020; Chen et al.,
2022), while online and self-distillation instead argues that
a pre-trained large teacher model is not always available for
the tasks of interest, thus propose to update both the teacher
model and the student model simultaneously in an end-to-
end manner (Yuan et al., 2020; Mobahi et al., 2020; Zhang
et al., 2022; Zhao et al., 2021; Xu et al., 2022; Shen et al.,
2022; Gou et al., 2022; Li et al., 2018; Wu & Gong, 2021;
Zhang et al., 2018).

Learning actually requires the two-way communication:
it depends on not only the teacher’s ability of unfolding the
knowledge but also the capacity of the student in digest-
ing the knowledge. To the best of our knowledge, existing
KD methods mainly focus on how effective a teacher can be
in knowledge distillation, ignoring the knowledge transfer
from the student perspective, i.e., a student can learn different
knowledge from both the teacher and self-reflection. There-
fore, it is of great importance to pay attention to how a student
can learn effectively from both the teacher and itself, where
self-reflection allows a student to analyse, evaluate, and
improve its own learning process by reviewing the learned
knowledge after each stage of learning. As a simple yet effec-
tive way, self-distillation has shown to be very effective for
self-reflection, for example, to accelerate the inference of
large language model (Liu et al., 2020). Meanwhile, under
the teacher’s guidance, the overall learning process usually
can be divided into multiple stages with different levels of
intellectual challenges, such as adaptive distillationwithmul-
tiple paths and gradient similarity (Chennupati et al., 2021;
Zhu & Wang, 2021) and block-wise architectures (Li et al.,
2020).

To address the above-mentioned issues in knowledge dis-
tillation, we propose a novel framework, named multi-target
knowledge distillation via student self-reflection or MTKD-
SSR, which inherits the advantages of multi-stage learning
and self-reflection. Specifically, the proposed method con-
sists of three major distillation modules: (1) a stage-wise
channel distillation (SCD) module assures the feature maps

generated by the teacher and the student at each layer (e.g.,
a residual block and a transformer) to be as close as possible
to each other; (2) a stage-wise response distillation (SRD)
module trained with multi-task loss augments each layer at
different depths with an early existing classifier for both the
teacher model and the student model (Phuong & Lampert,
2019); and (3) a cross-stage reviewdistillation (CRD)module
mimics how a real-world student carries out self-reflection on
its own learning, which transfers the response-based knowl-
edge (i.e., logits) from shallower layers to deeper layers (i.e.,
a reverse direction of knowledge distillation used in self-
distillation). Actually, each layer has its own dark knowledge
to be distilled for the next layers. Compared to the deep
layer of the student network, the dark knowledge from its
shallow layer can be regarded as the informative knowledge
previously learned from the perspective of human learning,
and thus can be transferred to facilitate the learning of the
following layers via self-distillation. Furthermore, a student
can also be greatly improved by even a weak “teacher” with
noise and/or poor performance (Yuan et al., 2020), which
corresponds to the early exiting classifiers associated with
the preceding layers in our case.

With the above-mentioned three importantmodules trained
jointly, it assures that the student model iteratively improves
itself and learns from the teacher model at different levels
of intellectual challenges. To the best of our knowledge,
this is the first multi-target knowledge distillation mecha-
nism that explores the ideas of both multi-stage learning and
self-reflection in a unified framework. To evaluate the pro-
posed framework, we perform extensive experiments with
comprehensive ablation studies on five popular visual recog-
nition datasets, where the results show that the proposed
MTKD-SSR framework significantly outperforms recentKD
methods, including self-distillation (SD) (Zhang et al., 2019)
and distillation via knowledge review (DKR) (Chen et al.,
2021). In summary, our main contributions are as follows:

– We devise a new knowledge distillation method called
multi-target knowledge distillation via student self-
reflection (MTKD-SSR): It inherits the advantage of both
offline and self distillation with different types of knowl-
edge in the unified distillation framework.

– We introduce anovel cross-stage review for self-distillation,
which distills the knowledge from the preceding layers
to the subsequent layers in the student network.

– We evaluate the proposed method for knowledge dis-
tillation by performing extensive experiments on five
visual recognition tasks, where the proposed MTKD-
SSR framework outperforms recent state-of-the art KD
methods with a clear margin.

The remainder of this paper is structured as follows.
Section2 outlines the related work. Section3 introduces
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our proposed MTKD-SSR method. Section4 describes the
experimental results to show the effectiveness of theproposed
MTKD-SSR. Section5 provides comprehensive ablation
studies about different distillation and knowledge. Lastly, we
conclude the proposed method in Sect. 6.

2 RelatedWork

In this section, we briefly review knowledge distillation
methods that are closely related to ours in terms of different
distillation schemes and different types of knowledge. For
a comprehensive review of knowledge distillation, we refer
the interested readers to (Gou et al., 2021; Wang & Yoon,
2022).

2.1 Distillation Scheme

Since the first introduction of offline knowledge distilla-
tion (Hinton et al., 2015), which relies on a unidirectional
two-stage training procedure, there have existed a variety of
knowledge distillation methods that explore different ways
of transferring knowledge. For example, Zhang et al. (2020)
proposed task-oriented feature distillation (TOFD) where
several auxiliary classifiers are attached to different depths of
a shared backbone network. Huang et al. (2022) proposed a
promising feature map distillation framework of thin nets in
an offlinemanner. Chen et al. (2021) revealed the significance
of a cross-level connection path between teacher and student
and proposed a new review mechanism, DRK, which uses
shallower classifier/features of teacher to guide the student
training. In order to obtain a good teacher, Park et al. (2021)
further proposed to pre-train a student-friendly teacher by
exploring some branches of the student network. However,
a pre-trained teacher is not always necessary for online
knowledge distillation. For example, Zhu and Gong (2018)
proposed an on-the-fly native ensemble learning strategy for
one-stage online distillation by constructing a multi-branch
structure with each single branch as a student. Apart from
additional teacher models, self-knowledge distillation aims
to train a student by exploring its own knowledge. For exam-
ple, Zhang et al. (2019) proposed a self-distillation (SD)
training framework to distill knowledge within a network
itself, which is similar to the deeply-supervised learning of
the deep model itself (Sun et al., 2019). Additionally, Ji et al.
(2021) proposed to utilize an auxiliary self-teacher network
to transfer a refined knowledge for the classifier network.

Most aforementioned knowledge distillation methods fol-
low a multi-branch approach, including both online and
offline distillation, while all of them fail to consider the
student self-reflection via reviewing its own knowledge.
Meanwhile, self-distillationoftendistills the knowledge from
the last layer of the student network, and a few distillation

ones also distill knowledge from deeper layers to shallow
layers within the student network itself (Zhang et al., 2019;
Sun et al., 2019) or between the teacher and student networks
(Chen et al., 2021). Besides, most existing knowledge dis-
tillation methods, which distill the knowledge at a certain
layer of the teacher network using only one kind of distilla-
tion strategy, could not detect more informative knowledge
from multiple layers of the teacher network. To address the
issues, we take the advantages of both offline distillation
and self-distillation into our proposed MTKD-SSR via both
stage-wise and cross-stage distillation at different layers to
improve the performance of student network.

2.2 Teacher’s Knowledge

Different types of knowledge has been used for distillation,
including logits (Zhao et al., 2022; Zhang et al., 2022; Phan
et al., 2022), feature maps (Yim et al., 2017; Zagoruyko &
Komodakis, 2017; Heo et al., 2019; Huang et al., 2022), and
sample relationships (Tung&Mori, 2019; Yang et al., 2022).
Recently, different types of channel features have also been
explored as the knowledge for distillation (Shu et al., 2021;
Liu et al., 2021; Li et al., 2021; Muhammad et al., 2021;
Zhou et al., 2006; Qu et al., 2020; Fan et al., 2022; Ge et al.,
2019). Specifically, Shu et al. (2021) proposed channel-wise
knowledge distillation, which distills the knowledge from the
channel-wise probability maps of the teacher network. Zhou
et al. (2006) proposed channel distillation,which transfers the
channel information from a teacher network to a student net-
work. In (Li et al., 2021), the authors proposed a new channel
correlation structure (CCS), which aims to guide the training
of a student by applying fine-grained supervision, i.e., both
inter- and intra-instance relationships. In (Liu et al., 2021),
diversity-preserved knowledge was designed by discovering
the teacher knowledge from inter-channel correlation. Qu et
al. (2020) designed a hybrid attention transfer (H-AT), which
calculates the channel-based attention knowledge through
the output of the teacher’s middle layers and then transfers it
to the student network. Fan et al. (2022) proposed an online
distillation method via channel self-supervision, which con-
siders the sample, target, and network diversity knowledge
on the dual-network multi-branch structure. Muhammad et
al. (2021) proposed a new robust knowledge transfer via dis-
tilling activated channel maps to overcome the susceptibility
of the natural samples. Besides, except knowledge distilla-
tion, the channel features have been fully used for improving
the performance of the other deep learning methods (Lou
& Loew, 2021; Chen et al., 2021; Yan et al., 2021). In this
paper, we also use the channel-based knowledge to improve
the distillation performance, but consider multiple types of
knowledge from the channel features and the logit outputs
at different layers, and accordingly both stage-wise channel
distillation and stage-wise response distillation are devised.
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Most importantly, we consider not only the importance of
teaching from teacher model, but also the knowledge trans-
ferring from previous stage to later stages within the student
network, which we refer to it as the student self-reflection or
self-knowledge review. By doing this, we take into account
the advantages of both offline and self-distillation. That is,
we further enable student to review and then consolidate its
previous learned knowledge.

3 Method

In this section, we introduce the proposed multi-target
knowledge distillation via student self-reflection. The overall
MTKD-SSR framework is shown in Fig. 1, where: (1) the red
arrow indicates the stage-wise channel distillation (SCD); (2)
the green arrow indicates the stage-wise response distillation
(SRD); and (3) the orange arrow indicates the cross-stage
review distillation (CRD).

3.1 Overview

Given a student model s and a teacher model t , let a dataset
denote as D = {(xi , yi )}Mi=1 from the classes {1, 2, . . . ,C},
where yi indicates the one-hot label and C is the number
of categories. As shown in Fig. 1, we attach an auxiliary
classifier associated with the fully connected (FC) layer to
each block during training. The logits at the i-th auxiliary
classifier for the input x ∈ D can be denoted as zsi ∈ R

C

and zti ∈ R
C for the student and teacher, respectively. Let psi

and pti denote the prediction probabilities at the i-th auxiliary
classifier of the student and the teacher models, respectively.
We then have the probabilities of the c-th category as

psi (c) = exp
(
zsi (c)/T

)

∑C
j=1 exp

(
zsi ( j)/T

) , (1)

pti (c) = exp
(
zti (c)/T

)

∑C
j=1 exp

(
zti ( j)/T

) , (2)

where T > 0 indicates the distillation temperature to smooth
the probability.

Knowledgedistillationmethodsmainly transfer the knowl-
edge (either logits or features) from the teacher to the student
model, but there is no attempt to distill the knowledge with
several shallow blocks separately, thus failing to consider
the knowledge transfer among different stages of the student
network. The key difference between previous methods and
the proposed method is that: previous methods usually con-
sider this problem from a teacher view, while we take the
advantages of both offline and self-distillation from a stu-
dent view. That is, the knowledge should be transferred from
not only the teacher model but also the student model itself,

i.e., a student self-reflection via reviewing the knowledge
from its previous stages. Therefore, we argue that the stu-
dent knowledge review is of great importance for knowledge
distillation and the overall framework is shown in Fig. 1,
where we divide the student and teacher networks into sev-
eral blocks/stages (e.g., according to the residual blocks in
ResNets). In this paper, if not otherwise stated, we use four
blocks for knowledge distillation and the auxiliary classifiers
are utilized help training early blocks. All auxiliary classi-
fiers are only applied to improve training student network in
knowledge distillation period, which will be removed during
the inference stage.Notably, during training, the auxiliary FC
layer corresponding to the attached classifier at each block is
first randomly initialised and then jointly optimized; During
testing, all auxiliary classifiers can be removed and thus will
not bring any extra parameters or computational cost.

In previous knowledge distillation methods, the knowl-
edge from channel features and logit outputs is just trans-
ferred from the teacher network to the student network
directly. Not only does our proposed method transfer the
knowledge in the form of channel features and logit out-
puts from the teacher network to the student network, but
also strengthens the student’s early blocks via transferring
knowledge from early blocks to deep blocks. Furthermore,
we propose to bring the cross-block connections into the stu-
dent model, where knowledge is transferred from shallow
blocks to deep blocks, namely student knowledge review.
Specifically, we use i-th block to review all previous shal-
low blocks’ knowledge. We introduce the details of three
knowledge distillation paths used in the proposed method as
follows.

3.2 Stage-Wise Response Distillation

Previous knowledgedistillationmethodsoften transfer knowl-
edge via minimizing the Kullback–Leibler (KL) divergence
between the logits from the last layer of the teacher network
and those from the last layer of the student network. Our
method splits both the student and the teacher networks into
several same level blocks, each of which is associated with
an auxiliary classifier to get the softmax outputs. That is to
say, each block’s auxiliary classifier of the teacher network
corresponds to the same block’s auxiliary classifier of the
student network. The logit outputs as the knowledge will
then be distilled from the teacher network’s auxiliary classi-
fier to the student network’s auxiliary classifier at the same
stage,which can enable student network to learnmore knowl-
edge from teacher network at different levels. The distillation
loss between student network and teacher network is formu-
lated as:

LSRD =
K∑

i=1

LK L
(
psi , p

t
i

)
, (3)
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Fig. 1 The main MTKD-SSR framework. Specifically, stage-wise
response distillation transfers the logits of multiple stages/blocks as
the knowledge from teacher to student; stage-wise channel distillation
enables the student to match the channel features of the teacher at each

stage/block; cross-stage review distillation explores the self-learning
for transferring the shallow blocks’ knowledge to the learning of the
deep blocks within the student network (Color figure online)

where K is the number of auxiliary classifiers. Note that the
temperature used in psi and pti is denoted as T1 according to
Eq. (1). The superscripts s and t represent the student network
and the teacher network, respectively. LK L(.) represents the
Kullback–Leibler (KL) divergence, which is defined as:

LK L
(
psi , p

t
i

) =
C∑

c=1

pti (c) log
pti (c)

psi (c)
. (4)

By using the multi-stage offline teacher-student knowledge
distillation, we allow each student’s shallow/deep block to
mimic the corresponding teacher’s shallow/deep block via
learning from teacher logit knowledge.

3.3 Cross-Stage Review Distillation

Existing teacher-student knowledge distillation methods
mainly focus on how to make full use of the teacher net-
work to transfer more knowledge to the student network. In
contrast, student self-distillation methods use a pre-trained
student network as a teacher to teach a same randomly initial-
ized student network, and transfer knowledge from one part
of student network to guide the learning of other parts of the
same student network. Generally, self-distillation methods
always adopt the outputs of the last layer of the pre-trained
student network as the regularization to guide the learning of
the same student network (Yuan et al., 2020), and they also
explore the knowledge from the subsequent layers of the stu-
dent network to its preceding layers (Zhang et al., 2019). It
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is argued that the subsequent layers contain more compact
semantic information but less redundant useless information,
so that it is naturally assumed that distilling the knowledge
from subsequent layers to the preceding ones can be better.
However, we empirically found (shown in Sect. 5) that the
self-distillation performance can be improved by distilling
the knowledge from the preceding layers of the student net-
work to its subsequent layers. The possible reason is that the
preceding layers contain more dark knowledge (Hinton et
al., 2015) that is constructive for self-distillation. From the
student perspective, the knowledge from the preceding lay-
ers to its subsequent ones can be regarded as the previously
learned knowledge, and the corresponding self-distillation
is the self-reflection via reviewing the previously learned
knowledge from the preceding layers. Thus, the student per-
formance can be improved by consolidating the previously
learned knowledge via self-distillation.

Here, we propose a new student self-distillation method
called knowledge review distillation based on the real-world
learning practice, known as self-reflection. It is noteworthy
that our knowledge review distills the logit information from
the shallow layers to the deep layers, which is in the reverse
direction of standard self-distillation. Particularly, it can also
be shown in Fig. 1. In such an approach, the student network
is able to continuously review the knowledge that has been
gained so far at each stage, allowing itself to reflect on its
learning. Our proposed method makes up for the deficiency
of using student network’s last block to improve self perfor-
mance. The i-th shallow block’s knowledge review can be
formulated as:

LCRD(i) =
i−1∑

j=1

LK L

(
psj , p

s
i

)
. (5)

That is, the i-th shallow block reviews all previous i − 1
shallow blocks’ logit knowledge. The temperature in psj and
psi is denoted as T2 according to Eq. (1). The total student
knowledge review loss can be formulated as:

LCRD =
K∑

i=2

LCRD(i) . (6)

Notably, cross-stage reviewdistillation contains different stu-
dent self-reflections during the multi-stage learning.

3.4 Stage-Wise Channel Distillation

Besides the teacher network’s logit knowledge, we also
consider the channel knowledge transferred from teacher net-
work to student at multiple blocks/stages, in order to further
enhance student’s performance. Here, we adapt channel-
wise attention (Zhou et al., 2006), which can enhance the

important channels and weaken the insignificant ones, to
characterize the knowledge from each channel. The chan-
nel knowledge contained in channel maps will be transferred
at each stage of training process.

The channel distillation between the teacher and the stu-
dent networks at i-th shallow block can be formulated as:

LSCD(i) =
∑B

n=1
∑D

j=1

(
Wt

nj − Ws
nj

)2

B × D
, (7)

where theWt
nj andW

s
nj indicate the weights of the j-th chan-

nel for the teacher and student networks due to the n-th
sample, respectively. D represents the number of channels
and B is the mini-batch size. Each channel’s weight can be
evaluated as (Hu et al., 2018; Zhou et al., 2006):

Wl = 1

H × Y

H∑

i=1

Y∑

j=1

A(i, j), (8)

whereWl denotes the weight of the l-th channel, both H and
Y indicate the spatial dimensions of the feature maps, and
A(·) is the activation function. The channel’sweights indicate
the channel-wise statistics, which can be obtained by squeez-
ing the features, and contain global spatial information. In
most circumstances, the teacher network is more accurate
than the student network, thus the former can often have a
better estimatedweight distribution in featuremap.The chan-
nel knowledge distillation will help the student network to
mimic teacher’s weight distribution in channel feature maps
to improve the shallow blocks and also strengthen themethod
of student knowledge review. Lastly, if the channel numbers
of the teacher and the student networks are mismatch, we
will use an additional 1 × 1 convolution layer. The overall
channel distillation loss at different stages can be rewritten
as

LSCD =
K∑

i=1

LSCD(i) . (9)

Through the stage-wise channel distillation, the student
network can learn more important information of channel
feature maps at each block/stage from the teacher network.
The intuitive diagram of our designed stage-wise channel
distillation method is shown in Fig. 2.

3.5 MTKD-SSR Framework

Our MTKD-SSR contains three different target knowledge
distillationmodules that function together to realise the learn-
ing principles that are multi-stage learning from teacher to
student via offline distillation and student self-reflection from
the preceding layers of the student network to its subsequent
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Fig. 2 Stage-wise channel distillation in our MTKD-SSR. In the SCD,
the channel maps at multi-layers of the teacher network are modelled as
the distilled knowledge, and the studentmatches the channel knowledge
from teacher at different stages

layers via self-distillation. The twomulti-stage learningmod-
ules allow the student network to learn two different types
of knowledge, i.e., logits and channel features, at different
levels, and the student self-reflection allows the student to
continuously improve itself via learning form the past. The
overall loss function of MTKD-SSR including those three
target knowledge distillation modules is thus defined as fol-
lows:

LK D = αLSRD + βLCRD + γLSCD + LCE , (10)

where α, β, and γ are used to balance different distillation
losses. LCE indicates the cross entropy loss for all the stages
of student as follows:

LCE
(
y, ps

) =
K∑

i=1

C∑

c=1

−y(c) log psi (c) , (11)

where y is the one-hot label vector for an input x .

3.6 Discussion

In this subsection, we highlight the contributions of the pro-
posed MTKD-SSR framework via its differences with the
following related knowledge distillation methods (Chen et
al., 2021; Heo et al., 2019; Sun et al., 2019; Tung & Mori,
2019; Yim et al., 2017; Zagoruyko & Komodakis, 2017).
Specifically, knowledge transfer in the proposed method is
formed by both stage-wise and cross-stage distillation in a
unified framework: (1) inspired by the multi-stage human
learning scheme,multi-stage distillation transfers knowledge
from the stage-wise logits and stage-wise channel feature
maps; and (2) inspired by the student self-reflection, cross-
stage distillation transfers knowledge from shallow layers to
deep layers within the same network.

Firstly, the multi-stage knowledge has been used in some
existing knowledge distillation methods: Zagoruyko and

Komodakis (2017) proposed a stage-wise attention transfer
(AT) method via distilling the spatial attention maps of each
layer from teacher to student; Yim et al. (2017) proposed
a feature distillation method that first designs the flow of
solution procedure (FSP) matrix between layers and then the
layer-wise FSP of the teacher as the knowledge guides the
student; Tung and Mori (2019) extended AT by a similarity-
preserving knowledge distillation (SP) method that models
the layer-wise attention-based similarity between samples as
the knowledge. Heo et al. (2019) proposed a comprehensive
overhaul of feature distillation (OFD), that is the layer-wise
feature distillation using marginal ReLU. In summary, AT,
FSP, and OFD are the multi-stage feature knowledge dis-
tillation, while SP is the multi-stage relational knowledge
distillation. Different from the above-mentioned methods,
MTKD-SSR contains two types of multi-stage distillation
schemes, stage-wise response distillation (SRD) and stage-
wise channel distillation (SCD).

Secondly, the cross-stage knowledge transfer has been
explored in a few knowledge distillation methods (Chen et
al., 2021; Sun et al., 2019). As a strategy to train deep model,
Sun et al. (2019) proposed deeply-supervised knowledge
synergy (DKS) with three pairwise knowledge matching
methods. Though the cross-stage review distillation (CRD)
in our MTKD-SSR is structured in a similar way to one of
the knowledge matching methods in DKS, our CRD aims to
mimic the self-reflection ability in human learning and thus
form a new self-distillation method for model compression.
Recently, Chen et al. (2021) proposed the offline knowledge
distillation via knowledge review (DKR), which is the cross-
stage distillation from different layers of the teacher to the
last layer of the student. Compared to DKR, our CRD as self-
distillation is the cross-stage distillation from shallow layers
to deep layers with the same network.

Lastly, all above-mentioned recent methods (AT, FSP, SP,
OFD, DKS, and DKR) transfer knowledge using only one
kind of distillation scheme with one type of knowledge.
Different from this, the proposed MTKD-SSR employs a
multiple knowledge transfer scheme with offline and self
distillation to simultaneously distill both logits and channel
knowledge.

4 Experiments

In all experiments, we adopt ResNet (He et al., 2016) and
SENet (Hu et al., 2018) as the backbone network to form
the teacher-student architecture and evaluate the proposed
MTKD-SSR method on the five popular visual recogni-
tion datasets, CIFAR-100 (Krizhevsky & Hinton, 2009),
Market-1501 (Zheng et al., 2015), CUB200-2011 (Wah et
al., 2011), Pascal VOC (Everingham et al., 2010), and Ima-
geNet (Deng et al., 2009). We compare MTKD-SSR with
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Fig. 3 Results on CIFAR-100, themAP accuracy (%) onMarket-1501, and the Recall@1 accuracy (%) on CUB200-2011with varying temperatures
T1 and T2 using ResNet18-18, ResNet34-18 and ResNet34-34 as the teacher-student architectures

the recent state-of-the-art knowledge distillation methods
that are the standard knowledge distillation (KD) (Hinton et
al., 2015), self-distillation (SD) (Zhang et al., 2019), hybrid
attention transfer (H-AT) (Qu et al., 2020), knowledge dis-
tillation via channel correlation structure (CCS) (Li et al.,
2021), task-oriented feature distillation (TOFD) (Zhang et
al., 2020), distillation via knowledge review (DKR) (Chen
et al., 2021), and variational information distillation (VID)
(Ahn et al., 2019). We describe the teacher-student architec-
tures as follows: ResNet34-18 means that ResNet34 is used
as the teacher network and ResNet18 is used as the student
network; other architectures are defined in a similar way. For
semantic segmentation,we compare ourMTKD-SSR toSKD
(Liu et al., 2020), IFVD (Wang et al., 2020) and CWD (Shu
et al., 2021), where PSPNet (Zhao et al., 2017) with different

ResNet backbone networks are used for the teacher-student
architecture.

4.1 Datasets and Experimental Setups

We perform extensive experiments on the following five
visual recognition datasets:

– CIFAR-100 (Krizhevsky & Hinton, 2009). It has 60,000
images collected from 100 classes, including 50,000
training samples and 10,000 test samples, the size of
which is 32 × 32 pixels. All the models were trained
with batch size 128 and 200 epochs. The initial learning
rate is 0.1 and then is further divided by 10 at the 60-th,
120-th, and 160-th epochs.
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Fig. 4 Results on CIFAR-100, themAP accuracy (%) onMarket-1501, and the Recall@1 accuracy (%) on CUB200-2011with varying temperatures
T1 and T2 using SEResNet34-18 and ResNet101-34 as the teacher-student architectures

– Market-1501 (Zheng et al., 2015). It contains 32,217
images of 1,501 pedestrians captured by 6 cameras, each
of which consists of 128 × 64 pixels. We set the initial
learning rate to 0.1, which is then divided by 10 at the
40-th epoch, batch size to 32 and the number of epochs
to 60.

– CUB200-2011 (Wah et al., 2011). It has 11,788 bird
images collected from 200 bird sub-categories. It has
been divided into the training set with 5,994 images and
the test set with 5,794 images. With batch size 32, all the
models were trained for 90 epochs. The initial learning
rate is 0.1 and then is multiplied by 0.1 at the 30-th, 60-th
and 80-th epochs.

– ImageNet (Deng et al., 2009). It has 1,000 image cate-
gories. Its training set has 1.2 million images, including
50,000 validation images and 100,000 test images. Simi-
larly, we trained all the models with 128 batch size for 90
epochs. The initial learning rate is 0.1 and then is further
divided by 10 at the 30-th, 60-th and 80-th epochs.

– PascalVOC (Everingham et al., 2010). It contains Pascal
VOC 2012 and SBD. It has been divided into the training
set with 10,582 images and the test set with 1,449 images.
With batch size 16, all the model were trained for 100
epochs. The initial learning rate is 0.01 and is then further
divided by 10 at the 30-th, 60-th, and 90-th epochs.

4.2 Analysis

In this section, we explore the effect of different temperatures
on distillation performance with different teacher-student
architectures. In MTKD-SSR, the temperature T1 in Eq. (3)
is used to soften the transferred knowledge on the teacher-
student architecture during the stage-wise response distilla-
tion, and T2 in Eq. (5) is used to soften the knowledge within
the student network during the cross-stage review distilla-
tion. As stated in (Chen et al., 2021; Jafari et al., 2021), a
proper temperature makes the transferred knowledge infor-
mative for improving the performance. Figures3 and 4 show
the Top-1 accuracy of our MTKD-SSR on CIFAR-100, the
mAP accuracy on Market-1501, and the Recall@1 accuracy
on CUB200-2011 with different temperatures T1 and T2 in
{1.5, 2.0, 3.0, 4.5, 6.0, 8.0}. We see that the temperature has
a large impact on the distillation performance. Specifically,
we use the temperatures as T1 = 2.0 or 3.0 and T2 = 2.0
on CIFAR-100, T1 = 1.5, 2.0 or 3.0 and T2 = 3.0 or 4.5
on Market-1501, and T1 = 1.5 or 2.0 and T2 = 4.5 or 6.0
on CUB200-2011. The temperature can not only form the
soften informative knowledge during the stage-wise distil-
lation, but also adjust the reviewed knowledge within the
student structure during cross-stage distillation. This also
implies that the knowledge at each stage of student plays a
different role for student self-reflection. The possible reason
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for the cross-stage review distillation is that the introduction
of the temperature parameter can further well distill the dark
knowledge from the preceding layers of the student network
to its subsequent layers. Through the introduction of two tem-
peratures in the proposed MTKD-SSR, the dark knowledge
contained in both teacher and student networks can be fully
explored for learning the student.

4.3 Results

To evaluate the proposed MTKD-SSR method, we conduct
comparative experiments on different tasks, CIFAR-100 and
ImageNet for image classification, Market-1501 for person
re-identification, CUB200-2011 for image retrieval, and Pas-
cal VOC for segmentation. In our experiments, we adopt five
teacher-student architectures, ResNet34-34, ResNet34-18,
ResNet18-18, SEResNet34-18, andResNet101-34.Note that
since the compared SD is a self-distillation method with the
same teacher and student networks, there is no performance
reported on ResNet34-18, SEResNet34-18, and ResNet101-
34. In each table, the ↑ indicates the improvement over the
baseline.
Results on CIFAR-100. In Table 1, we see that our
MTKD-SSR significantly outperforms all compared meth-
ods. Specifically, the accuracy improvements of our MTKD-
SSR over SD (Zhang et al., 2019) with the second high-
est accuracy are 1.42% on ResNet34-34 and 1.60% on
ResNet18-18, and its improvements over TOFD (Zhang
et al., 2020) with the second highest accuracy are 2.17%
on ResNet34-18, 1.97% on SEResNet34-18, and 0.99% on
ResNet101-34. Moreover, the student trained via our method
outperforms its teacher even if both teacher and student share
the same structures. For example, the accuracy improvements
of student over its teacher are 2.95% on ResNet34-18 and
3.09% on SEResNet34-18. Notably, SD (Zhang et al., 2019)
transfers knowledge from the deep-level to the shallow-level
classifiers via self-distillation and obtains better performance
than KD, H-AT, TOFD, CCS, DKR and VID. This implies
that the student can improve itself by self-reflective learning
without the capacity gap between the teacher and student.
Compared to SD, the proposed MTKD-SSR method distills
the knowledge from the shallower layers to the deeper ones
via self-reflective learning. Therefore, ourMTKD-SSRusing
cross-stage review distillation is a promising knowledge dis-
tillation method to explore the dark knowledge from shallow
to deep.

Furthermore, we visualize the feature representations of
the student ResNet18 trained by our MTKD-SSR and the
compared methods on CIFAR-100 using t-SNE (Van der
Maaten & Hinton, 2008). As shown in Fig. 5, among the
compared methods, TOFD, CCS, DKR and SD are very
related to our proposed method. CCS designs the channel
feature knowledge transfer, DKR reviews the shallower-level

features of teacher to guide the learning of the deeper-level
features of student, TOFD adopts the block-wise knowledge
transfer, and SD transfers the deepest-level knowledge to
guide the shallower levels via self-distillation. We can see
that our proposed MTKD-SSR has better compact class-
specific clusters than the compared methods. Though the
related methods (i.e., TOFD, CCS, DKR and SD) are more
or less similar to our MTKD-SSR in the types of knowledge
and distillation strategies, our MTKD-SSR learns more dis-
criminative representation.
Results on Market-1501. In Table 2, we see that the pro-
posed MTKD-SSR achieves the highest performance among
all the compared methods, where our trained student also
outperforms its guided teacher. Specifically, the mAP accu-
racy improvements of our trained student over its teacher
are 5.88% on ResNet34-34, 3.97% on ResNet34-18, 4.47%
on ResNet18-18, 3.65% on SEResNet34-18, and 5.06% on
ResNet101-34. This fact means the proposed MTKD-SSR
can distills more informative knowledge contained in both
teacher and student networks for the student learning. Inter-
estingly, when teacher and student have the same model
structures, student surpasses teacher with a large margin.
The possible reason is that no teacher-student capacity gap
exists for favorable performance and our cross-stage self-
distillation enhance the student learning. We also find that
TOFDwith block-wise distillation, SDwith self-learning and
DKRwith knowledge review always perform better thanKD,
H-AT, CCS and VID.
Results on CUB200-2011. Table 3 shows the Recall@1
accuracy of all the compared methods. We can see that
the proposed MTKD-SSR significantly outperforms all the
other compared methods with a large margin. Especially, our
trained student performs very better than its guided teacher.
Meanwhile, DKR with knowledge review and CCS with
channel feature knowledge always obtain the better perfor-
mance than KD, H-AT, SD, VID, and TOFD. This somewhat
implies that the channel knowledge used in our stage-wise
channel distillation and self-review used in our cross-stage
review distillation can well improve the knowledge distilla-
tion performance.
Results on ImageNet: Table 4 shows the Top-1 accuracy
of our MTKD-SSR and the compared methods. It should be
noted that the top-1 accuracy of SD is obtained by the self-
learning of the student ResNet18 without the guidance of
the teacher ResNet34. We can see that our method performs
better than all the compared methods, and our improvement
over DKR (Chen et al., 2021) with the second highest accu-
racy is 0.64%. Meanwhile, compared to the other compared
methods, DKR with review mechanism, TOFD with block-
wise distillation and SD with self-learning perform better,
which further verifies the feasibility and effectiveness of our
MTKD-SSR, which adapts knowledge review, block-wise
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Table 1 Results on CIFAR-100

Teacher-student architecture ResNet34-34 ResNet34-18 ResNet18-18 SEResNet34-18 ResNet101-34

Teacher 77.86 77.86 77.52 77.79 80.21

Student – 77.52 – 77.43 77.86

KD (Hinton et al., 2015) 77.98 (↑ 0.12) 77.73 (↑ 0.21) 77.64 (↑ 0.12) 77.74 (↑ 0.31) 77.99 (↑ 0.13)

DKR (Chen et al., 2021) 78.74 (↑ 0.88) 78.55 (↑ 1.03) 78.29 (↑ 0.77) 78.23 (↑ 0.80) 78.94 (↑ 1.08)

H-AT (Qu et al., 2020) 78.76 (↑ 0.90) 78.14 (↑ 0.62) 78.01 (↑ 0.49) 77.92 (↑ 0.49) 79.03 (↑ 1.17)

VID (Ahn et al., 2019) 78.95 (↑ 1.09) 78.56 (↑ 1.04) 78.33 (↑ 0.81) 78.33 (↑ 0.90) 79.21 (↑ 1.35)

CCS (Li et al., 2021) 79.18 (↑ 1.32) 78.63 (↑ 1.11) 78.21 (↑ 0.69) 78.47 (↑ 1.04) 79.59 (↑ 1.73)

TOFD (Zhang et al., 2020) 79.28 (↑ 1.42) 78.64 (↑ 1.12) 77.92 (↑ 0.40) 78.91 (↑ 1.48) 80.68 (↑ 2.82)

SD (Zhang et al., 2019) 80.03 (↑ 2.17) – 78.88 (↑ 1.36) – –

MTKD-SSR 81.45 (↑ 3.59) 80.81 (↑ 3.29) 80.48 (↑ 2.96) 80.88 (↑ 3.45) 81.67 (↑ 3.81)

Bold values indicate the best performance among all the methods

Fig. 5 Visualization of the student model features on CIFAR-100 when using ResNet34-18 as the teacher-student architecture
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Table 2 Results on Market-1501

Teacher-student architecture ResNet34-34 ResNet34-18 ResNet18-18 SEResNet34-18 ResNet101-34

Teacher 62.76 62.76 61.68 64.86 66.36

Student – 61.68 – 55.48 62.76

KD (Hinton et al., 2015) 62.82 (↑ 0.06) 61.89 (↑ 0.21) 61.76 (↑ 0.08) 57.80 (↑ 2.32) 63.38 (↑ 0.62)

DKR (Chen et al., 2021) 64.63 (↑ 1.87) 64.36 (↑ 2.68) 63.04 (↑ 1.36) 64.94 (↑ 9.46) 65.11 (↑ 2.35)

H-AT (Qu et al., 2020) 64.25 (↑ 1.49) 63.76 (↑ 2.08) 62.98 (↑ 1.30) 65.87 (↑ 10.39) 66.72 (↑ 3.96)

VID (Ahn et al., 2019) 63.21 (↑ 0.45) 62.73 (↑ 1.05) 62.31 (↑ 0.63) 60.55 (↑ 5.07) 66.50 (↑ 3.74)

CCS (Li et al., 2021) 62.89 (↑ 0.13) 62.47 (↑ 0.79) 62.34 (↑ 0.66) 59.07 (↑ 3.59) 64.55 (↑ 1.79)

TOFD (Zhang et al., 2020) 65.37 (↑ 2.61) 64.69 (↑ 3.01) 63.63 (↑ 1.95) 66.44 (↑ 10.96) 68.12 (↑ 5.36)

SD (Zhang et al., 2019) 65.19 (↑ 2.43) – 64.22 (↑ 2.54) – –

MTKD-SSR 68.64 (↑ 5.88) 66.73 (↑ 5.05) 66.15 (↑ 4.47) 68.51 (↑ 13.03) 71.42 (↑ 8.66)

Bold values indicate the best performance among all the methods

Table 3 Results on CUB200-2011

Teacher-student architecture ResNet34-34 ResNet34-18 ResNet18-18 SEResNet34-18 ResNet101-34

Teacher 48.49 48.49 47.55 49.01 50.51

Student – 47.55 – 46.64 48.49

KD (Hinton et al., 2015) 50.47 (↑ 1.98) 49.44 (↑ 1.89) 47.81 (↑ 0.26) 50.17 (↑ 3.53) 51.86 (↑ 3.37)

DKR (Chen et al., 2021) 61.52 (↑ 13.03) 58.67 (↑ 11.12) 55.92 (↑ 8.37) 59.47 (↑ 12.83) 64.99 (↑ 16.50)

H-AT (Qu et al., 2020) 61.58 (↑ 13.09) 59.63 (↑ 12.08) 52.01 (↑ 4.46) 53.19 (↑ 6.55) 61.86 (↑ 13.37)

VID (Ahn et al., 2019) 61.07 (↑ 12.58) 56.53 (↑ 8.98) 49.32 (↑ 1.77) 55.52 (↑ 8.88) 61.68 (↑ 13.19)

CCS (Li et al., 2021) 66.13 (↑ 17.64) 63.31 (↑ 15.76) 52.43 (↑ 4.88) 58.63 (↑ 11.99) 66.45 (↑ 17.96)

TOFD (Zhang et al., 2020) 53.01 (↑ 4.52) 52.14 (↑ 4.59) 50.63 (↑ 3.08) 52.63 (↑ 5.99) 63.98 (↑ 15.79)

SD (Zhang et al., 2019) 54.37 (↑ 5.88) - 51.62 (↑ 4.07) – –

MTKD-SSR 69.61 (↑ 21.12) 65.45 (↑ 17.90) 57.73 (↑ 10.18) 66.05 (↑ 19.41) 71.17 (↑ 23.22)

Bold values indicate the best performance among all the methods

Table 4 Results on ImageNet

Teacher-student architecture ResNet34-18

Accuracy Top-1

Teacher 73.73

Student 70.37

KD (Hinton et al., 2015) 70.96 (↑ 0.59)

DKR (Chen et al., 2021) 71.99 (↑ 1.62)

H-AT (Qu et al., 2020) 71.55 (↑ 1.18)

VID (Ahn et al., 2019) 71.15 (↑ 0.78)

CCS (Li et al., 2021) 71.29 (↑ 0.92)

TOFD (Zhang et al., 2020) 71.93 (↑ 1.56)

SD (Zhang et al., 2019) 71.81 (↑ 1.44)

MTKD-SSR 72.63 (↑ 2.26)

Bold value indicates the best performance among all the methods

distillation and self-learning into the proposed distillation
framework.
Results on Pascal VOC. Table 5 shows the performance
of the proposed MTKD-SSR in terms of the mean intersec-

Table 5 Results on Pascal VOC

Algorithm mIoU

Teacher PSPNET-ResNet101 78.52

Student PSPNET-ResNet18 64.52

SKD (Liu et al., 2020) 68.90 (↑ 4.38)

IFVD (Wang et al., 2020) 69.06 (↑ 4.54)

CWD (Shu et al., 2021) 70.27 (↑ 5.75)

MTKD-SSR 70.84 (↑ 6.32)

Bold value indicates the best performance among all the methods

tion over union (mIoU). We use PSPNet (Zhao et al., 2017)
as the baseline with ResNet101 in teacher and ResNet18 in
student during knowledge distillation. In our experiments,
the optimal temperatures T1 = 2 and T2 = 3 are deter-
mined by the same way as in Sect. 4.2. Specifically, we find
that our method outperforms all other methods, e.g., our
improvement over CWDwith the second highest accuracy is
0.57%.Meanwhile, CWDwith channel-wise distillation out-
performs SKD with pixel-wise and pair-wise distillation and

123



International Journal of Computer Vision

Fig. 6 Accuracy curves on the CIFAR-100 dataset

Fig. 7 Accuracy curves comparing with other methods on the CIFAR-
100 dataset

IFVD with intra-class feature variation distillation. In Table
5, semantic segmentation experiments further demonstrate
the effectiveness of the proposed distillation framework with
a good generalization performance on downstream tasks.

4.4 Analysis of Accuracy Curves

To better understand the effectiveness of MTKD-SSR, we
report the experimental results at each training epoch on
the CIFAR-100 dataset using ResNet34-18 as the teacher-
student architecture as follows. We divide CIFAR-100
dataset into the training set with 45,000 samples, the vali-
dation set with 5,000 samples, and the test set with 10,000
samples. As illustrated in Fig. 6, train_acc, val_acc and
test_acc denote the Top-1 accuracy on the training, valida-
tion and test sets, respectively. We find that the classification
performance on the training set is very close to 100%, where
the validation and testing accuracies share almost the same
pattern at each training epoch. Additionally, we compare the
accuracy curves of our MTKD-SSR and the related knowl-
edge distillation methods (i.e., DKR, H-AT and VID) in

Table 6 Ablation study on distillation mechanisms using ResNet34-18
on CIFAR-100

Variants SRD CRD SCD Top-1

MTKD-SSR � � � 80.81

A � � × 79.96

B × � � 79.51

C � × � 79.85

D � × × 79.65

E × � × 78.97

F × × � 79.08

Fig. 7. Specifically, we see that the proposed MTKD-SSR
clearly outperforms DKR, H-AT, and VID after 60 epochs.

5 Ablation Study

In this section, we further evaluate the proposedMTKD-SSR
from the perspective of different distillation mechanisms,
different self-reflections, different feature knowledge anddif-
ferent self-distillation methods, to analyze the effectiveness
of each applied module.

5.1 Ablation Study on Distillation Mechanisms

The proposed MTKD-SSR model mainly has three distil-
lation mechanisms: stage-wise channel distillation (SCD),
stage-wise response distillation (SRD), and cross-stage
review distillation (CRD). To explore the impact of the
certain distillation on the performance of MTKD-SSR, we
conducted the ablation experiments about the following six
variants: 1) Variant A with both SRD and CRD formulated
as αLSRD + βLCRD + LCE ; 2) Variant B with both CRD
and SCD formulated as βLCRD + γLSCD + LCE ; 3) Vari-
ant C with both SRD and SCD formulated as αLSRD +
γLSCD + LCE ; 4) Variant D only with SRD formulated as
αLSRD + LCE ; 5) Variant E only with CRD formulated as
βLCRD + LCE ; 6) Variant F only with SCD formulated as
γLSCD+LCE . In Table 6, we have the following remarks: 1)
The proposed MTKD-SSR performs better than the variants
precluding any one or two distillation mechanisms. 2) Vari-
ants with any two distillation mechanisms nearly outperform
the ones with any one distillation mechanism. Specifically,
we find that:

– Variants with CRD outperform the ones without CRD.
For instance, our MTKD-SSR with CRD, SRD and SCD
outperforms variant Cwithout CRD, variant Awith CRD
and SRD outperforms variant D without CRD, and vari-
ant B with CRD and SCD outperforms variant F without
CRD. The experimental ablations of CRD mean that
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our proposed CRD can work well for knowledge dis-
tillation. The benefit derived from CRD is due to the
possible reason that our cross-stage review distillation
as a new self-distillation strategy can provide the layer-
wise informative knowledge and reduce the capacity gap
cross different layers with the proper temperature.

– Variantswith SCDoutperform the oneswithout SCD. For
instance, ourMTKD-SSRwith SCD, SRD and CRD out-
performs variantAwithout SCD, variantBwithCRDand
SCD outperforms variant E without SCD, and variant C
with SCD and SRD outperforms variant D without SCD.
The SCD benefit for favourable knowledge distillation
is due to the possible reason that our stage-wise chan-
nel distillation can effectively transfer the abundant and
important channel feature knowledge fromeach teacher’s
block to guide the student learning.

– Variants with SRD outperform the ones without SRD.
For instance, our MTKD-SSR with SRD, SCD and CRD
outperforms variant B without SCD, variant A with SRD
and CRD outperforms variant E without SRD, and vari-
ant C with SRD and SCD outperforms variant F without
SRD. The superior performance derived from for SRD
is due to the possible reason that the stage-wise response
distillation can fully transfer the layer-wise logits as the
knowedge with the appropriate temperature from the
teacher to the student.

Through the experimental ablations, it is clear that these
distillation mechanisms with different types of knowledge
can complement with each other to improve the knowledge
distillation performance, and the devised cross-stage review
distillation is more prominent among them. In essence, the
proposed MTKD-SSR is a multiple knowledge transfer with
different types of knowledge (i.e., logit outputs and chan-
nel features) and distillation strategies (i.e., offline and self
distillation). Therefore, we can conclude from the ablation
experiments that our proposed MTKD-SSR framework is
feasible and effective for knowledge distillation with the
designed multiple knowledge transfer.

5.2 Ablation Study on Self-Reflection

As shown in Table 6, the cross-stage review distillation as a
new self-distillation strategy can transfer more informative
knowledge for student self-learning. During the cross-stage
review distillation process, the student finishes different self-
reflections at different stages, shown in Fig. 8. Specifically,
three variants with different self-reflections in Fig. 8 are as
follows: (1) In Fig. 8a stage 4 reviews stages 1, 2 and 3,
stage 3 reviews stages 1 and 2, and stage 2 reviews stage 1;
(2) In Fig. 8b stage 4 reviews stages 2 and 3, and stage 3
only reviews stages 2; (3) In Fig. 8c stage 4 only reviews
stages 3. To well understand how these self-reflections via

Fig. 8 The diagrams of the different student self-reflections at different
stages in the proposed MTKD-SSR

cross-stage review distillation contribute to the performance
of our MTKD-SSR, the ablation performance of different
self-reflections using two teacher-student architectures (i.e.,
ResNet34-34 and ResNet34-18) is explored on CIFAR-100
and Market-1501. Note that the variant with different self-
reflections in Fig. 8a is used in MTKD-SSR.

Table 7 shows the experimental results of the proposed
MTKD-SSR with the variants of different self-reflections.
We can see that the student self-reflections via cross-stage
self-distillation from the previous stages to the current stage
are favourable for improving the knowledge distillation per-
formance. Specifically, the variant in Fig. 8a performs better
than the ones in Fig. 8b and c, and the variant in Fig. 8b out-
performs the one in Fig. 8c. The possible reason behind the
experimental phenomena is that the informative dark knowl-
edge contained in the preceding layers of the student network
is well distilled to promote the learning of its subsequent
layers within the student network. Besides, this experimen-
tal result also implies that the knowledge from each layer of
the network benefits self-distillation. Therefore, the proposed
cross-stage review distillation mechanism as an important
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Table 7 Ablation study on self-reflections in terms of Top-1 accuracy (%) on CIFAR-100 and mAP (%) on Market-1501

Variants Stage 1 Stage 2 Stage 3 Stage 4 ResNet34-34 ResNet34-18

CIFAR-100 Market-1501 CIFAR-100 Market-1501

Fig. 8a � � � � 81.45 68.64 80.81 66.73

Fig. 8b × � � � 80.87 68.38 80.41 66.31

Fig. 8c × × � � 80.49 67.93 79.99 65.88

Table 8 Ablation study on
feature knowledge in terms of
Top-1 accuracy (%) on
CIFAR-100, and mAP (%) on
Market-1501

Variants with feature knowledge ResNet34-34 ResNet34-18

CIFAR-100 Market-1501 CIFAR-100 Market-1501

LK D with Eq. (10) 81.45 68.64 80.81 66.73

L̄K D with Eq. (13) 80.96 67.58 80.38 66.07

part of our method is very useful to serve as a new and effec-
tive self-distillation mechanism.

5.3 Ablation Study on Feature Knowledge

To further verify the superior performance derived from the
informative feature knowledge,which is contained in channel
features and transferred via our designed stage-wise channel
distillation, we compare channel knowledge to the knowl-
edge directly modeled by feature maps (Zhang et al., 2020).
The knowledge distillation loss directly using feature maps
is formulated as

LFD =
K∑

i=1

∥
∥Fs

i − Ft
i

∥
∥2
2 , (12)

where Ft
i and Fs

i represent the teacher and student’s feature
maps of the i-th shallow block, respectively. Specifically,
using stage-wise feature distillation loss LFD instead of the
proposed stage-wise channel distillation loss LSCD , our full
model for knowledge distillation in Eq. (10) is reformulated
as

L̄K D = αLSRD + βLCRD + γLFD + LCE . (13)

The comparative results of the stage-wise distillation using
channel maps and feature maps in our proposed model on
CIFAR-100 and Market-1501 are shown in Table 8. The
teacher-student architectures areResNet34-34 andResNet34-
18. We see that our proposed method using channel maps

clearly outperforms that using feature maps. This is possibly
because that the feature knowledge modelled by channel-
wise attention tends to focus on those important channel
features (Zhou et al., 2006). Therefore, the channel knowl-
edge is more informative in our proposed model and the
corresponding stage-wise channel distillation is effective.

5.4 Ablation Study on Self-Distillation

To further verify the effectiveness of the designed CRD, we
also show the results by replacing the CRD self-distillation
in our MTKD-SSR with vanilla self-distillation, where the
knowledge is distilled from the deepest layer to the other pre-
ceding layers (Zhang et al., 2019). The comparison between
SCD+SRD+CRD (i.e., MTKD-SSR) and SCD+SRD+Self-
distillation (Zhang et al., 2019) using the ResNet34-18
teacher-student architecture is shown in Table 9. It is
clear that our proposed MTKD-SSR using the CRD self-
distillation performs better than that using self-distillation
(Zhang et al., 2019). Therefore, this demonstrates that the
dark knowledge from the shallow layers can be effectively
distilled to the deep layers to improve the self-distillation per-
formance, and our cross-stage review distillation (CRD)with
different self-reflections at different stages is very effective
for knowledge distillation. Through the above analysis, it can
be concluded that the proposed distillation mechanisms and
knowledge transfer are prominent and the proposed MTKD-
SSR framework is promising for knowledge distillation.

Table 9 Ablation study on self-distillation in terms of Top-1 accuracy (%) on CIFAR-100, and mAP (%) on Market-1501

Datasets Accuracy SCD+SRD+CRD (Ours) SCD+SRD+Self-Distillation (Zhang et al., 2019)

CIFAR-100 Top-1 80.81 80.15

Market-1501 mAP 66.73 65.91
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6 Conclusion

Knowledge distillation has been developed for model com-
pression by transferring knowledge in different forms from
a large teacher to a small student. Motivated by how a
student carries out learning in the real world, our MTKD-
SSR framework has moved one step further by integrating
the advantages of multi-stage learning and student self-
reflection. The former decomposes the learning into multiple
stages with different level of difficulties, and the latter fur-
ther allows a student to reflect on and improve its own
learning. Both two learning principles have been naturally
unified into the proposed MTKD-SSR framework with three
distillation modules, namely stage-wise response distilla-
tion, stage-wise channel distillation and cross-stage review
distillation. We have conducted extensive experiments on
different visual recognition tasks, including image classifica-
tion, person re-identification, image retrieval, and semantic
segmentation, where those experiments together with inten-
sive ablation studies demonstrate that the proposed three
modules functioning together can improve the knowledge
distillation efficiency and lead to a significantly improved
performance. In future, we will explore more efficient and
effective design of the student self-reflection for knowl-
edge distillation, and we also would like to generalize it to
transformer-based vision/language models.
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