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Abstract

In today’s connected market, brands are more likely than ever to face negative press that can put their customer relationships
to the test. Building and fortifying positive aspects of the brand-customer relationship (such as brand commitment, brand
love and self-brand connections) may ward off some of the impact of negative information on customers, but this does not
always provide full protection. Even customers who love a brand can turn against it when negative information enters the
picture. Considering this, the current study provides an exploratory investigation into a new way to build up customer resil-
ience that would otherwise not be formed simply by strengthening positive attributes of the customer-brand relationship. It
argues that brands can strengthen their customers’ immunity to negative brand-related information by using an immunity
metric (i.e., merely asking customers to reflect on their immunity makes them more resilient to actual negative information
in the future). The construct of immunity has the dual benefit of being diagnostic of relationship strength, as well as acting as
an immunizing agent. We test this effect and the process underlying it using three pilot studies, three multi-method studies,
and interviews with customers and managers across different contexts. By doing so, the study establishes the theoretical and
practical value of customer immunity to negative information and makes critical conceptual and pragmatic contributions to
the existing body of customer research.

Keywords Immunity - Negative information - Relationships - Branding - Brand defense strategies - Self-brand connections -
Mere measurement effect

Negative information can be very damaging to any brand
(Ahluwalia et al., 2000) and can engender emotional responses
such as feelings of betrayal that threaten customer loyalty
(Mattila, 2004). The traditional way to build resistance to
negative information is by strengthening the customer-brand
relationship, through brand commitment (Ahluwalia, 2000),
brand love (Batra et al., 2012), self-brand connections and
attachment (Escalas & Bettman, 2003; Park et al., 2010).
However, building and fortifying positive aspects of the
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customer-brand relationship may not fully address what
happens when negative information enters the picture. A few
years ago, the CEO of Abercrombie & Fitch (A&F- a company
that had a strong and loyal customer base) stated that A&F
is exclusively for ‘cool kids.” When the comment went viral,
many consumers were outraged, anti-A&F petitions appeared
online, and a social media campaign was launched to donate
A&F clothing to the homeless to damage the brand’s image
(Fierberg, 2016). This public outcry was one the factors that
contributed to A&F’s financial troubles (Thau, 2013). Spanish
fashion brand Balenciaga is currently experiencing something
similar: all it took was an awful advertising campaign to lead to
a global mass boycotting of a brand that had hitherto enjoyed
great popularity and loyalty. Clearly, a strong brand relationship
may ward off some of the impact of negative information on
customers, but it does not always provide full protection.
Customers who love a brand can still turn on that brand in the
face of negative information, and it is often those customers
who have the strongest relationship with a brand that react more
adversely (Grégoire et al., 2009). When Starbucks rebranded
its loyalty program a few years ago, many consumers went
online to protest the changes. Despite the company insisting
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that existing customers would not be negatively affected, it was
some of the brand’s most loyal and committed customers—
Starbucks cardholders with thousands of points accumulated
over years of loyal patronage—that felt most betrayed and
turned against the brand more aggressively when the negative
information appeared on social media (Barnett, 2012).

So how can brands ensure their customers’ love does not
turn into hate when faced with negative information? Needed
is a way to boost the resilience of customers who are already
connected with the brand, a resilience that would otherwise not
be formed simply by strengthening positive attributes of the
customer-brand relationship over time. Marketing research has
started to look at possible priming effects, whereby resistance
is bolstered by exposure to a stimulus (Dijksterhuis & Bargh,
2001; Wheeler & Petty, 2001), usually a weak form of negative
information (e.g., Mikolon et al., 2015; Wagner et al., 2009).
However, our interviews with managers revealed widespread
reluctance to the use of actual negative information, with one
CEO calling the method “terrifying” or even “grotesque.”
We therefore propose that customers’ resistance to negative
information about a brand may be boosted by using a simpler,
safer, and more managerially practical prime: a measurement.
This measurement asks customers to consider how they would
respond to negative information about a brand in the future
and functions as a prime to build up customer immunity to
negative brand-related information. We define immunity as
customers’ resistance to changing how they view a brand when
confronted with negative information about that brand. This
measurement therefore has the dual benefit of determining and
boosting immunity at the same time.

The mechanism behind this immunity is the mere measure-
ment effect, whereby merely measuring an individual’s inten-
tions can affect their subsequent behavior (e.g., Morwitz et
al., 1993; Morwitz & Fitzsimons, 2004). Specifically, we posit
that by merely asking customers how they would react to nega-
tive information about a brand, their immunity to actual nega-
tive information in the future can be strengthened. In essence,
the question creates cognitive dissonance, which customers
may resolve by tapping into beliefs that reinforce their ini-
tial stance towards the brand. Once activated, these beliefs
remain more salient and more readily available for informa-
tion processing in the future (e.g., when the brand is affected
by actual negative information). Note that the nature of the
negative information is abstract and not specific and therefore
less harmful. We do not argue that immunization always pro-
vides a brand with complete protection from a threat, but it can
fortify its defence. We also theorize and show that immunity
is an important indicator of the strength of the customer-brand
relationship that predicts future customer behavior. Hence, to
future-proof customer relationships, it is in a brand’s best inter-
est to build and measure immunity.

The importance of immunity has never been higher. In
an increasingly connected market, customers’ voices are
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amplified and propagated faster than ever, and user-gener-
ated content can outperform traditional marketing efforts
(Labrecque et al., 2013). Negative information such as exag-
gerated negative word of mouth can reach customers rapidly
and have a greater effect than any of the company’s own
marketing efforts (Harris et al., 2016; Homburg et al., 2015).
We theorize and empirically test a model of customer immu-
nity that makes several important and timely contributions.

First, we respond to calls for research into how brands
can combat the effect of negative information, particu-
larly through pre-emptive approaches (Mikolon et al.,
2015; Ein-Gar et al., 2012). While we know much about
how to strengthen brands (e.g., Fournier 1998; Keller
1993) and how to soften the blow when things go wrong
(e.g., Ahluwalia et al., 2000; Allard et al. 2020; Fennis &
Stroebe, 2014), less is known about how brands can build
strong customer resistance to future negative informa-
tion, especially without priming them with actual negative
information (Mikolon et al., 2015; Wagner et al., 2009).

Second, we contribute to research on negative incidents
and transgressions (e.g., Ahluwalia et al., 2000; Roehm &
Tybout, 2006) by showing that measuring immunity represents
a diagnostic of the strength of the customer-brand relation-
ship and acts as a strong predictor of future customer behavior.
Negative elements can test relationships (Aaker et al., 2004)
and thus provide a crucial context in which to assess more
accurately the status of a relationship; an idea perhaps best
illustrated by the saying: “a friend in need is a friend indeed.”

Third, from a practical perspective the immunity metric pro-
vides management with a simple tool for measuring and stimu-
lating immunity simultaneously. Our interviews with 20 senior
executives from a variety of companies revealed that traditional
customer-brand relationship metrics are important but no longer
sufficient, and that measuring immunity to gauge the strength of
the customer-brand relationship is appealing. Even more attrac-
tive to managers was the possibility of immunizing customers
through something as straightforward as a metric which does
not use specific negative information about the brand.

We conducted three pilots and three studies to test our
hypotheses employing different research methods, multiple
data sources, study participants, and varied research con-
texts. In the next section, we discuss the conceptual founda-
tions of the immunity construct and distinguish it from other
customer-brand relationship constructs. This is followed by
the development of formal hypotheses, presentation of stud-
ies, and discussion of implications.

Customer resistance to negative information

The focus of the current study is on building customers’
resistance to potential negative information they might
encounter in the future. In the marketing literature, most
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studies have focused on what brands can do to build posi-
tive aspects of the customer-brand relationship slowly over
time to achieve some protection against negative events,
or on recovery strategies after the event (see Table 1).
Things that help when brands face negative information
include strong brand commitment (Ahluwalia et al., 2000;
Ahluwalia, 2000; Germann et al., 2014), strong brand
image (Griffin et al., 1991; DeCarlo et al. 2007), posi-
tive customer expectations (Dawar & Pillutla, 2000), high
emotional bonding (Mattila, 2004), strong connections
(Swaminathan et al., 2007; Cheng et al., 2012; Wilson et
al., 2017; Escalas & Bettman, 2003), brand attachment
(Park et al., 2010; Whelan & Dawar, 2016), and brand love
(Batra et al., 2012).

However, when customers are committed to a brand,
or even love it, they can still turn against it when they
encounter negative information. Grégoire et al. (2009)
found that a brand’s best customers often have the most
unfavorable reactions to negative incidents (the love-
becomes-hate effect). Customers with a strong relation-
ship with a brand may react more negatively to negative
events than those with weaker relationships (Trump, 2014;
Wan et al., 2011). Highly committed customers can have
higher recovery expectations following a service failure
than less committed ones (Kelley & Davis, 1994), are
more likely to respond negatively to opportunistic behav-
ior (Ganesan et al., 2010) and are more likely to engage
in anti-brand retaliatory behavior when the relationship
is broken (Johnson et al., 2011). Thus, more research is
needed on how to increase the resistance of valuable cus-
tomers to negative information. In other words, how can
the love-becomes-hate effect be prevented? This ques-
tion is very important from both a practical and academic
perspective.

Priming customer resistance

An emerging body of research has started to focus on
the idea that besides building customer resistance slowly
over time, brands may also strengthen their customers’
resistance to negative information by priming it. Prim-
ing involves exposing individuals to a stimulus—the
prime—which then increases accessibility of information
already existing in memory (Mandel & Johnson, 2002).
This can shape individuals’ future intentions and behaviors
without their awareness (for a review see Dijksterhuis &
Bargh, 2001). In essence, when an individual is primed,
action-relevant constructs associated in memory are acti-
vated and influence behavior (Wheeler & Petty, 2001).
Marketing research has focused primarily on one type of
prime that boosts customers’ resistance to negative informa-
tion: actual negative information about a brand. Mikolon et

al. (2015) demonstrated that exposing customers to weak
negative information about a brand before a service encoun-
ter reduces the negative consequences that future service
failures have on customer satisfaction. Ein-Gar et al. (2012)
found that exposing customers to a small dose of negative
information may increase their future favorability towards a
product (the blemishing effect). Wagner et al. (2009) found
that hypocrisy perceptions about a firm’s stated vs. actual
CSR activities can be mitigated by priming customers with
negative CSR information that has already been reported, or
is anticipated to emerge, along with counterarguments to that
information. However, as noted, we found much reluctance
among managers to expose their customers to actual negative
information about their brands. For that reason, we suggest
that customers’ resistance to negative information may be
boosted simply by priming them with an immunity metric,
which encourages them to conjure some abstract and general
negative information about the brand, and then contemplate
how they would respond to it. We will demonstrate that this
simple consideration can impact future customer behavior.
Thus, the measurement has the dual benefit of assessing the
strength of the customer-brand relationship, while simulta-
neously building up resistance to negative information in the
future—and all without using actual negative information.

Immunity and the mere measurement effect

The underlying mechanism behind our immunization pro-
cess is the mere measurement effect, whereby merely meas-
uring an individual’s intentions can affect his or her atti-
tudes, intentions, and behavior (Feldman & Lynch, 1988;
Morwitz et al., 1993; Morwitz & Fitzsimons, 2004). An
established body of literature has demonstrated that the
mere act of asking customers a question can lead to biased
responses (e.g., Feldman & Lynch, 1988; Simmons et al.,
1993) and even change the underlying behavior itself (e.g.,
Morwitz et al., 1993; Sherman, 1980). Williams et al. (2004,
p. 540) describe the effect as follows: “the act of answering
an intention question can lead not only to an overpredic-
tion of the respondent’s likelihood to engage in the target
behavior, but ultimately to greater likelihood to engage in
the behavior itself.”

Sherman (1980) was among the first to study this effect,
which he termed the “self-erasing error of prediction,” and
which later led to a stream of literature that called it the
“self-prophecy” effect (see Spangenberg & Greenwald, 1999
for a review). He demonstrated that individuals who were
asked about their intentions to perform a socially desirable
behavior (e.g., volunteering time to a charity) systematically
overpredicted their likelihood to perform the behavior and
then, later, were more likely to behave in accordance with
their biased responses. Similar effects have been found in
other contexts, such as voting behavior (Greenwald et al.,
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1988) and donating blood (Godin et al., 2009). Liu and
Aaker (2008) even found that asking people about their will-
ingness to donate time can increase not just the amount of
time, but also the amount of money they will donate.

Mere measurement effects have also been observed in a
wider range of contexts outside the domain of socially desir-
able behaviors. In marketing research, for example, Morwitz
et al. (1993) demonstrated that measuring customers’ inten-
tions to purchase a car or personal computer led to increased
purchase rates among those exposed to the question. Simi-
larly, Fitzsimons and Morwitz (1996) found that asking
customers with a positive attitude towards a brand about
their purchase intention increases choice of that brand later.
Dholakia and Morwitz (2002) found that merely measuring
customer satisfaction affects purchase and relational behav-
iors, and Bone et al. (2016) demonstrated that administering
feedback surveys influences purchase behavior. These mere
measurement effects have been shown to be long-lasting, for
at least a few months after the initial exposure (Spangenberg,
1997, Fitzsimons & Morwitz, 1996; Morwitz et al., 1993). A
study by Dholakia and Morwitz (2002) specifically focused
on the persistence of mere-measurement effects, concluded
that they can last for at least a year.

There are three main reasons why the mere measure-
ment effect is so powerful. First, the act of predicting one’s
intentions can make underlying cognitions, such as attitudes
and intentions, more accessible (Fitzsimons & Morwitz,
1996). And this increased accessibility has been convinc-
ingly shown to influence behavior (see Chapman, 2001 for
a review). Second, measuring intentions encourages more
cognitive effort, which can lead to the creation or change
of attitudes, intentions, and ultimately behavior (Fitzsimons
& Morwitz, 1996; Sherman, 1980). Third, asking an inten-
tion question is not perceived as manipulative or an attempt
to influence (Williams et al., 2004). Individuals who are
exposed to persuasive attempts usually come to recognize
them as such and develop defense mechanisms (Friestad &
Wright, 1994). In contrast, questions regarding future inten-
tions are not perceived as influence tactics and can therefore
have greater impact on customer behavior than actions with
clear persuasive intent (Williams et al., 2004).

The distinction between immunity and related
constructs

Traditional customer-brand relationship constructs involve
developing and maintaining positive associations and eval-
uations for a brand over time and do not consider poten-
tial future negative events that may put the relationship to
the test. Whilst these constructs are extremely useful and
important, they tend to focus on the status quo and past
behavior. Existing measures of brand loyalty, for example,
involve two main components: a strong preference for the

brand and repeat purchase behavior (Jacoby & Chestnut,
1978). Although this construct predicts future behavior, it
is typically measured in terms of past behavior and does
not consider future potential threats to the brand. Like-
wise, commitment, which is broadly defined as psycho-
logical attachment (e.g., Ahluwalia, 2000), is typically
measured as a function of past associations and behavior
(e.g., Ahluwalia et al., 2000; Raju & Unnava, 2006). In
addition, related emotional constructs such as attachment
and brand love (e.g., Batra et al., 2012; Park et al., 2010)
do not consider potential changing events and possible
different circumstances in the future. In contrast, the con-
struct of immunity focuses specifically on what customers
would do if they encountered negative information about
a brand in the future which may change the status quo;
and of course, this is increasingly more likely to happen
nowadays because of the proliferation of social media and
negative brand-related information.

Second, there is no accounting for a customer’s resolve
to withstand any negative incident in many of the existing
measures. Because commitment and loyalty measures do
not draw individuals’ attention to actual or potential nega-
tive information, customers are less likely to consider the
effects of a full range of positive and negative information
on their relationship. Highlighting negative aspects activates
a customer’s “large, conflicting ‘data base’ relevant to their
attitudes on any given topic” (Wilson & Hodges, 1992, p.
38), which motivates consumers to resolve dissonance and
protect their self- identity. Customers’ assessments of future
behavior are likely to be more accurate as a larger and more
varied set of information is brought to bear on the decision.
This allows for a more comprehensive test of the nature of
the relationship with a brand (Aaker et al., 2004).

Another related construct is attitudinal resistance, which
refers to an attitude’s ability to withstand an attack, and is
strongly related to attitude strength (Krosnick et al., 1993;
Krosnick & Petty, 1995). While this construct does begin to
capture customers’ adherence to an attitude despite under-
mining information, it is different from immunity. Attitu-
dinal resistance is based on a respondent’s ability to coun-
ter-argue a specific and direct challenge to a focal attitude
(Tormala & Petty, 2002). Individuals tend to resist persua-
sion when they receive an indication of persuasive intent and
a specific message (e.g., Sagarin et al., 2002). To capture
attitudinal resistance, individuals are typically exposed to
a direct and concrete attack on an attitude. In the case of
immunity, however, there is no specific, direct, and concrete
attack on an attitude, and no persuasive intent, but merely
the provision of a hypothetical abstract scenario.

In summary, while our research builds on this important
literature, it differs in several ways. We deal with immu-
nity specifically in the context of hypothetical brand-related
negative information and customer-brand relationships to
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understand how brands can build immunity at a time when
it is becoming increasingly important to do so. We aim
to provide, first, a tool that managers are willing to use to
strengthen their customers’ immunity against negative infor-
mation, and second, a timely indicator of the strength of the
customer-brand relationship.

Hypotheses

We posit that immunity predicts future customer behavior in
the face of negative brand-related information and is diag-
nostic of customer-brand relationship strength. Some resist-
ance to negative information may be earned by fostering
brand commitment, self-brand connections, and brand love,
but importantly—it may be boosted by exposing customers
to an immunity measure.

Immunity and resistance to negative information

The construct of immunity lends itself well to the mere
measurement effect because measurement-induced judge-
ments are especially likely when individuals have not given
the issue much prior thought (Kardes, 1988; Weiner, 1985).
Most people do not tend to contemplate how they would
respond to negative information about a brand in the future.
It is more natural and likely for them to reflect on prior
experiences with it, than to ponder, unprompted, what they
would do if the brand were to be affected by some negative
information in the future. In our literature review, we have
established that the mere act of asking customers an inten-
tion question about a brand towards which they hold a posi-
tive attitude can lead to an overprediction of a respondent’s
intention, and later, behavioral changes in accordance with
that prediction (e.g., Williams et al., 2004). Accordingly,
asking customers who have a strong relationship with a
brand how they would respond to negative information about
that brand can lead to an inflated assessment of their own
resilience to the negative information, and later, a behavior
that is consistent with it.

When surveyed with the immunity metric, a customer is
likely to conjure something negative that might happen to
the brand. This information will be abstract and unlikely to
be too negative, given the customer’s positive attitude. It will
be sufficient though to create cognitive dissonance, which
the customer will seek to resolve by searching memory for
beliefs that reinforce their initial positive stance towards the
brand (Festinger, 1957). To minimize dissonance, they are
likely to defend the brand, by engaging in biased information
processing (Kunda, 1990), counterarguing or questioning the
validity of the hypothetical information source (Ahluwalia
et al., 2000; Swaminathan et al., 2007), resorting to escalat-
ing commitment (Baumeister et al., 1993), and reaffirming
their positive attitudes, which ultimately further increase
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behavioral intentions towards the brand (Wilson et al.,
2017). Because the customer’s desire to remain consistent
will lead to their behavior ultimately lining up with their
initial prediction (Spangenberg & Greenwald, 1999), merely
measuring immunity can strengthen customers’ resistance to
negative information about a brand in the future.

Compared to other measures that focus on positive
aspects of the customer-brand relationship, the immunity
metric—with its focus on imagined negative information and
future intentions—requires customers to be more delibera-
tive by considering a wider range of data points or informa-
tion, which may be both positive and negative (Fiske, 1980;
Petty & Cacioppo, 1986; Liberman & Chaiken, 1992). The
customer will pause and re-evaluate his or her initial impres-
sion of the brand, which increases the impact of that infor-
mation on attitudes, and which makes these positive attitudes
more accessible later (Ein-Gar et al., 2012).

In sum, when considering hypothetical negative infor-
mation about a brand with which they have a strong rela-
tionship, customers will engage in a dissonance reduction
mechanism to protect the brand, and process more data
points than in the absence of any negative information or in
response to only positive information. Once their positive
beliefs are activated, they will remain more salient and more
readily available for information processing later (Mandel &
Johnson, 2002; Fitzsimons & Morwitz, 1996), thus making
customers more likely to maintain, or even strengthen, their
intentions towards the brand when faced with real negative
information. Thus, we predict that exposure to the immunity
measure (vis-a-vis not being exposed to it) enhances cus-
tomer resistance to potential future negative brand informa-
tion. Accordingly, we hypothesize:

H1 Merely measuring immunity will strengthen customers’
resistance to negative information about a brand in the
future.

H2 The positive effect of measuring immunity on customers’
resistance to negative information about a brand in the
future is sequentially mediated by (a) a desire to reduce
dissonance to protect the brand and (b) a consideration
of varied datapoints.

The interaction effect

Because immunity strengthens exiting positive attitudes,
there must be a strong positive prior attitude for the immu-
nity effect to occur. The mere-measurement effect works
best when the customer already has some accessible and
positive attitudes toward a brand (Morwitz et al., 1993).
The implication is that brands that have already built some
resilience by strengthening the customer-brand relation-
ship over time (i.e., brand commitment, brand love, and
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self-brand connections) can boost that resilience further to
avoid the love-becomes-hate effect. They can fortify posi-
tive attitudes and make customers more resistant to negative
information that may attack the brand in the future (Petty
& Krosnick, 1995; Tormala & Petty, 2004). While the tra-
ditional way to attenuate the damaging love-becomes-hate
effect is through recovery attempts, such as offering apolo-
gies and compensation (Grégoire et al., 2009), we suggest
that, in addition, immunizing customers in advance can lead
to resilience that would otherwise not be formed simply by
strengthening positive attributes of the customer-brand
relationship. It can provide brands with an effective way to
build up further resistance in their customers against nega-
tive information. Accordingly, we hypothesize that:

H3 The positive effect of (a) brand commitment, (b) self-
brand connections and (c) brand love on customers’
resistance to negative information is strengthened by
merely measuring immunity.

Overview of studies

To test the hypotheses and develop and validate a parsimoni-
ous and reliable measure of immunity, we conducted three
pilot studies and three main studies (summarized in Table 2).

Pilot studies
Pilot Study 1: Initial item generation and selection

To develop the immunity measurement scale, we followed
established scale development procedures and conducted
in-depth interviews (over a period of 5 months and last-
ing 20-130 min) with 78 customers from a variety of age,
gender, social and professional backgrounds, and 12 senior
managers across different industries in Pilot Study 1. Our
aim was to develop a parsimonious scale that allowed us to
test our hypotheses and be useful and accessible to managers
wishing to immunize their customers. Based on the findings
from the interviews and a literature review we generated a
pool of 28 scale items to capture the critical psychologi-
cal and behavioral aspects of immunity. From this pool, we
selected a subset of items with “different nuances of mean-
ing” (Churchill, 1979, p. 68) and reverse-coded several items
to minimize “yea-* or “nay-* saying response bias (Baum-
gartner & Steenkamp, 2006). We then pretested the items
with 263 customers recruited for the purpose of this study
in a large shopping mall. In accordance with Thomson et
al. (2005), we removed items that were poorly understood
by participants. This resulted in the deletion of 12 items. To
maximize content validity, we discussed the revised set of
16 items with 5 academic experts and 8 managers, to ensure

clarity of construction and domain representativeness (Nun-
nally, 1967). Consequently, we eliminated 5 items and fine-
tuned the remaining 11 items to make them more precise
and meaningful. We then conducted two focus groups with
61 customers of a supermarket chain to identify problems
with the immunity scale, which reduced the number of scale
items further. We conducted standard factor analytical tests
recommended by Churchill (1979) and obtained a final set of
four items for our immunity scale (“My relationship with X
is not affected by negative information about the business,”
“Negative information about X changes the way I think
of the business,” “Negative information about X does not
change my general view of the business,” “I change the way
I do business with X based on negative information about
the business”) anchored by 1= “strongly disagree” and 7 =
“strongly agree.”

Pilot Study 2: Item validity and reliability

To further test the immunity’s scale validity and reliability
in a different context, namely financial services, we collabo-
rated with a publicly listed retail bank for a second pilot
study (N=1,093). Specifically, we examined the effect of
immunity on actual customer purchase behavior and com-
pared its effect relative to extant brand attitude and commit-
ment measures (see Web Appendix A for a detailed discus-
sion of Study Method and Design, Setting, and Measures).
The results offered support for discriminant validity and
showed that immunity acts as a potent predictor of actual
future customer purchase behavior.

Measurement model evaluation The quality of our meas-
urement development efforts was assessed by examining
unidimensionality, convergent validity, reliability, and
discriminant validity. In support of the unidimensional-
ity of each construct, items loaded at least 0.80 on their
respective hypothesized construct and did not load more
than 0.30 on other constructs in a factor analysis. Specifi-
cally, for the immunity scale, all variables loaded heavily
on the intended factor (0.90, 0.94, 0.95, 0.83) but loaded
minimally on other factors (<0.30). All loadings were sig-
nificant (p <.01), providing support for convergent validity.
Coefficient alphas were high and ranged from 0.93 to 0.96,
all exceeding the recommended 0.70 threshold. In addition,
we computed the average variance extracted (AVE) and
composite reliability (CR) to assess reliability jointly for
the items of individual constructs. The AVE for all scales
exceeded 0.70 and composite reliabilities were higher than
0.90, demonstrating good reliability. Moreover, to assess dis-
criminant validity we followed Fornell and Larcker’s (1981)
procedure and compared the AVE for all pairs of constructs
with the squared correlation between the two constructs of
interest (Web Appendix A Table 1). The squared correlation
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between all pairs of constructs was less than the respective
AVE for each of the constructs in the pair, thus providing
support for discriminant validity. We also assessed the pres-
ence of multicollinearity by examining variance inflation
factors, correlation between constructs, partial correlation,
and principal components regression and found that multi-
collinearity is unlikely to be an issue of concern in our data
(e.g., Rust et al., 2004).

Evidence for discriminant validity Correlation coefficients
signal that the measure of immunity behaves as expected in
relation to other constructs (Churchill, 1979). We used a set
of confirmatory factor analyses (CFA) to examine discrimi-
nant validity, that is, whether brand immunity is significantly
related to but distinct from extant attitude and commitment
measures. Specifically, we compared the chi-square (Xz) of
the model where the measures of immunity and attitudes
were allowed to correlate (r=.16, p <.001; X2(13) =31.89,
p <.05) with a model in which the two measures were
forced to be perfectly correlated (X2(14)= 85.57, p<.001).
The difference between the two models was significant
(A X2(1)=53.68, p <.001), which shows that the immu-
nity measure is related to but empirically distinct from the
measures of attitude. Moreover, immunity relates to (r=.23,
p<.001; X2(13) =21.89) but is empirically distinct from com-
mitment (A x*;,=5.59, p<.05).

Prediction of customer purchase To test the relative impact
of immunity, we simultaneously estimated paths among
the focal constructs, control variables, and actual customer
purchase behavior. The findings demonstrate that immu-
nity has a stronger effect on actual purchase behavior than
attitude (y=0.22, p<.001 vs. y=0.01, p> .90, respec-
tively) (Web Appendix A Table 2). Immunity is also a bet-
ter predictor of actual purchase behavior than commitment
(y=0.07, p<.001). The model explains 75% of the vari-
ance in customer behavior and fits the empirical data well
(Xz(gs) =273.8; CF1=0.99; TLI=0.99; RMSEA =0.042
(90% confidence interval =0.036 to 0.047).

Taken together, the two initial Pilots enabled us to
develop and test a concise and managerially practical scale
of immunity. In Pilot Study 3, we further examined immu-
nity’s predictive validity and customers’ consideration of
varied datapoints.

Pilot Study 3: Predictive validity and customer
consideration of a wider range of data points
or information

Pilot Study 3 investigated whether individuals consider a
more varied range of datapoints or information, including
potential future negative brand-related information, when

evaluating their relationship with immunity as opposed to
other measures. A total of two hundred eighty-nine manag-
ers participated as part of a series of executive education
programs (see Web Appendix B for a detailed discussion of
Study Design, Procedure, and Measures).

An analysis of thought statements revealed that open-ended
feedback in response to immunity drew on a consideration
of more varied datapoints compared to when no relationship
measure was used (control) or in response to traditional atti-
tudes and commitment measures. This included (1) personal
past brand experiences, (2) brand-related information and sto-
ries in the media, (3) comparisons with other brands, and (4)
evaluations of brand perceptions by relatives and friends (see
Web Appendix B Table 1). Notably, thought statements in
response to immunity drew on almost three times as many per-
sonal brand experiences as statements in response to measures
of brand attitude and commitment, or when no brand measure
(control) was provided. Immunity also triggered significantly
longer (in number of total words) responses by participants
than brand attitude, commitment, and love measures. Thus,
individuals engage in more elaborate information processing
and draw on more varied datapoints when assessing their rela-
tionship with a brand in response to the immunity measure
than with measures of brand attitude and brand commitment.
Furthermore, when participants’ immunity is measured, they
should also be more likely to consider potential future nega-
tive information about a brand than in response to any other
construct. To further examine the immunity scale’s predictive
validity and to test H1, we conducted Study 1.

Study 1

Study 1 tests H1 by examining the extent to which customers
exposed to the immunity scale are less affected by negative
information about a brand and exhibit higher purchase inten-
tions than customer not exposed to it (control) or exposed to
an attitude measurement scale.

Design and procedure

Study 1 adopted a single-factor (measurement of: immu-
nity vs. brand attitude vs. control) between-subjects design.
Three hundred thirty-five postgraduate students took part in
the study as part of a business course and answered questions
about Amazon.com as the focal brand. Amazon was identi-
fied based on a pretest (N=90) that demonstrated familiarity
(“T am very familiar with Amazon”; M =6.50, SD=2.05)
and frequent use (“I use Amazon very often,” “I frequently
purchase things on Amazon”; r=.69; M=6.68, SD=1.68),
with anchors 1 = “strongly disagree,” 9 = “strongly agree.”

The study was conducted in two parts. First, participants
were randomly assigned to one of three groups and rated
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their purchase intentions (“I will keep using Amazon for
my online shopping in the near future,” “I am very happy
to rely on Amazon for my shopping needs,” “I continuously
use Amazon for buying things”; «=.87). Participants in
group 1 (N=110) then rated their immunity (“My relation-
ship with Amazon is not affected by negative information
about it,” “Negative information about Amazon changes
the way I think of the Amazon brand” (reverse coded),
“Negative information about Amazon does not change my
general view of the Amazon brand,” “I change the way I
do business with Amazon based on negative informa-
tion about it” (reverse coded); a«=.83). Those in group 2
(N=112) completed brand attitude measure (“For me
Amazon is...” 1 = “bad”/ “dislikeable”/unfavorable,” 9 =
“good”/’likeable”/”’favorable”’; a=0.90), while participants
in group 3 (control -N=113) did not answer any additional
questions.

In the second part of the study, which took place two
weeks later in order to minimize possible demand character-
istics, participants in all three groups read a scenario osten-
sibly reported in BusinessWeek’s latest Tech section, which
a pretest (N=90)—using Ahluwalia et al.’s (2000) message
valence (11-point scale ranging from —5 to +5), extremity
(9-point scale), and believability (9-point scale)—demon-
strated to be perceived as negative (M =-2.06, SD=2.98),
moderately extreme (M =4.44, SD=2.35), and believable
(M=6.73,SD=1.87):

Amazon has been going from strength to strength as
of late. Even Wall Street has begun to fall in love with
the company. But there may be dark clouds appear-
ing, as Amazon has been embroiled in a potential data
privacy scandal. Evidence suggests that Amazon has
made it standard practice to sell some of its customer
data to third parties. Is it still safe to shop at Amazon?
Consumers may wonder.

Participants again noted their purchase intentions as in
time period 1 (a¢=0.77). Finally, we thanked participants
and debriefed them about the study’s purpose and fictitious
scenario.

Results and discussion

In period 1, participants‘ purchase intentions did not differ
across group 1, which was exposed to the immunity scale
(M =6.50, SD=1.96), group 2, which answered the brand
attitude scale M =6.63, SD=1.90), and group 3 (control)
(M =6.49, SD=1.89) who only indicated purchase inten-
tions (F(2, 334)=0.17, p=.841). However, after exposure
to the negative information, purchase intentions in the con-
trol (group 3) M =5.27, SD=1.98; 1(221)=4.18, p<.001)
and those who responded to the attitude scale (group 2)
(M =5.38, SD=1.76; #(220) =3.95) were significantly
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lower compared to the immunity group (group 1) M =6.35,
SD =1.89). Participants who were exposed to the immunity
measure did not report significantly lower purchase inten-
tions in period 2 after reading the negative information about
Amazon compared to time 1 (My;,. o = 6.35 vs. Myjpe | =
6.50; t(218)=0.60, p =.552). Thus, the findings provide
strong support for H1 and suggest that merely measuring
immunity strengthens customers’ resistance to negative
information about a brand in the future. We conducted Study
2 to test H1-H3.

Study 2

To examine H1-H3, Study 2 manipulated whether immu-
nity was present or absent and tested if participants who
were exposed to the immunity measure in time period 1 (T,)
display a different response to negative information in time
period 2 (T,) than those who were not exposed to the immu-
nity measure (H1). We also test H2 to investigate if cus-
tomers’ desire to protect a brand, their careful consideration
of a diverse and large number of relevant past datapoints,
and potential future negative brand information act as serial
mediators explaining the effects of immunity on responses
to negative information. Finally, Study 2 tests the extent to
which immunity enhances the effects of traditional brand
relationship constructs on desire to protect the brand and
consideration of varied datapoints (H3).

Design and procedure

We collected data from US Amazon Mechanical Turk work-
ers across two time periods for a prorated equivalent of $10
per hour. In time period 1 (T,) 1,300 respondents were ran-
domly assigned to one of three conditions (immunity present
vs. immunity absent and the control). Six days later (T,)
we targeted respondents from T, with a follow-up study.
Responses for whom we could not match T, answers to
answers in T, were dropped. The final dataset consisted of
593 responses (Ncontrol = 196’ Nimm present = 196’ Nimm absent
=201). Respondents did not differ in demographic statistics
(gender, age) across the two phases of the study (p =ns). The
demographics data did not affect the results and thus is not
discussed further. All respondents were exposed to negative
brand information in T,, which was a previously published
(see Giuffredi-Kéhr et al., 2021) fictitious social media post
about Nike (see Web Appendix C Fig. 1).

In T, respondents in the immunity present condition
responded to questions regarding immunity, their commit-
ment to the Nike brand, self-brand connections, and brand
love, their future purchase intention, and willingness to pay
for a pair of Nike running shoes. Respondents in the immu-
nity absent condition only answered questions about their
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future purchase intention, willingness to pay and questions
about their commitment to the Nike brand, self-brand con-
nections and brand love in T,. Respondents in the control
condition only indicated their purchase intention and will-
ingness to pay in T;.

Six days later, respondents across the three conditions
were contacted again to measure their desire to protect the
brand and consideration of datapoints. Next, they were
exposed to the negative social media post about Nike. We
then asked respondents to indicate their future purchase
intention and willingness to pay. Finally, we measured
familiarity with the brand, believability of the social media
post, interest in the social media post, and asked them to
guess the purpose of the study. All items were evaluated on
seven-point scales and unless otherwise indicated we used
endpoints anchored at 1 = “not at all” and 7 = ““very much.”
At the end of the study people were debriefed about the ficti-
tious nature of the social media post.

Measures

The main dependent variables were respondents’ purchase
intention (“I will buy Nike products in the future” 1 = “disa-
gree,” 7 = “agree”) and willingness to pay in US$ (“How
much are you willing to pay for a pair of Nike sneakers/
running shoes?”) after exposure to the negative social media
postin T,.

Respondents indicated their desire to protect the brand:
“If I were to receive negative information about Nike, I
would have the desire to protect the brand,” and “If I were
to receive negative information about Nike, I would have the
desire to protect my self-image” (r=.72). To assess respond-
ents’ consideration of varied datapoints we asked them the
extent to which they considered varied past experiences and
potential future negative information about the brand using
5 items (x=0.88).

For brand commitment, we adapted three items from Ahl-
uwalia et al.’s (2000) published scale. For self-brand con-
nections we adapted 7 items from Escalas and Bettman’s
(2003) and Park et al.’s (2010) published scales (a=0.96).
For brand love, we adapted 7 items from Batra et al.’s (2012)
and Bagozzi et al.’s (2017) brand love scales (a=0.98). We
captured immunity by asking respondents to indicate the
extent to which they disagreed or agreed with three state-
ments in accordance with our immunity scale (x=0.82).

Finally, we invited respondents to write down their
thoughts about the purpose of the study (“What do you think
is the purpose of this study?”), brand familiarity (“How
familiar are you with Nike?” 1 = “not at all familiar,” 7 =
“very familiar”), believability of the social media post (“How
believable is the post about Nike?,” “How trustworthy is the
post about Nike?” 1 = “not at all,” 7 = “very much”; r=.64),
and their interest in the post (“How interesting do you find

the post about Nike?,” “How relevant is the post about Nike
to you?” 1 = “not at all,” 7 = “very much”; r=.58). No
respondent guessed the study’s purpose and the three condi-
tions did not differ on any of these controls. In Web Appen-
dix C, Table 1 shows cell means for the variables collected,
Table 2 shows measurement items descriptives, and Tables 3
and 4 show factor analysis results and correlations among
constructs, respectively. In addition, a post-hoc test (N=90)
assessed the brand incident’s severity (“The brand incident
is very serious,” “This brand incident is of great severity”;
r=.75) and valence (“The brand incident is very...” (1) =
“positive,” (7) = “negative,” “I consider the brand incident
as very...” (1) = “good,” (7) = “bad”; r=.77), showing that
the brand incident was seen as moderately severe (M =4.73,
SD=1.88) and negative (M =5.10, SD=1.61).

Results

Effects of immunity (vs. immunity absent) on response to
negative information In T, respondents’ future purchase
intention of Nike products did not differ across the three
conditions (Mgniro1 = 505, Mimm apsent = 3-07, Mimm present
= 5.13; F(2, 590)=0.24, p=.790; see Web Appendix C
Table 1). But after exposure to the negative social media
post, future purchase intentions were significantly weaker
in the control (M =3.85) versus the immunity condition
(M =4.99; t(390) =5.64, p <.001). Furthermore, respond-
ents indicated weaker intentions to buy Nike products in
the future in the immunity absent (M =3.82; t(394)=5.81,
p <.001) vs. the immunity present condition. Similarly,
respondents’ willingness to pay for Nike shoes did not
differ across the control (M =133.47), immunity absent
(M =138.29) and immunity present (M =123.99; F(2,
541)=0.22, p=.802) conditions in T (Web Appendix C
Table 1). In T,, however, after exposure to the negative post
respondents noted significantly weaker willingness to pay
in the control (M =70.74) and immunity absent (M =70.20)
vs. the immunity present condition (M =121.61) (F(2,
550)=7.48, p=.001). Taken together, these results support
HI.

Effects of immunity on desire to protect the brand and
consideration of varied datapoints Desire to protect the
brand was significantly greater in the immunity present
(M =4.36) than in the control (M =3.64) and immunity
absent (M =3.42) condition (F(2, 589)=12.92, p<.001)
(Web Appendix C Table 1). Moreover, respondents’ consid-
eration of varied datapoints was significantly greater when
immunity was present (M =4.98) vs. absent (M =4.36) and
the control (M =4.37) (F(2, 589)=11.57, p<.001). Thus,
immunity triggers a stronger desire to protect the brand and
greater consideration of varied datapoints when assessing
one’s relationship with a brand (H2).

@ Springer



Journal of the Academy of Marketing Science

Test of the mediating mechanism We used bootstrapping with
repeated extraction of 5,000 samples (Hayes, 2017, PRO-
CESS v3.4 model 6) and the results in Fig. 1 Panel A show
that H2 is supported. Evidence for sequential mediation was
confirmed (indirect effect=0.480, Boot SE=0.101, CI: 0.289,
0.678). Switching the order of the mediators led to a weaker
R? (0.36 vs. 0.17, p<.001), suggesting that our sequence of
mediators is more appropriate. The results in Fig. 1 Panel B
show that these results are replicated with willingness to pay
at T, as the DV, in additional support of H2.

The moderating role of immunity We again used bootstrap-
ping with repeated extraction of 5,000 samples (Hayes,
2017, PROCESS v3.4 model 85) to test the moderating role
of immunity and report the full set of results for brand com-
mitment in Fig. 2 Panels A-B. For self-brand connections
and brand love we created a summative scale as items of
these loaded on one factor (see Web Appendix C Table 3)
and we report the full set of results in Fig. 3 Panels A-B as
well as Web Appendix C. The results show that the interac-
tion between brand commitment and immunity predicted
desire to protect the brand (B =0.55, p <.01; see Fig. 2 Panel
A), such that desire to protect the brand increased when
immunity was present. Notably, conditional effects revealed
that commitment had a positive effect on desire to protect
the brand in the immunity present condition (conditional
effect=0.72, Boot SE=0.135, p<.001, CI: 0.458, 0.988)
but had no effect when immunity was absent (conditional
effect=0.18, Boot SE=0.127, p=.161, CI: —0.072, 0.428).
Desire to protect the brand, in turn, influenced considera-
tion of varied datapoints (f=0.19, p <.001). The interac-
tion between brand commitment and immunity predicted
consideration of varied datapoints, such that strong brand
commitment enhanced consideration of varied datapoints
in the immunity present condition (conditional effect=0.40,
Boot SE=0.105, p<.001, CI: 0.198, 0.611) but not when
immunity was absent (conditional effect=—0.06, Boot
SE=0.096, p=.561, CI: —0.244, 0.133). Subsequently,
consideration of varied datapoints significantly predicted
future purchase intentions after exposure to a negative
brand event in T, (=0.59, p <.001). Conditional indirect
effects revealed a significantly more pronounced positive
effect of commitment on purchase intensions for the immu-
nity present (indirect effect=0.080, Boot SE=0.025, CI:
0.036, 0.136) than for the immunity absent condition (indi-
rect effect=0.020, Boot SE=0.018, CI: —0.014, 0.058).
The results in Fig. 2 Panel A also show a direct effect of
brand commitment on future purchase intentions after neg-
ative brand event exposure (f=0.66, p <.01), suggesting
that alternative mediators are operative. Immunity did not
moderate the direct effect of brand commitment on purchase
intentions (f = —0.24, p=.154). These results were repli-
cated with willingness to pay as the DV (see Fig. 2 Panel B).
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Discussion

In support of our predictions, purchase intention and will-
ingness to pay after exposure to negative brand-related
information are significantly greater when customers are
exposed to an immunity measure than when they are not.
Moreover, desire to protect the brand and consideration of
varied datapoints act as serial mediators in the relationship
between immunity and response to negative information.
The results also confirm a moderating effect of immunity
such that traditional relationship strength measures have a
stronger effect on desire to protect the brand and consid-
eration of varied datapoints when immunity is present vs.
absent. In order to test the generalizability of these results
and customers’ response to actual negative information, we
carried out Study 3.

Study 3

Study 3 tested H1-H3 and examined customers’ response
(brand usage) in an actual negative information context. Spe-
cifically, we collected data from consumers about Facebook.
Initially, our intention was merely to replicate the findings of
Study 2 in a different context, but coincidentally, one week
after our initial measurement, Facebook launched an attack
ad on Apple in major U.S. news outlets. Consumers largely
reacted negatively to the ad and, thus, it was considered
a mishap that led to much negative information about the
brand. This provided us with a unique and fortuitous oppor-
tunity to test whether our initial measurement had boosted
the resilience of Facebook customers vis-a-vis actual nega-
tive information about the brand. We contacted the same
customers again one week after the incident to examine to
what extent their behavior (Facebook usage) had changed.
Thus, Study 3 tests immunity in an actual field setting.

Design and procedure

We employed US Amazon Mechanical Turk workers across
two different time periods for a prorated equivalent of $11 per
hour. In time period 1 (T;) we randomly assigned 550 partici-
pants who passed our initial screening question (whether they
had a Facebook account) to one of three conditions (immu-
nity present vs. immunity absent and the control). Two weeks
later, in time period 2 (T,), we approached respondents from
T, again with a follow-up study. Only responses with matched
answers across the two time periods and from participants who
did not fail the attention check (“I am a robot,” 1 =disagree,
7=agree) were retained. The final dataset consisted of 226
1esponses (Negnior = 74, Nimm present = 79> Nimm absent = 77)-

In T, respondents in the immunity present condition noted
their past usage of the study’s focal brand (Facebook), brand

contro
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Effect = 14.93, Boot SE = 4.73, Cl = [5.82, 24.53]

Fig.1 A Process model (Hayes, 2017, Model 6) testing the media-
tional role of desire to protect the brand and consideration of var-
ied datapoints in the relationship between immunity (IV) and pur-
chase intentions after a negative brand event (DV). B Process model

commitment and self-brand connections as well as immu-
nity. After a brief filler task, they answered questions about
their desire to protect the brand and consideration of varied
datapoints. Respondents in the immunity absent condition

A

Control Variables
Willingness to Pay T,: B = .15, p =.002
Brand commitment: B = 23.34, p = .034
Self-brand connections: B = 11.12, p = .459
Brand love: B = 16.54, p = .070
Brand familiarity: B = -3.92, p = .602
Post believability: B = 6.06, p = .445
Post interest: B = -4.35, p = .602

e o o o o s .

(Hayes, 2017, Model 6) testing the mediational role of desire to pro-
tect the brand and consideration of varied datapoints in the relation-
ship between immunity (IV) and willingness to pay after a negative
brand event (DV)

answered questions about their past brand usage as well their
brand commitment and self-brand connections. After a brief
filler task, they answered questions about their desire to protect
the brand and consideration of varied datapoints. Finally, those
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Fig.2 A Process model (Hayes, 2017, Model 85) testing the moder-
ating role of immunity and the mediational role of desire to protect

the brand and consideration of varied datapoints in the relationship
between brand commitment (IV) and purchase intentions after a neg-
ative brand event (DV). B Process model (Hayes, 2017, Model 85)

in the control condition indicated their past brand usage, desire
to protect the brand, and consideration of varied datapoints.

Two weeks after T, we contacted respondents across
the three conditions again and shared with them the real

incident Facebook had been involved in a week earlier
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testing the moderating role of immunity and the mediational role of
desire to protect the brand and consideration of varied datapoints in
the relationship between brand commitment (IV) and willingness to
pay after a negative brand event (DV)

(one week after T,; see Web Appendix D Fig. 1). Specifi-
cally, Facebook had run newspaper attack ads on Apple
for limiting companies’ access to personalized ads in the
New York Times, Washington Post and Wall Street Jour-
nal. Apple responded by blaming Facebook of “disregard
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Fig.3 A Process model (Hayes, 2017, Model 85) testing the moderat-
ing role of immunity and the mediational role of desire to protect the
brand and consideration varied datapoints in the relationship between
self-brand connections and brand love (IV) and purchase intentions
after a negative brand event (DV). B Process model (Hayes, 2017,

for user privacy” (Bloomberg, 2020). After receiving the
manipulations, respondents answered the key measures. As
in Study 4, items were evaluated on seven-point scales and
unless otherwise indicated we used endpoints anchored at
1 = “not at all” and 7 = “very much.”

Boot CI
(-6.089, 2.307)
(2.223, 11.605)

Control Variables

Willingness to Pay T,: B = .16, p <.001
Brand familiarity: B = -6.02, p = .424
Post believability: B = 8.10, p = .294
Post interest: B = -2.71, p = .746

« e o .

Model 85) testing the moderating role of immunity and the media-
tional role of desire to protect the brand and consideration varied
datapoints in the relationship between self-brand connections and
brand love (IV) and willingness to pay after a negative brand event
(DY)

Measures
We asked participants to indicate their brand usage (“How

many hours have you spent on Facebook in the last week?”)
in T, as our dependent variable. We asked respondents to
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indicate their desire to protect the brand and consideration
of varied datapoints with the same 2-items (r=.79) and 5
items (x=0.87) measures as in Study 2, respectively. For
brand commitment, we adapted two items from Ahluwalia
et al.’s (2000) published scale, and for brand-self con-
nections we adapted 4 items from Escalas and Bettman’s
(2003) and Park et al.’s (2010) published scales (a=0.95).
We captured immunity with the 3-item measure as in Study
2 («=0.94). We asked respondents to guess the purpose of
the study and to indicate how busy they had been in the past
week (“I was exceptionally busy last week,” “Last week I
had more leisure time than I usually do” (reverse); r=.72).
We also asked them to note their brand familiarity (“How
familiar are you with Facebook?” (1) = “not at all familiar,”
(7) = “very familiar”), severity of the brand incident (“The
brand incident is very serious,” “This brand incident is of
great severity”; r=.75), as well as the incident’s valence
(“The brand incident is very...” (1) = “positive,” (7) =
“negative,” “I consider the brand incident as very...” (1) =
“good,” (7) = “bad”; r=.83) and relevance (“How relevant
is the brand incident to you?,” “How interesting do you find
the brand incident?”; r=.83). Finally, respondents indicated
their age and gender (1 =male, 2 =female). No respondent
guessed the study’s purpose and the three conditions did
not differ on any of the controls (Web Appendix D Table 1).
Web Appendix D Table 2 shows measurement items descrip-
tives and Tables 3 and 4 list factor analysis results, and cor-
relations among constructs, respectively.

Results

Effects of immunity vs. (immunity absent) on response to
negative information In T, respondents’ brand usage did
not differ across the three conditions (Mo = 23.71,
Mimnm absent = 23-61, M present = 23.77; F(2, 225)=0.01,
p=.998; Web Appendix D Table 1). After the negative
information, however, in T, respondents’ brand usage was
significantly higher in the immunity present (M =23.24) vs.
the immunity absent (M =17.22; t(150)=2.13, p=.035) and
the control (M =17.26; t(147)=2.12, p=.035) conditions.
These results support H1.

Effects of immunity on desire to protect the brand and con-
sideration of varied datapoints Desire to protect the brand
was significantly greater in the immunity present condi-
tion (M =3.41) than in the control (M =2.49; t(147)=3.85,
p<.001) and immunity absent (M =2.75; t(150)=2.62,
p=.010) conditions (Web Appendix D Table 1). Moreover,
respondents’ consideration of varied datapoints was signifi-
cantly greater when immunity was present (M =3.57) vs.
absent (Mim absent = 2-60; 1(150)=3.33, p<.001; M,y p001
=2.70; t(147)=3.40, p <.001). Together, these results sup-
port H2.
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Test of H2-H3 As in Study 2, we used bootstrapping with
repeated extraction of 5,000 samples (Hayes, 2017, PRO-
CESS v3.4 model 6) and the results in Fig. 4 show that
H2 is supported. We used bootstrapping with repeated
extraction of 5,000 samples (Hayes, 2017, PROCESS v3.4
model 85) to test the moderating role of immunity on the
influence of commitment and self-brand connections (see
Fig. 5 Panels A-B). As predicted, the interaction between
commitment and immunity influenced desire to protect the
brand (p=0.77, p<.001; see Fig. 5 Panel A). Critically,
conditional effects revealed that commitment had a positive
effect on desire to protect the brand in the immunity pre-
sent condition (conditional effect=0.56, Boot SE=0.106,
p<.001, CI: 0.352, 0.772), while we found a negative effect
when immunity was absent (conditional effect=—0.21, Boot
SE=0.100, p=.035, CI: —0.411, —0.015). We also found
a positive influence of immunity on desire to protect the
brand (8=0.63, p=.006), which in turn influenced consid-
eration of varied datapoints (f=0.21, p=.006). Notably, in
addition to the direct influence of immunity on considera-
tion of varied datapoints (f=0.77, p <.001), the interac-
tion between commitment and immunity predicted consid-
eration of varied datapoints (f =0.46, p=.001), such that
commitment enhanced consideration of varied datapoints
in the immunity present condition (conditional effect=0.31,
Boot SE=0.101, p=.003, CI: 0.109, 0.509) but not when
it was absent (conditional effect=—0.15, Boot SE=0.088,
p=.084, CL: —0.329, 0.021). Subsequently, consideration of
varied datapoints significantly predicted brand usage after
exposure to negative information in T, (f=1.92, p <.001).
Conditional indirect effects revealed a positive effect of com-
mitment on brand usage for the immunity present condition
(indirect effect=0.223, Boot SE=0.129, CI: 0.002, 0.509)
but no effect for the immunity absent condition (indirect
effect=—0.084, Boot SE=0.070, CI: —0.264, 0.003). The
results showed a direct effect of immunity on brand usage
(p=4.37, p = -002). There was no direct effect of commit-
ment on brand usage (p = -1.92, p=.174) and immunity
did not moderate the direct effect of commitment on brand
usage (f=1.30, p=.174) (Fig. 4 Panel A). These results
were replicated with brand-self connections as IV (see Fig. 5
Panel B).

Discussion

Study 3 replicated H1-H3 by manipulating customers’ expo-
sure to immunity vs. commitment and self-brand connec-
tion measures (and control) prior to exposure to a real brand
incident and by studying customers’ brand usage behavior
in response to answering the immunity measure and actual
negative brand information. The results showed that immu-
nity effectively shielded the brand against consumer back-
lash after negative information. Study 3 thus underscores the
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Fig.4 Process model (Hayes, 2017, Model 6) testing the mediational role of desire to protect the brand and consideration varied datapoints in
the relationship between immunity (IV) and brand usage after a negative brand event (DV)

potential of immunity and points to provocative implications
for theory and marketing practice.

General discussion

This paper proposed a new construct of customer immunity
and conceptualized it as customers’ resistance to changing how
they view a brand when confronted with negative information
about that brand. We developed a parsimonious measure of
immunity that captures the extent to which the relationship
between a customer and a brand is resilient to negative infor-
mation. We have investigated immunity, showing that it helps
customers form a stronger resistance to negative information.
Customers’ desire to protect a brand and consideration of var-
ied datapoints when assessing their relationship with a brand
help explain the effect. We have provided support for this result
studying different brand incidents and relying on different
respondent samples across different purchase contexts. Fur-
thermore, we have shown that immunity strengthens the posi-
tive effects of traditional relationship strength measures such
as brand commitment, self-brand connections, and brand love.

Theoretical contributions

Our study makes three important theoretical contribu-
tions. First, we contribute to work on how customer-brand

relationships may remain strong even in the face of nega-
tive brand-related information. Previous research has
focused mainly on building up resistance through brand
commitment, brand love, etc. However, this may not always
shield a brand against a negative information. We therefore
introduced the construct of immunity as a means of further
defending the brand, and importantly, without using actual
negative information. When customers are exposed to an
immunity measure, they tend to protect the brand and draw
on more datapoints when assessing their brand relation-
ship (and more so than compared to other extant measures).
This is an important and novel finding that complements
and extends existing work that examines the relevance of
negative events in studying customer responses (e.g., Gijsen-
berg et al., 2015; Xiong & Bharadwaj, 2013).

Second, we provide further support for the mere measure-
ment effect and the influence it can have on customer behavior.
In doing so we contribute to an emerging body of literature
in marketing concerned with establishing pre-emptive meas-
ures to protect brands from future attacks. While as market-
ing researchers we usually tend to see measurements effects
as sources of errors, merely measuring immunity can lead to
desirable outcomes. Importantly, we show that it is not just a
measurement artifact but also a meaningful psychological pro-
cess. Although the mere measurement effect remains relatively
under-researched in marketing, the current study provides fur-
ther evidence that measurement can indeed influence cognitive
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Fig.5 A Process model (Hayes, 2017, Model 85) testing the moderating
role of immunity and the mediational role of desire to protect the brand
and consideration of varied datapoints in the relationship between brand
commitment (IV) and brand usage after a negative brand event (DV).

structure and behavior, opening up several important directions
for future research, which we discuss later.

Third, we have shown that because immunity motivates
customers to retrieve more varied information, it can be an
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Control Variables
Brand usage T,: B=.72, p < .001
Busy: B = .05, p = .900
Brand familiarity: B = -.23, p = .550
Brand incident severity: B=-.01, p= .997
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Gender: B=2.22, p=.093

B Process model (Hayes, 2017, Model 85) testing the moderating role
of immunity and the mediational role of desire to protect the brand and
consideration of varied datapoints in the relationship between self-brand
connections (IV) and brand usage after a negative brand event (DV)

effective basis to determine the strength of their relation-
ship with a brand. We shed additional light on the critical
questions of how customers respond to negative information,
and what difference it makes to their behaviors (Lei et al.,
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2012). Marketing scholars have for long been interested in
measuring the strength of customer-brand relationships, and
we provide a new and timely way to measure this construct.
This is critical in today’s world, where customers are often
exposed to negative information from a variety of sources.
Our immunity measure sheds light on how resilient custom-
ers are to potential negative information, which is a strong
indicator of the strength of the customer-brand relationship.
Taking all this together, the findings of our study articu-
late the defining properties of the immunity construct, the
conceptual distinction between it and other customer-brand
relationship constructs, its measurement, and its outcomes.
Our findings complement and extend current knowledge by
showing that immunity taps into key elements of customer-
brand relationships. Our conservative test added credibility
to the robustness of immunity to negative information in
assessing the nature of customer-brand relationships.

Implications for marketing practice

Measuring the strength of customer-brand relationships is a
key managerial issue since it can help brands achieve sus-
tainable growth (Aaker et al., 2004). We offer a measurement
tool that can be used by managers to audit the resilience of
their customer base to negative information and hence the
strength of their relationship. Because immunity acts as a
predictor of future customer behavior, measuring it can be
highly beneficial to management. In addition, measuring
immunity can also serve as an effective means of increasing
customers’ resilience to future negative information, without
exposing them to any actual negative information about the
brand; something managers are highly reluctant to do.
Because past research has demonstrated that mere meas-
urement effects can last for several months and even a year
after the initial exposure (Dholakia & Morwitz, 2002), we
recommend that managers measure the immunity of selected
customers at least yearly. Ideally, immunizing efforts should
be focused on a group of profitable customers who are already
strongly connected to the brand and which the company wants
to protect. Many brands already engage with these customers
regularly (e.g., through customer surveys, customer relations
managers, etc.). In a B2B context this could be quite a man-
ageable and easily identifiable group of customers. In a B2C
context, brands might need to be more selective, and focus,
for example, on loyalty program members, or those custom-
ers who are deemed to be most important for business growth
(e.g., based on their Customer Lifetime Value, Net Promoter
Score, etc.). We conducted interviews with managers across a
range of B2B and B2C organizations in the USA, Europe and
Asia who have been using (or were interested in using) the
immunity metric. Our interviews revealed that managers like
the simplicity with which immunity can be measured. A sen-
ior brand manager of a global FMCG company noted: “it’s a

very interesting concept. For some of our brands we have a lot
of metrics to score consumer sentiment. We would normally
[...] sample a few hundred consumers each month on dimen-
sions such as awareness, brand equity attributes, etc. Adding
another metric to the 30 or so we already have is easy. There’s
no practical difficulty in measuring immunity.” Another brand
manager within the same company noted: “it is incredibly
useful, and we face zero barriers to see it adopted across sev-
eral of our brands and produce valuable outcomes.” Managers
were also more comfortable with using the immunity metric
than exposing customers to actual negative information. The
CEO of a B2B services company noted: “Customers under-
stand it’s hypothetical, but at the same time it makes them
think about it. Our services often represent the largest single
expense for our clients, so they take anything relating to us
very seriously.”

The managerial response to the diagnostic power of the
immunity metric was overwhelmingly positive. There was a
consensus among managers that traditional customer-brand
relationship metrics are useful but no longer sufficient. Our
interviews confirmed that negative information may be more
diagnostic or informative than positive information. A senior
marketing executive noted: “Asking things on the positive
sentiment, like loyalty or the NPS ... First, I kind of expect
clients to reaffirm that they are happy; I feel I am forcing the
client to say something positive. Second, I find that the feed-
back [...] always seems to relate to a specific recent event,
rather than a more complete view of their relationship with
us.” The CEO of a logistics solutions firm told us: “I believe
immunity is a true test of the strength of the relationship. We
get deeper insights with this metric, which helps us invest in
our client relationships more effectively.”

As the online world heightens customer sensitivity
to negative information, it is important that managers
deploy defensive strategies. A senior executive within a
large chemical company told us: “Measuring sentiment is
great, but being able to vaccinate against future negative
information is very attractive.” A senior manager within a
B2B services company that has been using the immunity
metric for nearly a year stated: “I just witnessed the power
of the vaccination effect first-hand. A disgruntled former
customer recently attacked us on a popular review site. It’s
not the first time this has happened. But the difference is
that this time it seemed to have virtually no impact on our
customers, with several of them actually going out of their
way to express support for us, whether online or directly
to me. This is unlike anything I’ve seen in the past and I
don’t think it’s just coincidental.” A brand manager for a
global FMCG company stated: “It’s not enough to have
a great product or a sound recovery strategy. We really
need to insulate ourselves from future negative informa-
tion proactively. So, the idea of increasing immunity in our
customers is very attractive.”
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Limitations and future research

While the current study provides preliminary support for
the importance of immunity as a predictor of consumer
behavior, and for the immunization metric as a way to boost
that immunity, it is still exploratory in nature. Further evi-
dence of the phenomena under study could be provided, for
example, through field studies within organizations over an
extended period of time. Also, in our study we did not focus
on extremely negative information, but on the kind of mod-
erately negative information that tends to be prevalent online
and that can affect any brand today. Therefore, future research
could investigate how the severity of the negative information
may impact the immunization process, and how various types
of negative information may have a greater or lesser effect.

In addition, while research has shown mere measure-
ment effects to be generally long-lasting, future studies
could investigate specifically the duration of the effect
and its rate of decay. Also worthwhile would be inves-
tigating the context of brands that are highly polarizing
(e.g., negative information about a political candidate’s
behavior, fast food brands, tobacco brands, etc.) and how
the mere measurement effect and immunization may oper-
ate in those contexts. Future research could examine the
effect of immunity on shareholder value across different
customer segments and industries. A study on how immu-
nity impacts customer purchase behavior over time is thus
worthy of further exploration. Future research could also
explore whether our findings hold for brands that are less
compelling or well-known, with a small loyal following
and mostly apathetic customers.
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