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Preface 

As the world at our time has to face developments like keen climate change and 
globalisation, one may ask about the significance of building human-like machines, 
which probably will never operate as effective as humans in their diversity of po-
tentialities. The benefits from tumbling two-legged mechatronic creatures and mul-
tiprocessor-based question-and-answer games seem hard to discover for non-
involved persons. In general the benefits from fundamental research are not evi-
dent – and humanoid robotics research means fundamental research in the field of 
robotics. It is an enormous challenge for all humanoid researchers that evolution 
has originated such effective sensors, controllers and actuators. Building humanoid 
robots involves the development of lightweight and energy-saving actuators, fast 
and intelligent sensors and exceptional complex control systems. By merging these 
technologies we investigate the cooperation of complex sensor-actor systems as 
well as and human-machine interaction. In analogy to space research humanoid 
robotics research, driven by the goal to copy and serve the pride of creation, will 
have a strong impact in daily live products.   

In this book the variety of humanoid robotic research can be obtained. The first 
chapter deals with remarkable hardware developments, whereby complete hu-
manoid robotic systems are as well described as partial solutions. 
In the second chapter diverse results around the biped motion of humanoid robots 
are presented. The autonomous, efficient and adaptive two-legged walking is one 
of the main challenge in humanoid robotics. The two-legged walking will enable 
humanoid robots to enter our environment without rearrangement. 
Developments in the field of visual sensors, data acquisition, processing and con-
trol are to be observed in third chapter. In the fourth chapter some “mind build-
ing” and communication technologies are presented.  

Editor 
Matthias Hackel 
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Design of an Assistive Gait Device for Strength 
Endurance and Rehabilitation 

K. H. Low1, Xiaopeng Liu1 and Haoyong Yu2

1School of MAE, Nanyang Technological University 
2Dept.  of ME, National University of Singapore 

 Singapore 

1. Introduction 

1.1 Background 

Exoskeletons for human performance augmentation (EHPA) are controlled and wearable 
devices and machines that can increase the speed, strength, and endurance of the operator. 
EHPA is expected to do that by increasing the physical performance of the solider wearing 
it, including: 

• Increased payload: more fire power, more supplies, and thicker and heavier armor 
increasing the soldier chance of surviving a direct hit or even an explosion. 

• Increased speed and extended range: enhanced ground reconnaissance and battle space 
dominance. 

• Increased strength: larger caliber weapons, obstacle clearance, repairing heavy ma 
chinery such as tack. 

Besides these, "Imagine the psychological impact upon a foe when encountering squads of 
seemingly invincible warriors protected by armor and endowed with superhuman 
capabilities, such as the ability to leap over 20-foot walls, " said Ned Thomas, the director of 
Institute for Soldier Nanotechnologies (ISN) (Wakefield, 2002). Another use of exoskeletons 
is that they could help integrate women into combat situations. John Knowles, publisher of 
the defense industry newsletter, The Knowles Report, said that in terms of marksmanship 
and other combat skills, "Women have proven themselves very equal." The prevailing 
argument against women in combat is that most can't meet the job's physical requirements. 
Exoskeletons, could "radically equalize that," thus enabling a 130-pound woman to lift, carry 
and be as effective as a 180-pound man (Hembree, 2001). In non-military areas, one of the 
most possible applications of exoskeletons may be used to help aged or disabled people 
whose lower extremities have locomotor deficiencies due to various reasons: polio, 
paraparesis, paralysis, dystrophia, etc. They are unable to walk without assistance and may 
lose muscular strength in their legs and become bedridden. They can only move around by 
a wheelchair or by using a wheeled walker. Unfortunately, barriers such as bumps and steps 
restrict the area that these people have access to. It is hoped that the lower exoskeleton can 
enhance their muscular strength and enable them walk as normal people. 
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1.2 Objective and Scopes 

In light of the recent surge of interest in exoskeletons, much research has been devoted to 
developing exoskeleton systems. However, most of these studies only focus on upper 
extremity exoskeletons, which are ground based. Lacking the locomotion capabilities for 
walking with the user, their application is inevitably limited. With fund from Ministry of 
Defense, Singapore, we are considering to develop a lower extremity exoskeleton (LEE). The 
LEE is aiming to help the user carry heavy loads by transferring the load weight to the 
ground (not to the wearer). It could provide soldiers the ability to carry heavy loads such as 
food, communications gear, and weaponry, without the strain typically associated with 
demanding labor. We also hope with improvements it might provide a versatile transport 
platform for mission-critical equipment. The scopes of the present work are: 

• Study and examination of the key technologies required to successfully build an ex 
oskeleton

• Investigation of the control strategy and the exoskeleton to user interface 

• Design and construction of an experimental prototype 

• Implementation of the control algorithm on the constructed prototype 

• Realization of normal walking 

2. Literature Review 

Exoskeleton has been an active field of research in recent years (Guizzo & Goldstein, 2005). 
This section briefly describe some exoskeleton systems and assistive devices developed 
around the world. 

2.1 UC Berkeley's Exoskeletons 

In 2000, the Defense Advanced Research Projects Agency (DARPA) launched a program 
over five years on developing EHAP to give infantry soldiers an extra edge (Exoskeletons for 
Human Performance Augmentation Projects, 2002). One of the facilities that received the 
research founds from DAPRA is located at the UC Berkeley. 
In 2004, Berkeley Lower Extremity Exoskeleton (BLEEX) was first unveiled. The BLEEX is 
designed to have the same degrees of freedom similar to those of the pilot: three degrees at 
the ankle and the hip, and one degree at the knee. However, it is hydraulically actuated only 
at the hips, knees and ankles to allow flexion and extension of the hip joints and knee joints 
as well as dorsiflexion and plantarflexion of the ankle joints. The other non-actuated degrees 
of movements are then spring loaded to a default standing posture. The exoskeleton 
connects to the user at the foot by strapping onto the user's boots. A bendable sole allows for 
bending of the users toes; and ankle abduction and vertical rotation are allowed for better 
flexibility. A torso connects the user's back and hips to the exoskeleton legs. A full-body vest 
is incorporated onto the torso to avoid discomfort or abrasion to the user. The BLEEX 
employs a high-tech compact Hydraulic Power Unit (HPU). The stand-alone hybrid power 
source is able to deliver hydraulic power for actuation and electric power for the computers 
and sensors for long hours. The HPU is the synthesis of a gasoline engine, a three-phase 
brushless generator and a hydraulic gear pump. Exclusive designing by UC Berkeley 
enables the HPU to regulate the hydraulic pressure and engine speed via an engine throttle 
and a hydraulic valve. This unique employment of power supply enables the BLEEX to 
operate more efficiently and lightweight for a longer period of time. The control scheme 
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needs no direct measurements from the pilot or the human-machine interface, instead, the 
controller estimates, based on measurements from the exoskeleton only. The basic principle 
for the control of BLEEX rests on the notion that the exoskeleton needs to shadow the 
wearers voluntary and involuntary movements quickly, and without delay (Kazerooni, 
Racine, Huang, & Steger, 2005). This requires a high level of sensitivity in response to all 
forces and torques on the exoskeleton. However, an exoskeleton with high sensitivity to 
external forces and torques would respond to other external forces not initiated by its pilot, 
the pilot would receive motion from the exoskeleton unexpectedly and would have to 
struggle with it to avoid unwanted movement. The other concern is that systems with high 
sensitivity to external forces and torques are not robust to variations and therefore the 
precision of the system performance will be proportional to the precision of the exoskeleton 
dynamic model. Hence the model accuracy is crucial to exoskeleton control. The dynamics 
of the exoskeleton should be understand quite well and the controller is heavily model 
based. In together, that maximizing system sensitivity leads to a loss of robustness in the 
system. However, inventive or state-of-the-art the BLEEX may sound, actual videos of tests 
done on the BLEEX shows certain drawbacks. First of all, the user seemed hampered and 
unnatural during walking. Also, the backpack looks bulky and makes the whole system 
rather unbalanced. The costs of building a BLEEX prototype were also not mentioned by the 
developers. One would suspect that such a complex system, especially with its high-tech 
HPU, would cost quite considerably. 

Figure 1. BLEEX prototype (Berkeley Robotics Laboratory, Dec. 2004) 

2.2 Assistive Devices 

Many institutions around the world have carried out research and development on 
exoskeletons and assistive devices to empower or aid the human limbs. Yobotics 
Incorporation's RoboKnee (Robo Walker, Dec. 2003), Japan's hybrid assistive limbs (HAL) 
(Powered Suit HAL (Hybrid Assistive Leg), Dec. 2003), Northeastern University's Active Knee 
Rehabilitation Device (AKROD) (Mavroidis, 2005) are some of the leading developments in 
the area of assistive devices to aid the human limb. 



Humanoid Robots, Human-like Machines 4

2.3 RoboWalker 

Figure 2. RoboKnee developed by Yobotics, Inc. (RoboWalker, Dec. 2003) 

To help people who are suffering from weakness in their lower extremities, Yobotics, Inc., is 
developing a powered, wearable device called the RoboWalker. The RoboWalker augments 
or replaces muscular functions of the lower extremities. In 2001, they produced a prototype 
powered knee orthotic, called the RoboKnee, shown in Figure 2. With the computer, am-
plifiers, and batteries in a backpack, while not super impressive, the RoboKnee did provide 
for super-human capabilities by allowing the user to perform deep knee bends almost indef-
initely. According to their homepage (RoboWalker, Dec. 2003), they are still looking for funds 
for the next stage of development. 

2.4 Hybrid Assistive Leg 

As shown in Figure 3, Hybrid Assistive Leg (HAL) (Kasaoka & Sankai, 2001; Kawamoto & 
Sankai, 2002; Tomohiro Hayashi & Sankai, 2005) is an exoskeleton type power assist system 
developed by Tsukuba University to realize the walking aid for aged people or gait-disorder 
persons.

2.5 AKROD 

The AKROD-v2 (Mavroidis, 2005) developed by the Northeastern University consists of a 
robotic knee brace that is portable and programmable. As shown in Figure 4, the device 
contains electro-rheological fluid on one side of its structure such that it can turn solid in 
less than a millisecond with the application of a voltage. This would provide resistance to 
motion on a healing joint and it aims to help the muscle regain strength. The purpose of this 
device is to retrain the gait of a stroke patient. 

Figure 3. HAL-3 developed by Japan's Tsukuba University (Powered-suit gives aged a leg up, 
Dec. 2003) 
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2.6 NTU Assistive Device 

For the purpose of assisted walking, another prototype with the footpad design, as shown in 
Figure 5, has bee developed and tested for the walking and stair-climbing (Low & Yin, 
2007).

Figure 4. Northeastern University's AKROD (Mavroidis, 2005) 

Figure 5. NTU's Assistive Device (Low & Yin, 2007) 

3. Gait Dynamics 

Biped locomotion has been at the focus of researchers for decades. It is well known that 
biped gait can be divided into two phases: single support phase and double support phase 
(Whittle, 1991). In the single support phase, one leg is moving in the air, while the other leg 
is in contact with the ground. In the double support phase, both feet are with contact with 
the ground. The two support phases take place in sequence during walking. All of the biped 
mechanism joints are powered and directly controllable, except for the contact area between 
the foot and the ground. Foot behavior cannot be controlled directly, it is controlled 
indirectly by ensuring appropriate dynamics of the mechanism above the foot. To account 
for this, the concept of zero moment point (ZMP) (Vukobratovi  & Juricic, 1969), which is 
denned as the point on the ground at which the net moment of the inertial forces and the 
gravity forces has no component along the horizontal axes, has been used. The gait is 
balanced when and only when the ZMP trajectory remains within the support area. In this 
case, the system dynamics is perfectly balanced by the ground reaction force and 
overturning will not occur. In the single-support phase, the support polygon is identical to 
the foot surface. In the double support phase, however, the size of the support polygon is 
denned by the size of the foot surface and by the distance between them (the convex hulls of 
the two supporting feet). 
The ZMP concept provides a useful dynamic criterion for the analysis and synthesis of 
biped locomotion. The ZMP ensures the gait balance during the entire gait cycle and 
provides a quantitative measure for the unbalanced moment about the support foot and for 
the robustness (balancing margin) of the dynamic gait equilibrium. Another term is center of 
pressure (CoP) (Vukobratovi , Borova , Šurdilovi , & Stoki , 2001), which is commonly 
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used in biped gait analysis based on force or pressure measurements. CoP represents the 
point on the support foot polygon at which the resultant of distributed foot ground reaction 
force acts. According to their definitions, it is obviously that in the considered single-
support phase and for balanced dynamic gait equilibrium, the ZMP coincides with the CoP. 
However, in the dynamically unbalanced single-support situation that is characterized by a 
moment about CoP that could not be balanced by the sole reaction forces, the CoP and the 
ZMP do not coincide. The ZMP location outside the support area provides useful 
information for gait balancing (Low, Liu, Goh, & Yu, 2006). The fact that ZMP is 
instantaneously on the edge or outside of the support polygon indicates the occurrence of an 
unbalanced moment that cannot be compensated for by foot reaction forces. The distance of 
ZMP from the foot edge provides the measure for the unbalanced moment that tends to 
rotate the biped around the supporting foot and, possibly, to cause a fall. As depicted in 
Figure 6, the exoskeleton is composed of the trunk, the pelvis, two shanks, two thighs and 
two feet, will be considered. The trunk carries the payload, which can be seen as a part of 
the trunk. The vertical Z-axis and horizontal X-axis lie in the sagittal plane, as shown in 
Figure 6. By observing typical human joint trajectories, it is noted that the motion range is 
greater in sagittal plane than in other planes (Marchese, Muscato, & Virk, 2001) and most 
movements happen in the sagittal plane during walking. Hence, at the first stage, only the 
joints rotating around the Y-axis are actuated and movements in the sagittal plane are 
studied. The dynamical equation that describes the movement of a biped (or exoskeleton) 
has the following form: 

(1)

where is the vector of generalized coordinates, which are the joint angles. 

Figure 6. The model of the exoskeleton 
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The matrix function takes into account the mass distribution, and the vector function 

describes the effect of both inertial and gravity forces. The elements of the vector 
are generalized forces applied to the system, while the dots denote the time derivatives. 
Applying the basic theorems of rigid body kinematics, we obtain the following recursive 
(Low et al., 2006): 

(2)

where  and are the angular velocity, linear velocity of the center of mass, 
angular acceleration, and linear acceleration of the center of mass of the i-th link, 

respectively. The inertial force of the center of mass of the i-th link and moment of the i-th 

link can then be obtained by using Newton-Euler equations, respectively, 

iii amF =  (3) 

iiiiii IIM ωωα ×+=  (4) 

4. Control Strategy of the Exoskeleton System 

An important feature of the exoskeleton system, which is also the main difference between 
exoskeleton and biped robot, is the participation role of human in the process of control and 
decision-making. By introducing human as part of the control system, some intractable tasks 
for robots such as navigation, path planning, obstacle crossing and gait selection can be 
easily undertaken by the pilot instead of robot's complex artificial controller and vision 
system. However, two problems remain for the exoskeleton controller to solve: how to 
transfer the pilot's intention to the exoskeleton and how to keep the stability of the 
exoskeleton. Accordingly, the proposed control strategy can be divided into two parts, 
namely Locomotion control and ZMP control.

4.1 Locomotion Control 

During the single support phase, the trajectory of the swinging foot determines the gait 
parameters such as step length, step height, etc. To ensure that the exoskeleton and the 
wearer can walk together, the trajectory of the exoskeleton's swing foot should trace that of 
the user in time. To do that, a mechanical linkage named inner exoskeleton is attached to the 
wearer operator (Low et al., 2006). Accordingly, the exoskeleton that is controllable and 
carrying payloads is named outer exoskeleton. The inner exoskeleton equipped with encoders 
is to capture the joint information of the pilot. 

4.2 Control of the ZMP 

If the ZMP of the exoskeleton is within the support area, it implies that the exoskeleton can 
keep the stability only by using the ground reaction force without adding any force to the 
user. In other words, the user will not feel any extra burden from the exoskeleton. Hence the 
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purpose of the ZMP control is to make sure the ZMP remain within the support polygon. 
From the definition of the ZMP, we have 

(5)

(6)

where is the total movement of gravity forces with respect to ZMP, is the total 
moment of inertial forces of all the links with respect to ZMP, while and denote unit 
vectors of the X and Y axes of the absolute coordinate frame. Equation (6) can be further 
replaced with 

(7)

where is the ZMP coordinates in the global coordinate frame, is the position vector of 
the center of mass of the i-th link, 

(8)

where is the gravity force of link i, is the position vector of joint 1 with respect 
to the global coordinate system. Substitute Eqs. (2), (3), (4), (8) into Eq. (7), one can obtain 

(9)

where the coefficients ai, bij and ci are the functions of the generalized coordinates qi. The
trajectories of q1 to q6 are determined by the signals measured from the pilot's legs, as 
mentioned before, while q7 is determined according to Eq. (9) to ensure the ZMP in the 
support polygon. Such a ZMP is the desired ZMP. However, the actual ZMP may be 
different from the desired ZMP due to all kinds of reasons such as disturbance from the 
environment or error of the actuators. A footpad that can online measure the actual ZMP is 
thus designed. 

4.3 Measurement of ZMPs 

In a stable gait, during the single support phase, the CoP of the supporting foot is also the 
ZMP of the whole exoskeleton; during the double support phase, the relationship between 
the ZMP and the CoP is described by 

(10)

where
ZMP= (Xp , Yp , Zp): ZMP of the whole biped 
CoPL, = (XL , YL ,ZL): CoP of the left foot 
CoPR = (XR, YR, ZR):  CoP of the right foot 
fL = (fLX,fLY,fLZ): ground reaction force at CoPL

fR = (fRX, fRY, fRZ): ground reaction force at CoPR
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Figure 7. Design of the exoskeleton foot 

To measure the ZMPs of the wearer and the exoskeleton, a footpad is designed as shown in 
Figure 7. The wearer's foot will be on the upper plate, and the exoskeleton leg will be 
connected to the middle plate. There are four force sensors between the upper plate and 
middle plate, the middle plate and lower plate, respectively. The sensors are distributed as 
shown in Figure 8. During the single support phase, Sensors 1-4 measure the ground 
reaction force under the human foot, and the ZMP coordinates of the human in the foot's 
local coordinate frame can be obtained according to 

(11)

where Fi is the force measured by sensor i at the distance (ri) from O, as denned in Figure 8. 
Sensors 5-8 measure the ground reaction force under the whole system (the human and the 
exoskeleton). Similarly, the ZMP of the whole system can be calculated by  

(12)

The ZMP of the exoskeleton is on the radial distance from the human ZMP to the whole 
system's ZMP, and its position can be obtained by  

(13)

as we take the moment about the point of ZMPW, 

(14)

in which rh and rw are the coordinates of the human's ZMP and the ZMP of the whole system 
(human plus exoskeleton), respectively, as shown in Figure 9. Note that the ZMP is 
expressed in terms of X, Y coordinates. During the double support phase, instead of the 
ZMPs, the CoPs of each foot are obtained from Eqs. (11) - (13). By substituting those CoPs of 
the human and the exoskeleton into Eq. (10), respectively, ZMP of the human and that of the 
exoskeleton can be obtained accordingly. 
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Figure 8. Location of the distributed sensors 

Figure 9. Relationship between the human ZMP and the exoskeleton's ZMP 

4.4 Trunk Compensation 

If the actual (currently measured) ZMP of the exoskeleton differs from the desired ZMP, 
trunk compensation will be applied to shift the actual ZMP to an appropriate position. 
Without losing generality, only motion in the sagittal plane during single support phase is 
discussed here. The trunk compensation in the frontal plane or during double support phase 
can be performed in the similar way. As shown in Figure 10, the actual ZMP differs from the 
desired ZMP in the direction of X axis by x. Note that the ground reaction force Fz acts on 

the exoskeleton can be derived from . For simplicity, we assume 
that the action of the trunk joint k will not cause a change in the motion at any other joint. 
The system will then behave as if it was composed of two rigid links connected at trunk joint 
k, as depicted in Figure 10. The payload and the exoskeleton trunk as shown in the figure are 
considered as an upper part of total mass m and inertia moment Ik for the axis of joint k

. Point c is the mass center of the upper part, and the distance from k to C
is denoted by l1. The lower part, representing the sum of all the links below the trunk joint k,
including another leg that is not drawn in the figure, is also considered as a rigid body, 
which is standing on the ground surface and does not move. The distance from O to k is 
denoted by l2. Note that Tk stands for the correctional actuator torque, applied at joint k.

6
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Assuming that the additional torque Tk will cause change in acceleration of the upper part 

, while velocities will not change due to the action of Tk, . Next the following 
equations are derived: 

 (15) 

 (16) 

Fig. 10. Adjusting ZMP by trunk compensation 

By virtue of Eq. (15), we have 

 (17) 

Substituting Eq.  (17) into Eq. (16), we obtain 

 (18) 

Taking into account that Tk is derived by introducing certain simplifications, an additional 
feedback gain Kzmp is introduced into Eq. (18) as 

 (19) 

where Kzmp can be determined by the feedback in the actual walking. Equation (19) shows 
how to drive the actual ZMP towards the desired ZMP by controlling the torque output of 
the trunk joint. 
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5. Simulation 

It is necessary to verify a control algorithm using a software simulator before it is put into 
practice, because unsuccessful control method may cause great damages to the user or/and 
the exoskeleton. On the other hand, to develop a hardware exoskeleton with the desired 
physical capability, it is desired to clarify the required specifications of components in 
advance. An exoskeleton simulator, consisting of component parameters, is a useful tool to 
solve this problem. In this chapter, a human and an exoskeleton simulators are established 
using ADAMS (Homepage of the Adams University, Jan. 2005) and MATLAB (MATLAB - the 
language of technical computing, Jan. 2005) and walking simulations are performed to verify 
the control algorithms. Moreover, the moving range of each joint and the power needed by 
each actuator are analyzed. 

5.1 Simulation Environment 

To predict the physical biped (human/exoskeleton) motion, it is necessary to accurately 
formulate and solve the kinematic and dynamic equations of the mechanisms. However, the 
biped is a system with multiple bodies and many degrees of freedom. The analytical 
complexity of nonlinear algebraic equations of kinematics and nonlinear differential 
equations of dynamics makes it practically impossible to obtain closed-form solutions. On 
the other hand, there are some commercial dynamic software packages such as ADAMS, 3D 
Working Model, DADS, etc., whose usefulness has been illustrated in many areas. These 
software packages can automatically formulate the equations of kinematics and dynamics, 
solve the nonlinear equations, and provide computer graphics output of the simulation 
results (Haug, 1989). After compared with other commercially available simulation 
software, ADAMS is selected due to its high numerical accuracy. Another benefit of 
ADAMS is that it incorporates easily with control software packages such as MATLAB and 
MATLAB accepts user defined subfunctions. It is therefore possible to model detailed 
functions, define special constraints, and develop original control algorithms. 

5.2 Exoskeleton Model 

This section describes the kinematic structure of the human model. Figure 11 shows the 
human model established in ADAMS, and the human consists of legs, a waist, a trunk, and 
arms and a head. The CAD model adopts measured human data and parameters are set 
according to an adult with a 65 kg weight and 1.7 m height. The lengths of the leg's parts, 
which are crucial parameters of walking, are listed in Table 1. There are three degrees of 
freedom (DoF) in the hip joint, one in the ankle joint and one in the knee joint. There is also a 
DoF between the trunk and the waist. Also shown in Figure 11, an exoskeleton model is 
established, and a payload is carried by the exoskeleton.  The links of the exoskeleton is 
parallel to those of the human, and the height of each joint (ankle, knee and hip) is equal to 
the corresponding one of the human. The exoskeleton model is set to have the same size and 
mass as those of the actual exoskeleton constructed. The mass of each part of the exoskeleton 
is listed in Table 2. 

Height of Ankle Length of Calf Length of Thigh Length of Foot Width of Foot 

80 mm 420 mm 440 mm 200 mm 100 mm 

Table 1. Parameters of the human model's lower limbs 
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Foot and 
Ankle Joint

Calf Thigh and 
Knee Joint

Waist Frame and 
Two Hip Joints

Back Frame and 
Linear Actuators 

3 kg 1.68 kg 4.77 kg 9.54 kg 6.12 kg

Total (3+1. 68+4.77)*2+9. 54+6.12= 34.56 kg 

Table 2. Mass of the exoskeleton 

Figure 11. The NTU exoskeleton model 

5.3 Walking Simulation 

To run the walking simulation, there are three problems should be solved, namely contact 
model, locomotion control and trunk compensation control. 

5.3.1 Contact Model 

The reaction force between the feet and the ground strongly affects the behavior of the 
exoskeleton and human model. For example, if the impact force arising when the feet hit the 
ground is too large, the burden on joints of supporting the exoskeleton becomes large, and 
the exoskeleton will easily vibrate and become unstable. ADAMS adopts a spring-damper 
element to model the normal force between two contact objects. The IMPACT function 
activates when the distance between the first object and the second object falls below a 
nominal free length (x1), that is, when two parts collide. As long as the distance between the 
first object and second object is greater than x1, the force is zero. The force has two 
components, a spring or stiffness component and a damping or viscous component. The 
stiffness component is proportional to the stiffness k, and is a function of the penetration of 
the first object within the free length distance from the second object. The stiffness 
component opposes the penetration. The damping component of the force is a function of 
the speed of penetration. The damping opposes the direction of relative motion. To prevent 
a discontinuity in the damping force at contact, the damping coefficient is, by definition, a 
cubic step function of the penetration. Thus, at zero penetration, the damping coefficient is 
always zero. The damping coefficient achieves a maximum, cmax, at a user-defined 
penetration, d. The equation defining IMPACT is: 
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To absorb the shock when the exoskeleton's feet contact the ground, we propose to install 
elastomeric material on the feet of the exoskeleton. This situation can be simulated to 
investigate the effect of this measure on the ground reaction force. Figure 12 shows the two 
ground reaction force curves of the exoskeleton's right foot corresponding to the two 
walking with different footpad stiffness. It can be seen that with the stiffness decreasing, not 
only the impact force is smaller, the force curve is also more smooth. The simulation 
demonstrates that the elastomeric material can low-pass filter shock impulse and reduce the 
impact, therefore allowing the structure interacting with the environment at a pretty high 
speed.

Fig. 12. Effect of foot's stiffness on the contact force 

5.3.2 Locomotion Control 

The human motion capture data (HMCD) is used to generate human-like walking motions 
of the human and exoskeleton models. As mentioned above, the human model's 
parameters are set according to an adult. To obtain the HMCD, encoders are attached to 
the joints of the wearer's lower limbs and the walking motion is thus captured. The 
human limbs are soft due to the muscles and tendons, while the model's limbs are firm. 
Besides, human has much more DoFs than the model. Hence the human motion data 
cannot be used directly to drive the human model. The recorded data is processed and 
edited based on the inverse kinematics of the human model and interpolated using 
Akima spline before being input into the ADAMS. Adams will calculate the human 
model's joints move according to those trajectories (Low et al., 2006). 

5.3.3 Trunk Compensation 

As mentioned earlier, the control of the exoskeleton is divided into leg trajectories 
control and ZMP control. In this simulation, the exoskeleton model's leg trajectories is 
controlled by human model's leg trajectories. To keep the exoskeleton walk stably, trunk 
should be controlled according to the ZMP of the exoskeleton. The trunk compensation 
function is implemented in MATLAB. 
During the simulations using the MATLAB toolbox Simulink, at each time interval, the 
angular values, joint velocities and accelerations are sent to MATLAB, and those data 



Design of an Assistive Gait Device for Strength Endurance and Rehabilitation 15

is used by a trunk compensation module to calculate the torque needed at the trunk 
joint and such a torque will be applied in Adams so that the exoskeleton model can 
walk stably. Figure 13 shows the torque applied to the exoskeleton trunk joint for the 
changing masses of the load (5 kg and 20 kg). 

mass of load = 5kg 

mass of  load - 20kg 

Figure 13. Torque at the trunk joint 

5.4 Simulation Results 

Without losing generality, we present only the results of the joints of the exoskeleton's right 
leg. The 30-kg payload is assumed and used in our simulation. 
Ankle
Figure 14 shows the data of the ankle flexion/extension torque. The ankle torque is almost 
zero when the right leg is in swing phase. The torque is largest when the right foot is in its 
heel off phase. The instantaneous ankle mechanical power is calculated by multiplying the 
joint angular velocity and the instantaneous joint torque (Figure 14), as shown in Figure 15 

Figure 14. Ankle flexion/extension torque 
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Figure 15. Ankle instantaneous mechanical power 

Knee
The knee buckles momentarily in early stance to absorb the impact of heel strike then 
undergoes a large flexion during swing. This knee flexion decreases the effective leg 
length, allowing the foot to clear the ground when swinging forward. Although the 
walking knee flexion is up to approximately 0.6 rad or 34°, the human has significantly 
more flexibility-up to 160° when kneeling (Kapandji, 1987). The LEE knee motion range 
was set to from 0° to 110°. Figure 16 shows the data of the knee flexion/extension 
torque. The highest peak torque is in early stance (from heel contact to foot flat). Figure 
17 shows the instantaneous mechanical power required by the knee joint. 
Hip

Figure 16. Knee flexion/extension torque 

The thigh moves in a sinusoidal pattern with the thigh flexed upward at heel 
contact to allow foot contact the ground in front of the person. This is followed by an 
extension of the hip through most of stance phase and a flexion through swing. An 
average person can flexion reaches 90° with the knee extended. With the knee flexed, 
flexion can reach up to 120° or even beyond. When the knee is in extension, extension of 
the hip reaches 20° , when the knee is flexed, extension of the hip reaches 10°. The LEE hip 
angle is designed to 10° extension and 80° flexion. Figure 18 shows the data of the hip 
flexion/extension torque and Figure 19 shows the instantaneous mechanical power 
required by the hip joint. 
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Figure 17. Knee instantaneous mechanical power 

Figure 18. Hip flexion/extension torque 

Figure 19. Hip instantaneous mechanical power 

6. Design and Construction of Prototypes 

This section introduces the design of the lower extremity exoskeleton system, including 
the inner lower exoskeleton and the outer lower exoskeleton. 
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6.1 Inner Lower Exoskeleton 

The inner exoskeleton is used to attach the encoders to the human limbs. It exists 
between the human limbs and the outer lower exoskeleton and its weight is carried by the 
user. Hence, it must be as light and compact as possible. The conceptual design is 
shown in Figure 20. A minimum protrusion is achieved by designing the brackets to 
allow the tip of the encoder spindle to actually touch the surface of the user. This feat 
was achieved by the use of a larger but extra thin bearing which allows the rotary 
encoder to reside within the bearing itself. In this design, linkages are separated from 
the encoder housing. This modular concept of the housing allows the same housing 
unit to be repeated for the hip unit, the knee unit and the ankle unit. This modular 
design also cuts down on both design and manufacturing time. To position the rotary 
encoder brackets firmly on the respective bodily positions on the lower extremity of the 
human body, a need arise to design a harness system which is versatile, reliable, light 
and durable. Nylon being a material that economical, durable and easily worked with 
was selected as the choice material for the harness. For the harness used in the knee 
brackets, Velcro was chosen due to its ability to conform readily to the shape of the 
user's thigh. Also, with the Velcro, we can easily compensate for slight variations the 
variant dimensions of the various user thigh heights without having to adjust the buckle 
position. 

 (a) (b) 
 Figure 20. The encoder bracket 

6.2 Outer Lower Exoskeleton 

The outer lower exoskeleton (OLE) provides the mechanical hardware means for the 
exoskeleton system. Therefore, it must be made of structures and mechanisms strong 
enough to carry a load and travel by itself. The OLE is a powered lower exoskeleton, which 
means that it is to be worn by the user from the user's waist down to the user's feet. The 
OLE has to be able to carry its own weight as well as a payload and should not hinder the 
walking movements of the user. The fully OLE CAD model is shown in Figure 21, while 
Figure 22 shows the overview of the whole OLE prototype. 
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Figure 21. The overall design 

Figure 22.   Photos of the OLE prototype 
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7. Walking Implementation of the Exoskeleton 

The important function of the inner exoskeleton is to read necessary input data from the 
operator. These data will be analyzed, and transformed into corresponding commanded 
signals for the outer exoskeleton using certain mapping algorithms, and then transferred to 
the outer exoskeleton through a communication means. An operation of a dynamic system 
is called a real-time operation if the combined reaction- and operation-time of a task is 
shorter than the maximum delay that is allowed. When the human operator performs one 
action, the OLE should react correspondingly as fast and precise as possible, i.e., the OLE 
should be controlled real-time. 

7.1. Real-Time Operating System Used in this Work 

A Real Time Operating System or RTOS is an operating system that has been developed to 
serve for real-time applications. Some examples of RTOSes are QNX, RMX, RT-11, LynxOS, 
MicroC/OS-II, etc. In this work, xPC Target toolbox in MATLAB is employed (Mosterman 
et al., 2005). xPC Target provides a high-performance, host-target prototyping environment 
that enables developers to connect system simulation models (which can be created using 
Simulink and Stateflow toolbox from MATLAB) to physical systems and execute them in 
real time on PC-compatible hardware. xPC Target provides comprehensive software 
capabilities for rapid prototyping and hardware-in-the-loop simulation of control and signal 
processing systems. It can also enables users to add I/O interface blocks to their models 
(system models and controller designs, etc.), automatically generate code with R,eal-Time 
Workshop and Stateflow Coder, and download the code to a second PC running the xPC  

Figure 23. Control system architecture of the exoskeleton system 
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Target realtime kernel. This capability to rapidly produce code directly from verified system 
results allows many different techniques to be tried on hardware in a more convenient way 
compared to other software, operating systems. Developers, who use the other systems, 
most of the time, have to deal with low-level programming languages directly. These kinds 
of low-level programming languages are somewhat not very efficient in the sense that they 
take developers long time to deal with coding and debugging. The system includes 
softwares such as Matlab, xPC Target etc., which run in the PCs, and I/O boards that receive 
commands from xPC Target and control the motors via amplifies. The overall architecture of 
the host-target hardware-in-the-loop exoskeleton control system established in this work is 
shown in Figures 23 and 24. 

Figure 24. Set-up of developed control system 

7.2 Control of the Developed Exoskeleton 

Quite often, robots have the two lowest control levels. The tactical level generates the 
trajectories of each DoF, which perform the desired functional movement, while the 
executive level executes these trajectories by means of appropriate actuators, incorporated in 
each DoF. The two upper control levels are generally recognized as intelligence level. 
R.obots with the two upper levels such as ASIMO (Asimo. the humanoid robot by Honda, Dec.
2003; Hirose, Haikawa, Takenaka, & Hirai, 2001), QRIO (QRIO. the humanoid entertainment 
robot by SONY, Dec. 2003), HRP-2 (Kanehiro et al., 2003; Kaneko et al., 2004), etc. can walk 
on a terrain of unknown profile. While those robots walking in a known environment whose 
trajectories of each link can be pre-defined off-line do not need the two upper levels. In 
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stead of artificial intelligence, the highest level of the exoskeleton's control structure is 
implemented by the human user. The user recognizes the obstacles using his/her natural 
sensors, decide where to go and how to go. The second level is to transfer the human 
intention into the exoskeleton's controller and the controller divides the imposed operation 
into elementary movements. The two lowest control levels are similar to those of the robots. 
In other words, the exoskeleton can be seen as a robot integrated with the human 
intelligence. Figure 25 shows the snapshots of a trial with a patient whose left leg is very 
weak after strokes. The patient confirmed that the exoskeleton's leg responds well and he 
could hardly feel any extra burden. 

Figure 25. Exoskeleton trial with post-stroke patient 

7.3 Measurement of the ZMP 

As mentioned earlier, the ZMP has been introduced into the control strategy for stable 
exoskeleton walking. In this section, the experiment of measuring the human ZMP during 
walking is presented. In this experiment, a human walks as described in Figure 26. First, the 
human stands up, the width between his left foot and right foot is 300 mm. He then walks 
forward, and his right foot moves first, from position Rl to R2. Next, his left foot moves from 
position LI to position L2. Thirdly, his right foot moves from position R2 to position R3. At 
last, his left foot moves from position L2 to position L3 and he recovers stand posture. The 
step length is 300 mm. There are four force sensors placed below the human each foot. The 
reading in Figure 27 shows the timing of the ground reaction force below the two feet. At 
the first second, the human begins to walk. From the fifth second the human recovers stand 
posture. Using Eqs. (10) and (11), the ZMP of the human is calculated, as shown in Figure 
28. Figure 27 and Figure 28 show that when the human begins to walk, the ground reaction 
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force below his right foot decreases while the force below his left foot increases. The ZMP 
shifts from the middle of two feet to the left foot, i.e., the supporting foot area. During the 
walking, the ZMP shifts between the two feet. At last, when the human recovers stand 
posture, the ZMP stays between the two feet. 

Figure 26. Steps of the walking experiment 

Figure 27. Timing of the ground reaction force below the two feet 

Figure 28. ZMP trajectory in the X-Y coordinate system 
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Figure 29. Human and exoskeleton's ZMP trajectories in the X-Y coordinate system 

Figure 30. X coordinate of the human and exoskeleton ZMPs with respect to time 

Figure 31. Y coordinate of the human and exoskeleton ZMPs with respect to time 
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7.4 Exoskeleton's Walking Experiments 

An online balancer is added into the control scheme (Low et al., 2006). One more I/O board 
is employed, which reads the encoder of the trunk joint, signals from force sensors and 
control the actuator of the trunk joint. The balancer module reads the current joint angles 
and measured human ZMP then calculates the desired OLE's ZMP. If the measured OLE's 
ZMP differs from the desired one, suitable command signal will be applied to the actuator 
of the trunk joint and trunk compensation will shift the actual ZMP toward the desired 
position, as described previously. The ZMP will stay within the supporting area and the 
OLE will walk stably. A walking experiment is performed to check the balancer module. 
The walk procedure is similar to that in Figure 26. Figure 29 shows human and exoskeleton's 
ZMP trajectories in the X-Y coordinate system. This figure shows that the ZMP is adjusted 
during single support phase and the ZMPs are always kept in support area. Hence the 
exoskeleton can walk with the user stably. To see the relationship between the human ZMP 
and exoskeleton's ZMP more clearly, Figures 30 and 31 show the X and Y coordinates of the 
human and exoskeleton ZMPs with respect to time, respectively. These figures show that in 
X direction, the exoskeleton's ZMP is close to the human ZMP due to the trunk 
compensation, which ensures that the exoskeleton can walk stably following the human. In 
Y direction, the distance between exoskeleton's ZMP and the human ZMP is bigger. This is 
because the exoskeleton's footpad is much wider than human footpad (see Figure 29), 
therefore the allowable range of the exoskeleton's ZMP in Y direction is bigger. More 
experiments are performed including walking forward and backward with a payload of 20 
kg. Figure 32 shows some snapshots of one of those experiments. 

Figure 32. Snapshots of a walking test 
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8. Conclusion and Recommendations 

8.1 Conclusion 

This chapter has presented the development and control of a wearable lower exoskeleton 
system for augmentation of human walking ability, which incorporates human as the inte-
gral part of the control system and can relieve humans physical fatigue caused by excessive 
walking and heavy payloads. In this work, xPC Target, together with other toolboxes from 
MATLAB have been used so as to provide a real-time operating system and an integrated 
development environment for controlling the exoskeleton. Real-time control of the exoskele-
ton is implemented in this environment. At last, walking experiments are performed and 
demonstrated. 

8.2 Future Work 

The first prototype is only a test bed to verify the control algorithms. It looks bulky and 
rough. Though it has been verified that it can walk, there are some topics need to improve 
before one will see a reliable and useful exoskeleton that can effectively enhance humans 
strength and endurance. Another area of improvement may be the addition of more passive 
joints to the OLE prototype. These passive joints may be spring loaded such that it allows 
for passive movements without affecting the structural characteristics of the OLE. Examples 
of passive joints can be at positions like the feet where the passive joint can allow the 
bending of the OLE foot when walking. This will pertain to the users extension of the toes 
while walking. This addition of passive joints at the OLE feet will enable the OLE to be able 
to reciprocate the human movements better and at the same time, allow the user to have a 
more natural walking gait while wearing the OLE. Other areas where passive joints can be 
added are the hip joints and the ankle joints to allow them rotate. Now it is the inner 
exoskeleton who senses the user movements. However, the inner exoskeleton increases the 
distance between the user and the OLE. They can be replaced with goniometers (BIOPAC 
systems. Inc., n.d.), which are more compact and light. Besides, human joints are not simple 
pin joints but complex joints with a changing instantaneous center of rotation. Compared to 
the hard linkages of the inner exoskeleton, goniometer has a telescopic end block that 
compensates for changes in distance between the two mounting points as the limb moves. 
The gauge mechanism allows for more accurate measurement of polycentric joints. To save 
energy and consequently reduce the size of the power source (e.g. batteries) carried by the 
OLE, ways to help decrease the torque required at the OLE joints could be developed. Such 
torque compensation mechanisms are not easy to construct, especially on the OLE. Issues 
like the amount of torque that will be reduced versus the weight increased by the addition 
of such a mechanism are widely debatable. Also, such a mechanism should not hinder the 
movements of the user or the OLE. With the addition of such torque compensation 
mechanisms, the controlling of the actuators will become more complicated. This is because 
of the additional parameters to controlling the torque output of the actuators. Nevertheless, 
a few torque compensation mechanisms can be a possible solution for the OLE. Firstly, in 
the development of the Saika-4 by Tohoku University (Shirata, Konno, & Uchiyama, 2004), a 
method of torque compensation was mentioned. Using a stainless-steel wire and a contrive 
spring layout, the mechanism is able to compensate without depending on joint angles. This 
is important as methods that depend on joint angles compensate with changing forces at 
every joint angle position. This increases the robustness of the control of the system. The 
mechanism in Saika-4 is reported to be able to reduce the torque requirements of the motors 
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at the robot joints because the robot legs always tend to return to the initial standing 
position by the spring force provided in the mechanism. 
By virtue of the inner-outer exoskeleton systems, the proposed assistive gait device has been 
developed and tested initially for strength endurance and rehabilitation. The extension of 
the present study is currently applied to the rehabilitation of people with SCI (spinal cord 
injury) and post-stroke. 
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1. Introduction 

Future humanoid robots will execute various complicated tasks based on communication 
with human users. These humanoid robots will be equipped with anthropomorphic robot 
hands much like the human hand. The robots will eventually supplant human labor in the 
execution of intricate and dangerous tasks in areas such as manufacturing, space exploration 
and the seabeds. 
Many multi-fingered robot hands (Salisbury & Craig, 1982) (Jacobsen et al., 1984) (Jau, 1995) 
(Kyriakopoulos et al., 1997) have been developed. These robot hands are driven by actuators 
in a location remote from the robot hand frame and are connected by tendon cables. 
Elasticity in the tendon cable causes inaccurate joint angle control, and the long wiring of 
tendon cables may obstruct the motion of the robot when the hand is attached to the tip of a 
robot arm. To solve these problems, robot hands in which the actuators are built into the 
hand (Bekey et al., 1990) (Rosheim, 1994) (Lin & Huang, 1996) (Butterfass et al., 2001) 
(Namiki et al., 2003) (Yamano et al., 2003) have been developed. However, these hands have 
the problem that their movement differs from that of the human hand because both the 
number of fingers and the number of joints in the fingers are insufficient. Recently, many 
reports  (Fearing, 1990) (Howe, 1994) (Shimojo et al., 1995) (Johnston et al., 1996) (Jockusch et 
al., 1997) have been presented on the use of tactile sensors that attempt to realize adequate 
object manipulation through contact with the fingers and palm. There has been only the 
slight development of a hand that combines a 6-axes force sensor attached to the fingertips 
with a distributed tactile sensor mounted on the hand surface. 
To provide a standard robot hand used to study grasping and dexterous manipulation, our 
group has developed the Gifu Hand I (Kawasaki & Komatsu, 1998) (Kawasaki & Komatsu, 
1999), the Gifu Hand II (Kawasaki et al., 1999), the Gifu Hand III (Mouri et al., 2002), and the 
kinetic humanoid hand (Kawasaki et al., 2004). 
This paper presents a novel robot hand called the KH (Kinetic Humanoid) Hand type S for 
sign language, which requires a high degree of fingertip velocity. In addition, we construct a 
PC-based master slave system to demonstrate effectiveness in grasping and manipulating 
objects. An experiment involving grasping and manipulating objects by the master slave 
control is shown. Our results show that the KH Hand type S has a higher potential than 
previous robot hands in rendering a picturesque hand shape and performing dexterous 
object manipulations like the human hand. 
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2. An Anthropomorphic Robot Hand 

Gifu Hand III

Human

HandKH Hand type SGifu Hand III

Human

HandKH Hand type S 149.6202.1
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2
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Figure 1. KH Hand type S 

Recently, various robot hands with built-in actuators have been developed. However, these 
hands present the problem that their movement differs from that of the human hand 
because they have had an insufficient number of fingers and finger joints. To provide a 
standard robot hand to be used to study grasping and dexterous manipulation, our group 
developed the Gifu Hand I (Kawasaki & Komatsu, 1998) (Kawasaki & Komatsu, 1999), the 
Gifu Hand II (Kawasaki et al., 1999), and the Gifu Hand III (Mouri et al., 2002). The design 
concept for these robot hands was as follows. 
1. Size: It is desirable that for skillful manipulation the robot hand resemble the human 

hand in size. 
2. Finger DOF: The number of joints and the DOF motion in the robot hand are similar to 

those of the human hand. 
3. Opposability of the thumb: The robot hand thumb is opposed to the four other fingers, 

enabling the hand to manipulate objects dexterously like the human hand.  
4. Force sensor: The robot hand grasps and manipulates objects dexterously with the help 

of tactile sensors and force sensors in the fingers.  
5. Built-in servomotor method: The motion of the robot arm is not disturbed by the robot 

hand, and the robot hand is easily attached to the robot arm.  
6. Unit design of the finger: Each joint must be modular, and each finger must be a unit 

in order to realize easy maintenance and easy manufacture of the robot hand.  
The Gifu Hand series are 5-finger hands driven by built-in servomotors that have 20 joints 
with 16 DOF. These hands use commercial motors. The length of the robot hand, in which 
the actuators are built, depends on the size of the motors. On this basis, we have developed 
and are presenting the smaller kinetic humanoid hand, which uses prototype brushless 
motors (Kawasaki et al., 2004). In the older robot hands, the fingertip velocity was slow 
because their motors had high reduction ratio gears. The shape and freedom of motion of 
our robot hands are almost equivalent to those of human hands. Therefore, we can use the 
robot hands not only for grasping and manipulating objects but also as communication tools 
for such as sign language. Because the drivers for the brushless motor are large and have 
much hardwiring, it has been difficult to miniaturize and make practicable the kinetic 
humanoid hand. Therefore, the new robot hand, which can be driven at same speed as a 
human hand, has been developed based on the use of a commercial DC motor with the 
kinetic humanoid hand. 
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Figure 2. Design of fingers 
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Table 1. Specifications 

2.1 Characteristics 

An overview of the developed KH Hand type S is shown in Figure 1. The hand has five 
fingers. The finger mechanism is shown in Figure 2. The servomotors and the joints are 
numbered from the palm to the fingertip. Each of the fingers has 4 joints, each with 3 DOF. 
The movement of the first finger joint allows adduction and abduction; the movement of the 
second to the fourth joints allows anteflexion and retroflexion. The third servomotor 
actuates the fourth joint of the finger through a planar four-bar linkage mechanism. The 
fourth joint of the robot finger can engage the third joint almost linearly in the manner of a 
human finger. All five fingers are used as common fingers because the hand is developed 
for the purpose of expressing sign language. Thus, the hand has 20 joints with 15 DOF. 
Table 1 summarizes the characteristics of KH Hand type S. The weight of the hand is 0.656 
kg, and the bandwidth for the velocity control of the fingers is more than 15 Hz, which gives 
them a faster response than human fingers. The dexterity of the robot hand in manipulating 
an object is based on thumb opposability. The thumb opposability (Mouri et al., 2002) of the 
robot hand is 3.6 times better than that of the Gifu Hand III. To enable compliant pinching, 
we designed each finger to be equipped with a six-axes force sensor, a commercial item. 
Tactile sensors (distributed tactile sensors made by NITTA Corporation) are distributed on 
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the surface of the fingers and palm. The hand is compact, lightweight, and anthropomorphic 
in terms of geometry and size so that it is able to grasp and manipulate like the human 
hand. The mechanism of KH Hand type S is improved over that of the kinetic humanoid 
hand, as described in the next section. 
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Figure 3. Reduction of backlash 
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Figure 4. Effects of elastic body 

2.2 Weight Saving 

The weight of Gifu Hand III and the kinetic humanoid hand are 1.4 and 1.09 kg, 
respectively. The major part of the weight of Gifu Hand III is the titanium frame of the 
fingers. Therefore, the new KH Hand type S uses a plastic frame for the fingers and palm, 
and its weight is 0.61 times lighter than that of the older kinetic humanoid hand. 

2.3 Motors 

The Gifu Hand III has been developed with an emphasis on fingertip forces. High output 
motors have been used, with the hand’s size being rather larger than that of the human 
hand. In order to miniaturize the robot hand, compact DC motors (the Maxson DC motor, 
by Interelectric AG), which have a magnetic encoder with 12 pulses per revolution, are used 
in the new robot hand. The diameter of servomotors was changed from 13 to 10 mm. The 
fingertip force of KH Hand type S is 0.48 times lower than that of the Gifu Hand III and has 
a value of 0.86 N. At the same time, its fingertip velocity is higher. 
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Figure 5. Transfer substrate 

(a) Old (b) New 

Figure 6. Over view with transfer substrate 

2.4 Reduction of Backlash in the Transmission 

The rotation of the first and second joints is controlled independently through an 
asymmetrical differential gear by the first and second servomotors. The backlash of the first 
and second joints depends on the adjustment of the gears shown in Figure 3. The lower the 
backlash we achieve, the higher becomes the friction of the gears transmission. An elastic 
body, which keeps a constant contact pressure, was introduced between the face gear and 
spur gears to guarantee a low friction. The effects of the elastic body were previously tested 
in Gifu Hand III, with the experimental results shown in Figure 4. Both the transmissions 
with and without the elastic body were accommodated at the same level. A desired 
trajectory is a sine wave, and for that the joint torque is measured. Figure 4 shows that the 
root mean joint torques without and with the elastic bodies were 0.72 and 0.49 Nm, 
respectively. Hence, the elastic body helps to reduce the friction between the gears. 

2.5 Transfer Substrate 

The robot hand has many cables, which are motors and encoders. The transfer substrate 
works the cables of counter boards and a power amp of the driving motors that are 
connected to the motors that are built in the fingers. Therefore, a new transfer substrate was 
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developed for downsizing. Figure 5 shows the foreside and backside of the developed 
transfer substrate, which is a double-sided printed wiring board. The pitch of the connectors 
was changed from 2.5 to 1.0 mm. Compared with the previous transfer substrate, the weight 
is 0.117 times lighter and the occupied volume is 0.173 times smaller. Figure 6 shows an 
overview of a KH Hand type S equipped with each transfer substrate. As a result of the 
change, the backside of the robot hand became neat and clean, and the hand can now be 
used for the dexterous grasping and manipulation of objects, such as an insertion into a gap 
in objects. 

Figure 7. Distributed tactile sensor 
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Table 2. Characteristic of distributed tactile sensor 

2.6 Distributed Tactile Sensor 

Tactile sensors for the kinetic humanoid hand to detect contact positions and forces are 
mounted on the surfaces of the fingers and palm. The sensor is composed of grid-pattern 
electrodes and uses conductive ink in which the electric resistance changes in proportion to 
the pressure on the top and bottom of a thin film. A sensor developed in cooperation with 
the Nitta Corporation for the KH Hand is shown in Figure 7, and its characteristics are 
shown in Table 2. The numbers of sensing points on the palm, thumb, and fingers are 321, 
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126 and 112, respectively, with a total number of 895. Because the KH Hand has 36 tactile 
sensor points more than the Gifu Hand III, it can identify tactile information more 
accurately. 
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Figure 8. Trajectory control 

2.7 Sign Language 

To evaluate the new robot hand, we examined control from branching to clenching. Figure 8 
shows the experiment results. The result means that the angle velocity of the robot hand is 
sufficient for a sign language. 
Sign language differs from country to country. Japanese vocals of the finger alphabet using 
the KH Hand type S are shown in Figure 9. The switching time from one finger alphabet 
sign to another one is less than 0.5 sec, a speed which indicates a high hand shape display 
performance for the robot hand. 

3. Master Slave System 

In order to demonstrate effectiveness in grasping and manipulating objects, we constructed 
a PC-based master slave system, shown in Figure 10. An operator and a robot are the master 
and slave, respectively. The operator controls the robot by using a finger joint angle, hand 
position and orientation. The fingertip force of the robot is returned to the operator, as 
shown in Figure 11. This is a traditional bilateral controller for teleoperations, but to the best 
of our knowledge no one has previously presented a bilateral controller applied to a five 
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fingers anthropomorphic robot hand. In general, in a master slave system, a time delay in 
communications must be considered (Leung et al., 1995), but since our system is installed in 
a single room, this paper takes no account of the time delay.

(a) "A" (b) "I" (c) "U" 

(d) "E" 
(e) "O" 

Figure 9. Japanese finger alphabet 

3.1 Master System 

The master system to measure the movement of the operator and to display the force feeling 
is composed of four elements. The first element, a force feedback device called a FFG, 
displays the force feeling, as will be described in detail hereinafter. The second is a data 
glove (CyberGlove, Immersion Co.) for measuring the joint angle of the finger. The third is a 
3-D position measurement device (OPTOTRAK, Northern Digital Inc.) for the hand position 
of operator and has a resolution of 0.1 mm and a maximum sampling frequency of 1500 Hz. 
The fourth element is an orientation tracking system (InertiaCube2, InterSense Inc.) for the 
operator's hand posture; the resolution of this device is 3 deg RMS, and its maximum 
sampling frequency is 180 Hz. The operating system of the PCs for the master system is 
Windows XP. The sampling cycle of the FFG controller is 1 ms. The measured data is 
transported through a shared memory (Memolink, Interface Co.). The hand position is 
measured by a PC with a 1 ms period. The sampling cycle of the hand orientation and the 
joint angle is 15 ms. The FFG is controlled by a PI force control. Since sampling cycles for 
each element are different, the measured data are run through a linear filter. 
The developed robot hand differs geometrically and functionally from a human hand. A 
method of mapping from a human movement to the command of the robot is required, but 
our research considers that the operator manipulates the system in a visceral manner. The 
joint angle can be measured by the data glove, so that this system directly transmits the joint 
data and the hand position to the slave system, as we next describe. 
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Figure 10. Control system 
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3.2 Slave System 

The slave system consists of a hand and an arm. The robot hand is the developed KH Hand 
type S equipped with the 6-axes force sensor (NANO 5/4, BL. AUTOTEC Co.) at each 
fingertip and the developed tactile sensor. The robot arm is the 6-DOF robot arm (VS6354B, 
DENSO Co.). The operating system of the PCs for the slave system is ART-Linux, a real-time 
operating system (Movingeye, 2001). The tactile sensor output is processed by a PC with a 
10 ms period. The measured tactile data is transported to a FFG control PC through TCP/IP. 
The sampling cycle of the hand and arm controller is 1 ms. Both the robot arm and hand are 
controlled by a PD position control. 

3.3 Force Feed Back Glove 

The forces generated from grasping an object are displayed to the human hand using the 
force feedback glove (FFG), as shown in Figure 12 (Kawasaki et al., 2003). The operator 
attaches the FFG on the backside of the hand, where a force feedback mechanism has 5 
servomotors. Then the torque produced by the servomotor is transmitted to the human 
fingertips through a wire rope. The fingertip force is measured by a pressure sensitive 
conductive elastomer sensor (Inaba Co). A human can feel the forces at a single point on 
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each finger, or on a total of 5 points on each hand. The resolution of the grasping force 
generated by the FFG is about 0.2 N. The force mechanism also has 11 vibrating motors 
located in finger surfaces and on the palm to present the feeling at the moment that objects 
are contacted. A person can feel the touch sense exactly at two points on each finger and at 
one point on the palm, or at a total of 11 points on each hand. 

(a) Overview 

Force sensor Wire rope Spiral tube

Flexible tube

Servomotor

Pulley

Band

Vibrating 

motor

Hinge

Force sensor Wire rope Spiral tube

Flexible tube

Servomotor

Pulley

Band

Vibrating 

motor

Hinge

(b) Mechanism 

Figure 12. Force feedback glove 
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Figure 13. Peg-in-hole task 

4. Experiment 

4.1 Peg-in-hole task 

As shown in Figure 13, a peg-in-hole task was conducted because it is the most fundamental 
assembly operation. We used two objects: a disk with a hole (A) and a cylinder (B). The 
weight of object A is 0.253 kg, the outer diameter is 0.13 m, and the hole’s diameter is 0.041 
m. The weight of object B is 0.198 kg, and the diameter is 0.040 m. The clearance between 
object A and B is 0.001 m. 
The peg-in-hole task sequence is as follows. The robot (operator) approaches an object A, 
grasps the object, translates it closely to object B, and inserts it into object B. 
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(a) Approach (b) Grasp 

(c) Translate (d) Insert 

(e) Completion 

Figure 14. Sequence of peg-in-hole task 

4.2 Experimental Result 

Experimental results of the peg-in-hole task controlled by the master slave system are 
shown in Figure 14. Figures 15 and 16 show the joint angles and the position and orientation 
of the robot hand. We used the KH Hand types with the previous transfer substrate in this 
experiment. They indicate that the controlled variables are close to the desired ones. These 
results show that the KH Hand type S can perform dexterous object grasping and 
manipulation like the human hand.  



Humanoid Robots, Human-like Machines 40

0 10 20 30 40
-0.5

0.0

0.5

1.0

1.5

Jo
in

t 
an

g
le

 (
ra

d
)

Time (sec)

 1st desired

 1st actual

 2nd desired

 2nd actual

 3rd desired

 3rd actual

(a) Index 

0 10 20 30 40
-0.5

0.0

0.5

1.0

1.5

Jo
in

t 
an

g
le

 (
ra

d
)

Time (sec)

 1st desired

 1st actual

 2nd desired

 2nd actual

 3rd desired

 3rd actual

(b) Middle 

0 10 20 30 40
-0.5

0.0

0.5

1.0

1.5

Jo
in

t 
an

g
le

 (
ra

d
)

Time (sec)

 1st desired

 1st actual

 2nd desired

 2nd actual

 3rd desired

 3rd actual

(c) Ring 

0 10 20 30 40
-0.5

0.0

0.5

1.0

1.5

Jo
in

t 
an

g
le

 (
ra

d
)

Time (sec)

 1st desired

 1st actual

 2nd desired

 2nd actual

 3rd desired

 3rd actual

(d) Little 

0 10 20 30 40
-0.5

0.0

0.5

1.0

1.5

Jo
in

t 
an

g
le

 (
ra

d
)

Time (sec)

 1st desired

 1st actual

 2nd desired

 2nd actual

 3rd desired

 3rd actual

(e) Thumb 

Figure 15. Joint angle of robot hand 

5. Conclusion 

We have presented the newly developed anthropomorphic robot hand named the KH Hand 
type S and its master slave system using the bilateral controller. The use of an elastic body 
has improved the robot hand in terms of weight, the backlash of the transmission, and 
friction between the gears. We have demonstrated the expression of the Japanese finger 
alphabet. We have also shown an experiment of a peg-in-hole task controlled by the bilateral 
controller. These results indicate that the KH Hand type S has a higher potential than 
previous robot hands in performing not only hand shape display tasks but also in grasping 
and manipulating objects in a manner like that of the human hand. In our future work, we 
are planning to study dexterous grasping and manipulation by the robot. 
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Figure 16. Joint angle of robot arm 
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1. Introduction 

Recently, many studies have focused on the development of humanoid biped robot 
platforms. Some of the well-known humanoid robots are Honda’s humanoid robots, the 
WABIAN series of robots from Waseda University, Partner, QRIO, H6 and H7, HRP and 
JOHNNIE. Given that humanoids are complex, expensive and unstable, designers face 
difficulties in constructing the mechanical body, integrating the hardware system, and 
realizing real-time motion and stability control based on human-like sensory feedback. 
Among the robots, HRP and ASIMO are the most well known humanoid robot platforms. 
HRP-3P is a humanoid robot developed jointly by the National Institute of Advanced 
Industrial Science and Technology and Kawada Industries, Inc in Japan. It stands 1.6 m tall, 
weighs 65 kg, and has 36 degrees of freedom (DOF). Upgraded from HRP-2, the new 
platform is protected against dust and water. In addition, Honda has unveiled a new type of 
ASIMO, termed the ASIMO Type-R, which stands 1.3 m tall, weighs 54 kg, and has 34 DOF. 
With the i-WALK technology, this robot has an impressive walking feature: it can walk at 
2.7 km/h, and run at 6 km/h. 
HUBO is essentially an upgraded version of KHR-2. The objective of the development of 
HUBO was to develop a reliable and handsome humanoid platform that enables the 
implementation of various theories and algorithms such as dynamic walking, navigation, 
human interaction, and visual and image recognition. With the focus on developing a 
human-friendly robot that looks and moves like humans, one focus was on closely aligning 
the mechanical design with an artistic exterior design. This chapter also discusses the 
development of control hardware and the system integration of the HUBO platform. 
Numerous electrical components for controlling the robot have been developed and 
integrated into the robot. Servo controllers, sensors, and interface hardware in the robot 
have been explained. Electrical hardware, mechanical design, sensor technology and the 
walking algorithm are integrated in this robot for the realization of biped walking. This 
system integration technology is very important for the realization of this biped humanoid. 
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The technologies utilized in HUBO are the basis of the development of other HUBO series 
robot such as Albert HUBO and HUBO FX-1. 
Albert HUBO is the only humanoid robot that has an android head and is able to walk with 
two legs. The face, which resembles Albert Einstein, can imitate human facial expressions 
such as surprise, disgust, laughter, anger, and sadness. The body, comprising the arms, 
hands, torso, and legs, is that of HUBO. The body of HUBO was modified to have the 
natural appearance despite the disproportionate sizes of the head and the body. It can be 
described as Albert Einstein in a space suit. The realization of a biped walking robot with an 
android head is a first-in-the-world achievement. The design and system integration 
between the head and the body are discussed. RC motors are used for the head mechanism, 
enabling facial expressions. The head and body are controlled by different controllers. The 
head controller generates facial motions and recognizes voices and images using a 
microphone and CCD cameras. 
HUBO FX-1 is human-riding biped robot. There are a few research results on the subject of 
practical uses for human-like biped robots. HUBO FX-1 was developed for carrying humans 
or luggage. This is very useful in the construction or entertainment industries. As HUBO 
FX-1 uses two legs as transportation method, it offsets the limitations in the use of a wheel 
and caterpillar. The robot uses AC motors and harmonic drives for joints. As it should 
sustain heavy weight in the region of 100kg, it requires high power actuators and  
transmissible high-torque reduction gears. 

2. HUBO 

2.1 Overall Description 

HUBO (Project name: KHR-3) is a biped walking humanoid robot developed by the 
Humanoid Robot Research Center at KAIST.  It is 125cm tall and weights 55kg. The inside 
frame is composed of aluminum alloy and its exterior is composite plastic. A lithium-
polymer battery located inside of HUBO allows the robot to be run for nearly 90 minutes 
without external power source. All electrical and mechanical parts are located in the body, 
and the operator can access HUBO using wireless communications. HUBO can walk 
forward, backward, sideways, and it can turn around. Its maximum walking speed is 
1.25km/h and it can walk on even ground or on slightly slanted ground. HUBO has enough 
degrees of freedom (DOF) to imitate human motions. In particular, with five independently 
moving fingers, it can imitate difficult human motions such as sign language for deaf 
people. Additionally, with its many sensors HUBO can dance with humans. It has two CCD 
cameras in its head that approximate human eyes, giving it the ability to recognize human 
facial expressions and objects. It can also understand human conversation, allowing it to talk 
with humans. 
HUBO is an upgraded version of KHR-2. The mechanical stiffness in the links was improved 
through modifications and the gear capacity of the joints was readjusted. The increased 
stiffness improves the stability of the robot by minimizing the uncertainty of the joint 
positions and the link vibration control. In the design stage, features of the exterior, such as 
the wiring path, the exterior case design and assembly, and the movable joint range were 
critically reconsidered, all of which are shown in Fig. 1. In particular, strong efforts were 
made to match the shape of the joints and links with the art design concept, and the joint 
controller, the motor drive, the battery, the sensors, and the main controller (PC) were 
designed in such a way that they could be installed in the robot itself. Table 1 lists the 
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specifications of the robot. The following are the design concepts and their strategies in the 
design of the HUBO platform. 
1. Low development cost 

• Rather than using custom-made mechanical parts, commercially available components 
such as motors and harmonic gears were used in the joints. 

2. Light weight and compact joints 

• The power capacity of the motors and reduction gears enables short periods of 
overdrive due to the weight and size problem of the actuators. 

3. Simple kinematics 

• For kinematic simplicity, the joint axis was designed to coincide at one point or at one axis. 
4. High rigidity 

• To maintain rigidity, the cantilever-type joint design was avoided. 
5. Slight uncertainty of the joints 

• Harmonic drive reduction gears were used at the output side of the joints, as they do 
not have backlash. 

6. Self-contained system 

• All of the components, including the battery, controllers and sensors, are enclosed 
inside the robot. There are no external power cables or cables for operating the robot. 

Figure 1. Humanoid Robot, HUBO 
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Figure 2. Schematic of the joints and links 
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Research period January 2004 up to the present 

Weight 55 kg 

Height 1.25 m 

Walking speed 0 ~ 1.25 km/h 

Walking cycle, stride 0.7 ~ 0.95 s, 0 ~ 64 cm 

Grasping force 0.5 kg/finger 

Actuator Servomotor + harmonic reduction gear 

Control unit 
Walking control unit, servo control unit, sensor unit, 
power unit, and etc. 

Foot 3-axis force torque sensor; accelerometer 
Sensors

Torso Inertial sensor system 

Battery 24 V - 20 Ah (Lithium polymer) Power
section External power 24 V (battery and external power changeable) 

Operation section Laptop computer with wireless LAN 

Operating system  Windows XP and RTX 

Degree of Freedom 41 DOF 

Table 1. Overall Specifications of HUBO

2.2 Mechanical Design 
Degrees of Freedom and Movable Joint Angles 
Table 2 shows the degrees of freedom of HUBO. Attempts were made to ensure that HUBO 
had enough degrees of freedom to imitate various forms of human motion, such as walking, 
hand shaking, and bowing. It has 12 DOF in the legs and 8 DOF in the arms. Furthermore, it 
can independently move its fingers and eyeballs as it has 2 DOF for each eye (for panning 
and tilting of the cameras), 1 DOF for the torso yaw, and 7 DOF for each hand (specifically, 2 
DOF for the wrist and 1 DOF for each finger). As shown in Fig. 2, the joint axis of the 
shoulder (3 DOF/arm), hip (3 DOF/leg), wrist (2 DOF/wrist), neck (2 DOF) and ankle 
(2 DOF/ankle) cross each other for kinematic simplicity and for a dynamic equation of 
motion. 

Head Torso Arm Hand Leg Total 

2 neck 
2/eye (pan-tilt)

1/torso (yaw)
3/shoulder

1/elbow
5/hand
2/wrist

3/hip
1/knee
2/ankle

6 DOF 1 DOF 8 DOF 14 DOF 12 DOF 41 DOF 

Table 2. Degrees of Freedom of HUBO 

Table 3 shows the movable angle range of the lower body joints. The ranges are from the 
kinematic analysis of the walking. The maximum and normal moving angle ranges of the 
joints are related to the exterior artistic design in Fig. 3. While determining the ranges, a 
compromise was reached in terms of the angle range and the appearance of the robot. 
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Joint Angle range 

Yaw 0 ~ +45° 

Roll -31° ~ +28° Hip

Pitch -90° ~ +90° 

Knee Pitch -10° ~ +150° 

Pitch -90° ~ +90° 
Ankle

Roll -23° ~ +23° 

Table 3. Movable lower body joint angle ranges of HUBO 

Figure 3. Artistic design of HUBO 

Actuator (Reduction Gear and DC Motor)
Two types of reduction gears are used: a planetary gear and a harmonic gear. A planetary 
gear is used for joints such as finger joints, wrist-pan joints, neck-pan joints and eyeball 
joints, where small errors (such as backlash) are allowable. Errors in the finger and wrist-
pan joints do not affect the stability of the entire body or the overall motion of the arms and 
legs. Harmonic gears are used for the leg and arm, as well as for neck tilt and wrist tilt joints. 
As a harmonic gear has little backlash on its output side and only a small amount of friction 
on its input side, it is particularly useful for leg joints, where errors can affect the stability of 
the entire system and the repeatability of the joint position. This harmonic type of reduction 
gear is connected to the motor in two ways: through a direct connection and through an 
indirect connection. The indirect connection requires various power transmission 
mechanisms (such as a pulley belt or a gear mechanism) between the reduction gear unit 
and the motor. HUBO has an indirect type of connection for the neck tilt, the shoulder pitch, 
the hip, the knee, and the ankle joints. 
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Joint Reduction gear 
type Input gear ratio Motor power 

Finger 
Planetary gear 

(256:1)
1.56:1 (pulley belt) 2.64 W 

Pan
Planetary gear 

(104:1)
NoneHand

Wrist

Tilt
Harmonic drive 

(100:1)
2:1 (pulley belt) 

Pan
Planetary gear 

(104:1)
None

Neck 

Tilt
Harmonic drive 

(100:1)
2:1 (pulley belt) 

11 W 

Pan None 

Head

Eye 
Tilt

Planetary gear 
(256:1) 1.56:1(pulley belt) 

2.64 W 

Elbow Pitch 

Roll
None

Pitch 1:1 
Arm

Shoulder

Yaw

Trunk Yaw 

Harmonic drive 
(100:1)

None

90 W 

Table 4. Upper body actuators of HUBO 

Joint Harmonic drive reduction ratio Input gear ratio Motor power 

Roll 120:1 Gear (2.5:1) 150 W 

Pitch 160:1 Pulley belt (1.78:1) 150 W Hip

Yaw 120:1 Pulley belt (2:1) 90 W 

Knee Pitch 120:1 Pulley belt (1:1) 150 W*2 

Roll 100:1 Pulley belt (2:1) 
Ankle

Pitch 100:1 Pulley belt (1.93:1)
90 W 

Table 5. Lower body actuators of HUBO 

The choice of gear types and harmonic drive types was limited by specific design constraints 
(such as the space, shape, permissible power, and weight). With flexibility in designing the 
size, shape and wiring, it was easier to develop brushed DC motor drivers compared to 
other types of motors (such as brushless DC motors or AC motors). The brushed DC motors 
also have a suitable thermal property. When they are driven in harsh conditions, for 
example at a high speed and severe torque, the generated heat is less than if brushless DC 
motors were used. Hence, there is less of a chance that heat will be transferred from the 
motors to devices such as the sensors or the controller. 
There are trade-offs in terms of the voltage of the motor. If the motor has a high voltage, it 
cannot drive a high current, and vice versa. The voltage of the motors is related to the size 
and weight of the battery. A high-voltage source requires more battery cells to be connected 
serially. The number of battery cells is directly related to the weight of the battery system 
and the weight distribution of the robot. 
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Weight Distribution
The main controller (PC), the battery, and the servo controller and drivers for the upper 
body are in the torso. The mass, except for the actuators, was concentrated in the torso due 
to the need to reduce the load of the actuators in frequently moving parts such as the arms 
and legs; in addition, it was desired that the torso have sufficiently large inertia for a small 
amplitude fluctuation. With this approach, the robot achieves low power consumption 
while swinging its arms and legs; moreover, the control input command ensured a zero 
moment point with a small positioning of the torso. When the inverted pendulum model is 
used for gait generation and control, making the legs lighter is important for the realization 
of biped walking because the model does not consider the weight and the moment of inertia 
of the lifting leg. 
Mechanical Component of Force Torque Sensor (F/T Sensor)
Shaped like a Maltese cross, the F/T sensors can detect 1-force and 2-moment. As shown in 
Fig.  4, the sensors are attached the wrist ( 50) and ankle (80 mm x 80 mm). To sense the 
magnitude of a beam deflection, strain gages are glued onto the points where the load 
causes the largest strain. These points were located at the ends of the beam but the gages 
were glued 5 mm apart to minimize the problems of stress concentration and physical space. 
The ankle sensor was designed for a maximum normal force (FZ) of 100 kg and maximum 
moments (MX, MY) of 50 Nm.

Figure 4. Three-axis F/T sensor

It can be physically assumed that the distance between the sole and the sensor is negligible 
and that the transversal forces in the x-y plane are small. From the principle of equivalent 
force-torque, the sensor-detected moment is then 
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This 3-axis F/T sensor can only sense Fz, Ms,x, Ms,y. By the definition of ZMP, the moment at 
ZMP is 0ZMPM = . It can be assumed that the F/T sensor is on the sole and that the transversal 



Humanoid Robots, Human-like Machines 50

forces in the x-y plain are small. In this case, 
z xr F  and 
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2.3 Control Hardware System 

The hardware architecture of the control system is shown in Fig. 5, and the location of the 
hardware components is displayed in Fig. 6. A Pentium III-933MHz embedded PC with the 
Windows XP operating system (OS) is used as the main computer. Other devices such as 
servo controllers (joint motor controller) and sensors are connected to the controller area 
network (CAN) communication lines to the main computer. The robot can be operated via a 
PC through a wireless LAN communications network. The main computer serves as the 
master controller. The master controller calculates the feedback control algorithm after 
receiving the sensor data, generates trajectories of the joints, and sends the control command 
of the robot to the servo controller of the joints via CAN communication. 

Figure 5. Control System Hardware of HUBO 

The software architecture of the OS is shown in Fig. 7. Windows XP operates the main 
controller for the convenience of software development and for system management. 
Windows XP is a common OS, which is easy for the developer to access and handle. This 
widespread OS made it possible to develop the robot control algorithm more effectively, as 
it is easy to use with free or commercial software and with hardware and drivers. A 
graphical user interface (GUI) programming environment shortened and clarified the 
development time of the control software. However, the OS is not feasible for real-time 
control. Real-time extension (RTX) software is the solution for this situation. The operational 
environment and the GUI of the robot software were developed in the familiar Windows 
XP, and a real-time control algorithm including the CAN communications was programmed 
in RTX. 
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Figure 6. Hardware System Structure of HUBO 

Figure 7. Software Architecture of the OS 

Brushed DC motors were used for joint actuators. The motors, as used in this robot, are 
divided by their power capacity. High-power motors are used for joints such as the hip, 
knee, ankle, shoulder, elbow and torso. These joint actuators require high levels of torque, 
speed and reliability. For example, the motors used in the lower limb are directly related to 
the walking performance and stability of the robot. In addition, the arm joint motors also 
require high power as it was desired that the robot could imitate human motions such as 
bowing, sign language, and simple dancing. Low-power motors are used for joints such as 
the fingers, wrists, neck, and eyes.  These motors have little connection to the overall 
walking stability of the robot; they were added for the decoration of motion. Two types of 
servo controllers were developed: a low-power controller and a high- power controller.  
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Figure 8. Hardware Configuration of the Servo controller 

Figure 9. Servomotor Controllers 

The controllers operate at 1000Hz, which interpolates linearly the position command issued 
by the main controller at a frequency of 100Hz. The detailed hardware configuration and the 
features of the controllers are shown in Figs. 8 and 9. As mentioned above, two types of 
servo controllers were used; these are shown in Fig. 9. Both are composed of a 
microcontroller module and power amplifier module. The microprocessor module receives 
the joint position commands, controls a real DC motor using given commands and encoder 
counting, and sends the actual position or current data of the motors. Fig. 9a shows low-
power servo controllers that control the low-powered joints. These controllers can control 7-
channel motors. There is also a 5-channel A/D port for additional sensors such as the 
pressure sensors in the fingertips. The power capacity is 40W/ch for the head and hand 
joints, which requires low power, a small space, and multiple motors. The other type of 
servomotor, as shown in Fig. 9, controls the high-power DC motors. It can handle 2-channel 
motors and a 2-channel A/D port for additional sensors such as accelerometers. It has a 
channel power capacity of 480W, allowing it to control the high-power motors. 
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Figure 10. Inertia Sensor System 

Figure 11. Signal Processing Block Diagram of the Inertia Sensor System 

HUBO has an inertia sensor system enclosed in its chest. The walking control algorithm of 
the robot uses the attitude sensor actively. The inertia sensor system is composed of a 2-
channel accelerometer, a 2-channel rate gyro and a signal-condition processor board, as 
shown in Fig. 10. In practice, the accelerometer can sense the robot’s inclination using an 
arcsine function. However, it is very sensitive to unwanted acceleration resulting from a 
shock or a jerk. The rate gyro is good for sensing the angular velocity, but it drifts under a 
low frequency. Therefore, it is necessary to utilize signal-processing methods. As shown 
above in Fig. 11, the robot’s attitude and its rate of change can be used instead. The sensor 
measures the inclination of the torso; the angle control is very important for the robot’s 
stability and in terms of repeatability.

3. Albert HUBO

The design concept of the android-type humanoid robot Albert HUBO is described as 
follows: 
1. A human-like head with a famous face 
2. Can hear, see, speak, and express various facial expressions. 



Humanoid Robots, Human-like Machines 54

3. Can walk dynamically 
4. Spacesuit-type exterior  
5. Long battery life per single charge 
6. Self-contained system 
7. Two independent robotic systems of a head and a body 
Albert HUBO is an android-type humanoid robot with a human face, as shown in Fig. 12. It 
has a height of 137 cm, a weight of 57 Kg, and 66 degrees of freedom. Essentially, its frame 
structures and systems are based on HUBO, which is a biped humanoid robot explained in a 
previous section. Based on HUBO, the control system architecture, battery capacity, and 
head system were upgraded. The head and body are independent robotic systems; 
accordingly, they have different roles. The head system manages intelligent human-robot 
interactions while the body system performs movements such as biped walking. Hence, the 
battery capacity was enlarged in order to power these two robotic systems sufficiently. 

Figure 12. Albert HUBO 

 Albert HUBO HUBO 

Height 137 cm 125 cm 

Weight 57 kg 55 kg 

DOF 66 41 

Actuator
Brushed DC motor 
+ RC servomotor 

Brushed DC motor 

Table 6. Mechanical Specifications of Albert HUBO and HUBO 
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Main computer 1 Pentium III 1.1GHz
Computer

Main computer 2 Pentium III 933MHz

General OS Windows XP
Operating System

Real time OS RTX

Internal CAN
Communication

External IEEE 802.11g

Vision Vision system using CCD Cameras

Voice Voice recognition and voice synthesis

Table 7. System Specifications of Albert HUBO

Table 6 and 7 present the simple and overall specifications of Albert HUBO. The robot uses 
two PCs. The first of these is termed main computer 1, which mainly handles the role of 
head motion control. The controller generates head motions such as the facial expressions. It 
also processes vocal expression data and CCD camera image data from the microphone and 
CCD camera, respectively. The second PC is termed main computer 2, which mainly 
handles motions and the walking control of the entire robot system apart from the head. It 
controls walking and motions analogous to the main computer of HUBO. 
Android Head Design 
Historically, the entertainment industry has most aggressively explored realistic and nearly 
realistic robotic hardware for use in movies and theme parks. The field of such 
entertainment devices is known as “animatronics.” These machines have taken a wide 
diversity of form, from the realistic “Abe” Lincoln of Disneyland, to the bizarre aliens of the 
“Men in Black” movies. 
In the field of animatronics, problems of costliness, low expressivity, and power 
consumption all result from the physical dissimilarity of the simulated facial soft tissues of 
animatronics relative to real human tissues. Human facial soft tissues are mostly liquid, 
filling cellular membranes approximating billions of tiny water balloons. The liquid 
molecules will slide into any geometry that the membranes can tolerate. In this way, the 
human face is like a sealed wet sponge. Animatronic facial tissue on the other hand, is made 
of solid elastomers (e.g. rubber), which are typically composed of tangled, spring-like 
polymer molecules that unwind when elongated but are geometrically interlocked. Thus, 
these molecules are fundamentally restricted from reproducing the geometric plasticity of 
human facial tissues. In effect, the force required to move animatronics materials 
expressively are orders of magnitude above that required by facial soft tissues. 
To resolve these issues, Hanson Robotics developed a series of methods for creating sponge-
like elastomer materials that move more like facial soft-tissues. These materials, known 
collectively as “Frubber” (a contraction of “flesh” and “rubber”), wrinkle, crease, and amass 
much more like skin than do animatronics materials. They also consume very little power — 
less than 10W — while affecting a full range of facial expressions and speech-related mouth 
motions. In tests, the material requires less than 1/22nd the force and energy to move into 
facial expressions relative to animatronics materials.  
The reduced energy consumption enables battery-powered biped walking. Being porous, 
Frubber also weighs much less, which is also a benefit for untethered walking robots. Such 
integration with a walking gesture-capable body is significant as it allows an exploration of 
the aesthetics of the entire, integrated humanoid figure as an autonomous social being. 
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 As shown in Fig. 13, Frubber is used for Albert HUBO’s facial skin. In addition, twenty-
eight RC servomotors for the facial movements and three RC servomotors for the neck 
movements are used in order to generate a full range of facial actions and expressions, such 
as laughs, sadness, anger, or surprise. The servomotors are linked with the various points of 
Albert HUBO’s face through strings. Therefore, the face motions are generated by drawing 
or releasing strings linked to various points on the face such as the eyebrows, eyes, jaws, 
lips, and other points. 

Figure 13. The head of Albert HUBO 

To control the thirty-one RC servomotors, the mini SSC II (Scott Edwards Electronics) is 
used as the head motor controller. The main controller sends the position data via RS-232 
signals to the head motor controller. The head motor controller then converts the RS-232 
signals to PWM signals in order to drive the thirty-one RC servomotors. The head motor 
controller sends the PWM signals to the RC servomotors without feedback, as the RC 
servomotors incorporate feedback control circuits in their systems. 
Body Design
The most important part of the design of Albert HUBO is the torso, as numerous important 
parts are densely crowded into this space. Thus, a high level of space efficiency is required. 
For example, the speaker and microphone systems, two main computers, a Li-Polymer 
battery, a Ni-MH battery, joint motor controllers, an inertial sensor, and a switch panel are 
located in the torso. To support this hardware, the torso is composed of a rectangular-
shaped chest frame and two supporting columns between the chest and the pelvis. Fig. 14 
shows a 2D drawing of Albert HUBO’s body. By locating many parts into the torso, which 
does not have joints, energy consumption can be reduced during dynamic motions. The 
dimensions of robot body were determined in consideration of a human body. However, the 
distance between the right and left shoulders was designed to be greater than that of a 
human due to a spacesuit-like exterior. 
The body frames and covers of HUBO were modified to connect them with an android 
head. The main design problem of the Albert HUBO project was the natural connection of 
the machine-shaped body and the realistic human-like head. More specifically, it was 
important to provide the best image to people without an unusual appearance. To match the 
robotic body with the human-like head, the authors conceived of Albert Einstein’s face and 
coupled it with a spacesuit-type body exterior, as the spacesuit gives the robot a scientific 
and robotic appearance. This was felt to be well matched with the image of Albert Einstein 
in this regard. 
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Figure 14. 2D drawing of Albert HUBO’s body 

Figure 15. Modified parts of the HUBO Platform 

During the body styling process, there was an unexpected problem: the head was out of 
proportion with the body. This problem was serious, as the robot may have appeared overly 
unusual. The first design alternative was an inverted triangle shape for the body, applying a 
perspective effect. As ordinary people understand the perspective view well, they do not 
recognize distortions regarding the depth of perspective until these distortions are large. As 
modern people are familiar with different camera views or screen angles used with movie 
cameras, they naturally recognize distortion from a lens as well. A normal adult looks down 
Albert HUBO from a high vantage point, because a person of normal height is taller than the 
robot. Thus, to someone looking at the robot, the upper body appears wider and the lower 
body narrower. This effect becomes greater as the distance between the viewer and the 
robot becomes closer and as the view angle becomes higher. If the perspective obtained 
from a high viewpoint is applied to the styling, an inverted-triangle robot shape results, as 
shown in Fig. 16. 
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Figure 16. Distorted image with the perspective view and its application 

In spite of various points of view, people are reminded of the shape from the viewpoint of a 
camera from a high viewing angle. This case represents the natural situation shown in Fig. 17. 

Figure 17. Seeing the distorted robot, people imagine the image from the perspective of a 
camera 

For the upper body cover design, an inverted conic shape was applied in order to prevent 
distortion from the side quarter view. Hence, the arm parts were moved approximately 45 
mm more to the outside from the body center in order to expand the upper body. The pelvis 
cover was contracted compared to the original HUBO platform. To minimize the expansion 
of the upper body cover, it was made to be round so that it would not interfere with 
shoulder and neck, as shown in Fig. 18.  

Figure 18. Design of the upper body cover 
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The second design alternative was a reduction of the exposure of the head (except for face, 
as it is the most important part in Albert HUBO body styling). To shade the back of the 
head, the backpack was expanded to the ears. The backpack protects the head from impacts, 
adds room for inner mechanic parts and controllers, and acts as a base for the attachment of 
various types of equipment as shown in fig. 19.  

Figure 19. The backpack of Albert HUBO 

The third design alternative was the application of effective lighting (shown in Fig. 20.). The 
sidelights on the head can disperse a spectator’s sight when concentrated on the head. 
Furthermore, these powerful halogen lights make a dramatic effect when the robot presents 
on the stage in an artificial fog. Additional blue LED lights in the neck and the shoulder 
connection parts offer a feeling of mystique or a fantasy mood. In particular, the LED light 
in the neck shades the gap in the connection between the head and body and drives a 
spectator’s sight to the face. 

Figure 20. The lights around the head and those of the shoulder connection, and the front of 
the waist 
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System Integration
The motion control structure is shown in Fig. 21. Albert HUBO behaves with intelligent 
activities and body motions. The intelligent activities are the visual processing, voice 
recognition, and facial expressions of the robot. The body motions are upper body motions, 
gait pattern planning, and posture stabilization. The upper body motions are for interactions 
with humans or for the accomplishment of tasks. Gait pattern planning generates the biped 
walking motions, and posture stabilization based on sensory feedback is combined with 
other motions in order to maintain the balance of the robot continually. Both of the 
intelligent motions and body motions interact with the environment through the use of CCD 
cameras, a microphone, a speaker, force/torque sensors, an inertial sensor, and tilt sensors. 

Figure 21. Schematic of Albert HUBO system 

Using this motion control structure, the robot achieves human-robot interactive functions. 
For example, if a man commands Albert HUBO to bring a certain item, Albert HUBO 
initially judges whether the commander is his master by means of the voice and face. If the 
commander is his master, Albert HUBO replies with a positive answer and with a smile. 
Following this, Albert HUBO searches for the target item using the biped walking and 
vision systems. When the target item is found, Albert HUBO grasps it using an upper body 
motion and CCD cameras. Finally, Albert HUBO passes the target item to his commander. 
In this way, a simple intelligent job can be realized. 

Main Computer 1 
(Head)

Main Computer 2 
(Body: Arms and Legs) 

Expansion PC104+ PC104+ and PC104 

Power
Consumption

Typical 5V@ 2.3A, 12V@0.5mA 
Max 5V@ 3.68 A, 12V@0.5mA 

Typical 5V@3.5A, 12V@0.02A 
Max 5V@3.99 A, 12V@0.08A 

Size/Weight 108 mm x 115 mm, 0.279 Kg 96 mm x 115 mm, 0.2 Kg 

Operating System Windows XP Windows XP + RTX 

Table 8. Specifications of the main computers 
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4. HUBO FX-1 

HUBO FX-1 was developed for research concerning applications of a biped walking robot. 
HUBO FX-1 is a scaled-up version of the original HUBO’s lower body, and is useful in 
industrial fields. Heavy industrial companies need robots that can carry heavy materials, 
thus this type of robot can be seen as a milestone in industrial robot history. HUBO FX-1 
will be used for a transportation system that can carry heavy materials or a human. HUBO 
FX-1 is a transportation system based on HUBO’s lower body. It can transport luggage in an 
industrial field or a human by modification of the seat or upper body. HUBO FX-1 is scaled 
up to 1.5 times of the original HUBO, and is capable of generating larger power movements. 
It can carry luggage or a human weighing up to 100kg and can walk stably. To walk with 
100kg, additional parts were added in an effort to increase its stiffness. An operator can 
control HUBO FX-1 via wireless communications or using a joystick located in its upper 
body (seat). 
Overview of HUBO FX-1 
HUBO FX-1 has 12 DOF, including 2 DOF in its ankle, 1 DOF in its knee and 3 DOF in the 
hip for each leg. Fig. 22 shows HUBO FX-1 with a seat for carrying a human. Except for its 
upper body, the height of HUBO FX-1 is 1.393m and its weight is about 130Kg. It can walk 
at 1.25Km/h. All of the main controllers and other devices are embedded in the robot. 
Therefore, operators can control HUBO FX-1 through a wireless network and a joystick. The 
former HUBO’s walking algorithm was applied, and the algorithm was verified as very 
stable. Table 9 shows overall specifications of HUBO FX-1. 

Figure 22. HUBO FX-1 (Human Riding Biped Walking Robot) 

Research Term 2005.04~ 

Height and Weight 1.393m(1.988 with chair) and 130Kg(150Kg with chair) 

Walking Speed 1.25Km/h 

Actuator AC Servomotor + Harmonic Reduction Gear + Drive Unit 

Control Unit Main controller, sub-controller and AC servo controller 

Foot 3-Axis Force-Torque Sensor and Inclinometer 
Sensor

Torso Rate-Gyro and Inclinometer 

Power External AC power(220V) 

Operation Windows XP and RTX with Wireless network and joystick 

DOF 12 DOF 

Table 9. Specifications of HUBO FX-1 
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Actuator and Reduction Gear 
An AC servomotor is used for actuating HUBO FX-1 joints. The type of DC motor that is 
generally used for the other type of biped robots, such as HUBO, is not sufficient for the 
expected design parameters in this case. Each motor and reduction gear for the joints was 
selected using computer simulation to withstand its own weight and a 100Kg payload 
(maximum). In addition, to minimize backlash phenomenon on the output side of the joint 
reduction gear, a Harmonic Drive reduction gear was utilized in each joint. These are 
connected to the motor by pulley-belt system to adjust the reduction ratio easily. Table 10 
outlines the AC motor and the Harmonic Drive reduction gears. 

Max. torque 1.27 Nm 

Inertia 0.34 gf·cm·s2400Watt

RPM 5000 rpm 

Max. torque 2.39 Nm 

Inertia 1.08 gf·cm·s2

AC
Servomotor

800Watt

RPM 5000 rpm 

Reduction ratio 100:1 
CSF-25

Max. torque 108 Nm 

Reduction ratio 100:1 

Harmonic
Drive

CSF-32
Max. torque 212 Nm 

Table 10. Actuators and reduction gears used in the robot joints 

Control Hardware 
The electrical parts of HUBO FX-1 differ from the former HUBO series. As HUBO FX-1 uses 
AC servomotors and the former HUBO series use small DC motors, there are additional 
electrical devices. Fig. 23 shows overall structure of the system. 

AC servo controller

Motor

Sub controller(DSP, CAN..)

Main controller(RTX, Stable walking..)

Sensoes

Figure 23. Overview of control system 

The Windows XP operating system is utilized as the main operating system, while RTX is 
used for real time control. Controllers are made up of a main controller (PC), a sub-
controller (controller board using DSP and PLX) and an AC servo controller (Servomotor 
controller of the AC motor), and sensors are made up of a 3-axis force-torque sensor, a rate 
gyro sensor and an inclinometer. Sensors communicate with the main controller using the 
CAN communication protocol. 
The main controller has a PCI bus-type sub-controller, which the former HUBO series robots 
do not have. The main controller conducts the control algorithm using sensor signals and 
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offers reference position information for each motor to the sub-controller during a 0.01s time 
period. The sub-controller offers reference position and direction signals for each motor at 
50 KHz. These are created by a DDA (Digital Differential Analysis) algorithm and are sent to 
the AC servo controller based on this information (Fig. 24.). 

Figure 24. Control system diagram of the sub-controller 

Using this procedure the AC servo controller controls each motor. Fig. 25 shows a timing 
diagram of the sub-controller. The PLX sestets the RQ signal to high in order to inform the 
DSP that the data is valid. The DSP then receives the data and returns an RT signal as an 
acknowledgement to the PLX. This procedure is conducted twelve times every 10msec, and 
all information necessary for the control of the motors are transmitted to DSP. 
The sub-controller has a CAN communication module. It is used for communicating with 
the sensors. SJA1000 is a stand-alone CAN controller manufactured by Philips, which has 
inner Rx/Tx buffers, a bit stream processor and an acceptance filter. It supports the CAN 
2.0B protocol and has a maximum 1Mbps communication speed. PCA82C250 as a CAN 
transceiver has a 1Mbps baud rate and a maximum 50nsec propagation delay. 

Figure 25 Timing diagram of the sub-controller 

5. Conclusion and Future Work 

In this chapter, The HUBO-series robot platform development is introduced. HUBO, Albert 
HUBO, and HUBO FX-1 are biped humanoids. Each robot has its own character. HUBO is a 
biped humanoid robot. The major function of this robot is to walk with its two legs and 
imitate the human’s motions such as hand shaking, bowing, and communicating in sign 
language. The system components of the control hardware are connected using a CAN 
communication line. The control system of HUBO is based on the distributed control 
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architecture; all of the joints and sensors have their own microprocessors. The main 
controller sends a control command to the servo controller and receives environmental data 
from the sensor-signal condition board through CAN. This system architecture is similarly 
applied to the Albert HUBO and HUBO FX-1 robots. 
Albert HUBO is a biped humanoid robot, which has a human-like (appearing as the famous 
physicist Albert Einstein) android head. It can be regarded as a robot with two independent 
robot systems i.e. a head and a body system. There is a main controller in each system, and 
communications are conducted using the RS232 protocol. For a natural appearance, in spite 
of the disproportion in size between the head and the body, the concept of Albert Einstein in 
a space suit was adopted. In addition, a number of artistic design approaches are applied to 
the robot. 
HUBO FX-1 is a human-riding robot that can carry nearly 100kg. It can carry humans with 
of various weights. To enable it to walk with a heavy object, aspects of the mechanical 
design of the robot were thoroughly considered, including the stiffness of the robot frame 
structure, as well as the actuators and the reduction gears. The control system hardware 
differs from HUBO and Albert HUBO. It uses a PCI bus-based sub-controller containing a 
DSP processor, and CAN is used for sensor data communications. 

6. References 

K. Hirai, M. Hirose, Y. Haikawa, and T. Takenaka, The Development of Honda Humanoid 
Robot, in Proc. IEEE Int. Conf. on Robotics and Automations, pp.1321-1326, 1998. 

Y. Sakagami, R. Watanabe, C. Aoyama, S. Matsunaga, N. Higaki, and K. Fujimura, The 
Intelligent ASIMO: System Overview and Integration, in Proc. IEEE/RSJ Int. Conf. on 
Intelligent Robots and Systems, pp. 2478-2483, 2002. 

J. Yamaguchi, A. Takanishi, and I. Kato, Development of a Biped Walking Robot 
Compensating for Three-Axis Moment by Trunk Motion, in Proc. IEEE/RSJ Int. 
Conf. on Intelligent Robots and Systems, pp.561-566, 1993. 

K. Nishiwaki, T. Sugihara, S. Kagami, F. Kanehiro, M. Inaba, and H. Inoue, Design and 
Development of Research Platform for Perception-Action Integration in Humanoid 
Robot: H6, in Proc. IEEE/RJS Int. Conf. on Intelligent Robots and Systems, pp.1559-
1564, 2000. 

K. Kaneko, F. Kanehiro, S. Kajita, K. Yokoyama, K. Akachi, T. Kawasaki, S. Ota, and T. 
Isozumi, Design of Prototype Humanoid Robotics Platform for HRP, in Proc. IEEE 
Int. Conf. on Intelligent Robots and Systems, pp.2431-2436, 1998. 

M. Gienger, K. Loffler, and F. Pfeiffer, Towards the Design of Biped Jogging Robot, in Proc. 
IEEE Int. Conf. on Robotics and Automation, pp.4140-4145, 2001. 

K. Akachi, K. Kaneko, N. Kanehira, S. Ota, G. Miyamori, M. Hirata, S. Kajita, and F. 
Kanehiro, Development of Humanoid Robot HRP-3P, in Proc. of IEEE-RAS Int. 
Conf. on Humanoid Robots, pp.50-55, 2005. 

I.W. Park, J. Y. Kim, S.W. Park, and J.H. Oh, Development of Humanoid Robot Platform 
KHR-2 (KAIST Humanoid Robot - 2), Int. Conf. on Humanoid 2004. 



4

Multipurpose Low-Cost Humanoid Platform and 
Modular Control Software Development
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1. Introduction  

Humanoid robotics is becoming quite popular especially after Honda’s robots in the 90s’ 
and their evolution ever since (Hirai et al., 1998; Sakami et al., 2002). In the meantime, other 
research groups have developed their own humanoid platforms making them available 
commercially for both the edutainment or academic communities (Furuta et al., 2001; 
Lohmeier et al., 2004; Kaneko et al., 2004; Kim et al., 2004; Nagasaka et al., 2004). Valuable 
and versatile platforms for research, however, still imply prohibitive costs for most small 
research groups wanting to perform activity on humanoid balance, walk and advanced 
perception, plus the difficulty associated to full autonomy, which is the ultimate requisite. 
Several initiatives to develop commonly accessible and open platforms for research and 
development have appeared, such as the well-known OpenPino project (Yamasaki et al.,
2000). Nonetheless, for several reasons, possibly technological issues, these open platforms 
did not surge as massively as would be expected. Another possible reason is that some 
academic groups prefer rather to develop a platform themselves since that creates 
opportunities to teach engineering for students. The combination of these reasons led the 
authors to gradually start a project, in early 2004, to develop a humanoid platform with 
off-the shelf low-cost components, but baring in mind the needs for versatility and full 
autonomy so as to comply with the RoboCup regulations and, eventually, enter the 
competition when possible.  The topics covered in this chapter are largely inspired by the 
research work behind this project, namely the major design concerns and the development 
of the modular low-level control architecture. Special emphasis is given to the distributed 
local control to achieve proper adaptation to real-world uncertainties in dynamic 
environments. The text seeks a balance between the application of various technical 
solutions to a practical engineering system, and a mathematically rigorous theoretical 
development. 
In what concerns the humanoid system, the actuators, sensors, and mechanical components 
were selected and configured to devise the platform main structure (the hardware includes 
22 DOFs); that accounts for mechanical axles and links, servomotor typology, gear units, 
adequate Ion-Li battery packs, among others. For enhanced control power and versatility, 
the entire system is based on a distributed architecture supported on a Controller Area 
Network (CAN) arrangement of PIC microcontrollers with local decision capabilities, but 
able to comply with global directives issued by a central unit based on an embedded PC 
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system. Still sticking to low cost, proper electronics and signal conditioning were also 
developed; that includes force sensors for the feet that were custom-developed and 
calibrated for the force-based control developed latter. RC servomotors are a low-cost full 
integrated solution, but they offer too simple control schemes allowing position control 
only; for them too, microsecond-tuned velocity and trajectory control algorithms were 
conceived by fine PWM dynamic generation. The adoption of an outer motion control loop, 
in cascade with the servo own controller, to overcome the performance degradation has 
been experimentally demonstrated. These techniques settled at the PIC software level also 
allow to measure average current consumption, by integrating instantaneous readings at 50 
Hz duly synchronized with PWM pulses generation. From the above statements, it is clear 
that a door remains open to motor torque control, at least in static or pseudo-static 
approaches, but also in dynamic motion with additional inertial information from gyros and 
accelerometers.
Although being the first prototype still requiring some tuning and rectifications to reach a 
mature platform for research and development, interesting results on local control and pure 
force based balance of one leg have been already achieved. The system architecture allows 
for several paradigms of control, ranging from the fully centralized (inadequate from our 
point of view) to exclusively local to each robot joint (too complex and possibly unrealizable 
from our point of view) and passing by the local control capabilities modulated by global 
directives from the main control unit, which is the envisaged approach. Local control 
techniques for force, torque, position or velocity control may be based on simple traditional 
controllers (P, PI, PID) or fractional order controllers (Silva & Santos, 2005), fuzzy or neural 
nets. 
From the control point of view, the difficulty of bipedal locomotion lies in the uncertainty of 
the environment and the limitations of the contact between the robot and the environment 
(Popovic et al., 2005). Despite recent advances, accepted definitions of stability with 
application to the gait and posture of biped robots remain an unsolved problem and the 
subject of much work in robotics. The expertise of today, however, agrees on the importance 
of the ability to adapt efficiently to the environment as the key to enhance stability and 
reliability of humanoid walking. Although many papers have been published on the 
reflexive control in robotics, the issue of enhancing biped locomotion stability and 
robustness by exploiting reflexive actions has rarely been studied in the literature (Huang et 
al., 2005). This work explores designing and implementing fundamental local actions to deal 
with such events as unexpected disturbances or unknown ground irregularities.  More 
concretely, an approach referred as adaptive leg balancing is proposed to stabilise the 
motion of a single leg that stands on a platform with unknown slope changes, while the 
control system relies on the ground reaction forces as measured by the force sensors inserted 
in each foot corner. The algorithm is based on the computation of the COG Jacobian 
transpose that provides a computationally efficient posture control algorithm less sensitive 
to parameter uncertainties. In order to validate the theoretical findings, most of the control 
schemes presented throughout the chapter are tested in several numerical simulations and 
experiments for representative motion tasks.  

2. The platform hardware 

Before starting the actual platform construction, several issues were considered as initial 
paradigms to follow. These have been: low-cost off-the-shelf components for affordability 
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and easier reproducibility, full autonomy to comply with some contests’ rules and also to 
provide independence of testing environments, upgradeability to permit initial simple 
approaches but with time allow the re-usage of developed modules to increase complexity, 
versatile control possibilities to allow for conventional but also non-conventional control 
methods and algorithms, distributed processing for robustness to failures and to allow 
growing overall computational power and also, but not the least, motion flexibility for more 
locomotion possibilities and approaches. Naturally, efficient power usage was also a concern 
and adequate power autonomy had to be sought. The global expectation was that a platform 
for research on control and humanoid locomotion could be developed.  

2.1 The structure design 

Upper hip assembly 

Lower leg assembly 

Ankle servo 1 

Ankle servo 2 

Knee servo  

Hip servo 1  

Hip servo 2  

Hip servo 3  

Arm servo 1  

Arm servo 2  

Elbow servo  

Head servo 2 

Head servo 1  

Trunk servo 2 

Trunk servo 1 

Transmissions

Batteries 

Master 

Vision camera

Slave Controller

Ankle axles’ assembly 

Figure 1. Three dimensional model for the humanoid structure and some assembly details 

The very first concern on the platform structure was the number of degrees of freedom 
(DOFs). Legs were the central issue on those matters, and comparing activities and results 
from other research groups (mainly those present in RoboCup competitions since 2003), 6 
DOFs for each leg was immediately decided. Attaching a trunk upon the hip was decided to 
be done with 2 DOFs. The main explanation for this decision was the expected enhanced 
flexibility for the moment when locomotion of the full body would arrive: having lateral and 
sagital compensation capabilities appeared better than only one of them. The arms were not 
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given as much attention as the rest since it was expected that later on much better supported 
decisions could be made based on the expected know-how to come. Two degrees of freedom 
for the shoulder plus one for the elbow were a sufficient start. Finally, two DOFs would 
allow independent pan and tilt of the head, that is, of the camera expected to place on it. 
The structural links to build up the platform could be done hollow, exoskeleton-like, or 
based on a structural internal skeleton – animal bone endoskeleton-like. Both types of 
solutions have been explored by other authors, but the exoskeleton approach was decided 
taking into account the type of actuators by-then already decided: RC servomotors; due to 
their volumetric geometry, they would fit better “inside” hollow links rather than “around” 
bone-like structures. The robot dimensions were the next concern and here the expectation 
was “the smallest possible” to fit all the required DOFs and remainder components. The 
RoboCup rules established the 60 cm height as the boundary between the two categories 
defined at the time. So it was decided: the robot had to fit the 60 cm height, but keeping the 
right proportions to be declared a compliant humanoid by RoboCup regulations. A 
structure was conceived from scratch and initially it was only partial. Light materials such 
as nylons were first tried to build the first leg but it was soon realized that aluminium 
would be preferable for better linkage and fixation of components along it with greater 
resistance to mechanical stress and strain. After some months of layout studies, and 
simulations, a full 3D model of the platform was reached as shown in Figure 1. 
The 3D model was developed in the CATIA software and the last version accounted for 
circa 600 parts covering everything from bolts to belts. The model allowed testing the 
kinematics properties and also component clearance during locomotion. For example, one 
relevant issue, among several others, was the horizontal separation of the legs which 
imposed a trade-off between manoeuvrability when rotating upon one leg at the hip level 
(for which large clearance will help) and maximum torque when swapping the stance and 
swing legs in locomotion (for which leg horizontal proximity is an advantage). Kinematics 
and geometry were the first challenges to be modelled and equated. After the decision of 
which actuators and associated gearing would be selected, construction issues when then to 
the shop-floor. 

2.2 Actuators, gearing and power 

Actuation for this kind of platform is quite demanding (high torques, local feedback control 
needed, etc.) and off-the-shelf components do not offer much more than the popular RC 
servomotors. The reasons to select this type of device are commonly invoked (Ruas et al.,
2006) but being sure that the servos comply with the project requisites may be difficult to 
predict due to their fully encapsulated behaviour and limited external controllability, since 
they possess a single digital control input for position setting, remaining their velocity 
totally beyond the control of the driving system. Hence, besides velocity control, the other 
concerning issue was whether their power and torque was enough to support the robot and 
provide locomotion. As initially only pseudo-static operation was expected, servomotors 
power was not a concern (velocity is small) and the attention focused on torque. Several 
static simulations were carried out based on the 3D model and using the real weights of 
motors and batteries. To compute the static torques on motors a basic formula was used (1): 

N
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mτ
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= ×r g  (1) 
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where k is the torque exerted by actuator k, mi is the mass of link i and rki is the vector with 
the relative coordinates of i’s centre of mass (CoM) relative to joint k reference frame. Link 
numbering starts on the foot. Figure 2 illustrates the procedure with a partial example. 

m1

m2

m3

m4

r22

r23

r24

2= m2r22×g+
m3r23×g+
m4r24×g

Figure 2. Calculating static torques on the Humanoid and generic example for joint 2 

Table 1 shows he maximal torques predicted for each joint across the entire range of angles. 
The greatest torques occur on one of the foot joints and on one of the hip’s joints. 

 Motor/ Joint θmin [º] θmax [º] Tmax [N.m]

Foot 1 roll –35 +35 2.37 

Foot 1 tilt –30 +60 0.30 

Knee 1 –45 +55 1.17 

Hip 1 tilt –60 +60 0.35 S
ta

n
ce

 l
eg

 

Hip 1 roll –70 +21 2.57 

Foot 2 roll –35 +35 0.00 

Foot 2 tilt –30 +60 0.12 

Knee 2 –45 +55 0.30 

Hip 2 tilt –60 +60 0.14 S
w

in
g

 l
eg

 

Hip 2 roll –70 +21 0.30 

Table 1. Maximal static torques on joints for the expected range of angular displacement 

Off-the-shelf RC servomotors include several well-known brands, but it was found that the 
HITEC manufacturer implies normally lower costs. Even the strongest servomotors models 
from HITEC do not yield torques as large as 2.57 N.m, even when overpowered at 6.0 Volts. 
This implies that not all joints will be able to be direct driven by the servos. Mechanically 
this is a drawback because it requires gearing to increase torque (and lower the velocity).  
The solution adopted was to use toothed belts to connect gears with a reduction ratio of 
2.5:1 (Figure 3). This increase in torque boosts the HITEC HS805BB announced 2.42 N.m to 
more that 5 N.m, which satisfies all static torque requirements. Moreover, it should be 
reminded that the torque calculations did not take advantage of trunk mobility. The trunk 
(and arms) was modelled as a fixed mass; with the future ability to pitch and roll the trunk, 
and also changing arms geometry, the CoM can be dynamically replaced and relief part of 
the torque applied upon some of the actuators. 
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Figure 3. Transmission with a 2.5:1 gear ratio; an adjustable tensile roller holds the belt tight 

As mention earlier, power to drive the motors is a most relevant issue. Servos absorb high 
currents, especially at start-up. Two ion-lithium batteries were installed and the system 
counts with a 7.2 V/9600 mAh pack, with maximal sustained current specified by the 
vendor at more than 19A. Each one of the two batteries weights circa 176 g. Proper fusing 
and charge monitoring were also implemented. Figure 4 shows the selected batteries and 
their location on the robot. 

Figure 4. Batteries and their location on the robot 

2.3 Sensors and perception 

Autonomy demands perception in large extent, both of proprioceptive and exteroceptive 
types. For self-control and responsiveness to external perturbations due to contact, actuators 
and links must be monitored continuously; for awareness of the surroundings, intended for 
action planning or deliberate action upon the environment, some kind of remote or 
proximity detection  is required.  
The first category includes the static and dynamic status of joints which cover for angular 
position, but also velocity and, hopefully, torque. Moreover, measuring body interaction 
(force) against environment contacts can give relevant information to modify or adjust joint 
action to minimize some cost function during locomotion. A most meaningful example is 
the reaction of the floor on the feet. Indeed, if the appropriate monitoring of reaction forces 
on the foot sole is done, then balancing control against irregular floor may be an easier task. 
For this purpose, 4 force sensors were custom designed and installed on each foot. After 
calibration, the unbalanced force distribution among the 4 sensors on each foot may be used 
as input to joint actuation and permit some local control laws to rule robot behaviour, as 
described further. Another important issue would be to monitor the actuator torque; since 
that is not directly measurable (no appropriate sensors) a last attempt is to measure servos’ 
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current consumption; on servo motors that is not a simple task and further on some insight 
is given about the process.  
Still on the proprioceptive sensors, inertial perception is believed to be an advantage on yet-
to-come developments such as dynamic locomotion patterns. Integrated Micro-Electro-
Mechanical (MEMS) accelerometers (ADXL202E, Analog Device) and a gyroscope (ENJ03JA, 
Murata) were selected and even installed, although they are not yet used to influence the 
system control. Finally, for the extraceptive perception, a vision system using a camera is to 
be mounted, although it is not yet used for decisions. 

2.3.1 Measuring joint position 

Servos have internal position feedback which is physically accessible by reading the internal 
potentiometer used by the device controller. However a connection must be wired to the 
output of the encapsulating box. Besides the tree default wires for power and input PWM 
pulse, a fourth wire is added to provide a voltage level between the power ground which is 
related to the potentiometer current position. The procedure, applicable in both the Futaba 
or HITEC brands (and possibly others), is sketched in Figure 5.  

2 k
Potentiometer

Wire to access 
internal feedback 

Motor

Figure 5. Wiring the servo to fetch the internal position feedback 

Conditions seem now to exist to obtain joint angular position, except for the fact that voltage 
at the potentiometer output is not stable! Indeed, it depends on which part of the response 
to the PWM pulse the servo is at each moment. It was verified that the potentiometer output 
is only reliable during the duration of the pulse itself; once the pulse finishes, the servo 
internal controller enters the period of power application to the motor windings and 
interference will occurs as illustrated in Figure 6. A fine tuned software program had to be 
developed to perform potentiometer reading duly synchronized with PWM generation to 
ensure correct angular position evaluation. 

Input PWM pulse

Potentiometer
position (variable)

“current” pulse 

Amplitude 
fixed at a 
maximum

20 ms 

Figure 6. Value of the servomotor potentiometer along the PWM pulse sequence 
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2.3.2 Measuring current 

The procedure described in the preceding section yielded another interesting outcome 
which was the possibility to assess the current consumption by the servo. The “current 
pulse” depicted in Figure 6 appears as a “pulse” occurring immediately after PWM falling 
edge and its width has been related to the power applied to the motor windings; the larger 
the pulse the more power is applied, or, as applied voltage is constant, the more 
instantaneous current is being absorbed by the motor, or finally, more torque is yielded by 
the motor. Measuring the width of the “current pulse” was done also in synchronization 
with PWM pulse generation by a sampling process at a much higher frequency than the 
PWM pulse itself which is 50 Hz.  

2.3.3 Measuring foot reaction forces 

To pursue a versatile platform that is expected to interact with the environment and be 
reactive to it, it is a must to measure contact reaction forces with the floor. This is needed to 
comply with floor irregularities and sloped paths, but ultimately it will provide direct 
feedback for balance, also in standard floor conditions. The idea is then to include the 
reaction forces in the control loop. Since miniature good quality load cells present 
prohibitive costs (hundreds of dollars), the team decided to develop low-cost strain 
gauge-based force sensors (Figure 7). 

Four strain gauges
located underneath

Four force 
application points Adjustable Screw 

Strain gauge  

Flexible beam 

Foot base  

Figure 7. Model of sensitive foot and detail view of a force sensor on the foot 

Figure 8. Electrical conditioning and amplification for the force sensor 

Each foot possesses four of these sensors which allow for locomotion manoeuvres and 
control, either to keep the platform “upright” or even to perform dynamic balance when 
moving. The supporting material was made entirely of Plexiglas for greater flexibility and 
easier manufacture. A flexible beam of thinner Plexiglas holds the gauge which is connected 
to a Wheatstone bridge and an instrumentation amplifier with electrical conditioning and 
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fine tuning components as shown in Figure 8. To compensate for asymmetric variations 
(temperature, shot noise, etc.) measuring bridge presents several points of symmetry, 
including a static strain gauge just for electric balancing purposes. Higher resistances than 
shown can be later used to low power consumption by the bridge. 

3. Distributed control architecture 

As mentioned before, the intended platform should have distributed computational 
capabilities either for modular and updatable software or for decentralized control 
capabilities in order to be more robust. Distributed architectures are not new but some 
systems (namely some smaller robots from those appearing in Robocup competitions) still 
attach to one central and global controller. The proposed approach wants to be scalable, and 
for so many degrees of freedom, one central controller simply is not practical. 
The solution has then been to conceive a three level hierarchy of controllers: the lowest level, 
named Slave Units (SU), is responsible for actuator direct control and sensor reading and 
immediate processing; SUs may be in number of several. The second level comprises the so-
called Master Unit (MU) whose role is to gather and maintain the status of the system as 
well as establish the communication protocols between levels. Finally, the Main Control 
Computer (MCC) will communicate with the MU and external interfaces, and will be 
responsible for the high level directives to be issued to the platform as a whole.  
The Main Control, implemented as an embedded PC, will have computational power 
enough to acquire images and process vision. It will run a high level operating system and 
interfaces the MU by RS232 serial line. It issues orders of any level but does not ensure any 
type of real time control loop. Orders are dispatched to the Master Unit as well as querying 
status and other system variables, however not for real time control since there isn’t even 
enough channel bandwidth for it. A general lay-out of the architecture appears in Figure 9. 
The Slave Units are indeed in charge of system motion or static activity. Each slave unit is 
capable of controlling three servomotors as well as acquiring sensorial data form up to 16 
sensors. All slave units are connected by a CAN bus which also includes the MU. 

Main Computer

CAN bus

RS-232

Master Unit

Slave Unit 1 
(Right Leg)

Servo
1

Servo
2

Servo
3

Slave Unit 2 
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1

Servo
2

Servo
3

Slave Unit 3 
(Right Hip)

Servo
1

Servo
2

Servo
3

Slave Unit 4 
(Left Hip)

Servo
1

Servo
2

Servo
3

Figure 9. Concept of the distributed control architecture and one partial lay-out 
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The Slave Units only send data to the bus when asked to. Their main task is to maintain 
some local control law for each of the 3 servos, and possibly with variable feedback 
depending on local sensors and/or other directives that might have reached the unit. A PIC 
microcontroller is the centre of the processing unit and its main components are depicted in 
Figure 10. All SU have conceptually the same program with variations that can dynamically 
be imposed depending on the SU address which is hard-coded by on-board dip-switches. 

Figure 10. Functional layout of a slave controller 

The Master Unit has a similar layout as slave units, but it holds a completely different 
program. The MU has normally no need to read any kind of sensors but it can do it if 
necessary. From the point of view of the hardware implementation, the basic board is 
similar, but a piggy-back board may be added where special sensors or other functions may 
be attached to a particular board (Figure 11). 

Figure 11. Complete Slave Unit (left); base board and two cases of piggy-back boards (right) 
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The current stage of development of the humanoid robot designed and built in the scope of 
this project is shown in Figure 12. All the proposed ideas and particular control algorithms 
have been tested and verified on this real robot to form a critical hypothesis-and-test loop.  

Figure 12. Biped humanoid robot with 22 DOFs 

4. Low level joint control 

Besides the computational resources, a major concern in building low-cost humanoid 
platforms is the implementation of the low level controllers, together with the constraints on 
the actuator systems. The success relies on the development of joint control algorithms and 
sensing devices to achieve proper performance when tracking a commanded trajectory. In 
this section, we will concentrate on the design and implementation of the local joint 
controllers. First, we review the limitations of RC servomotors with pulse-width control and 
how this affects our decisions. Then, we describe the implementation of an external position 
control loop closed around each slave unit. Adopting an outer loop, we establish a new 
control structure that introduces suitable compensation actions, significantly improving the 
system’s performance and responsiveness.  

4.1 Advantages and limitations of RC servomotors 

The selected servomotors have themselves a built-in motor, gearbox, position feedback and 
controlling electronics, making them practical and robust devices. The control input is based 
on a digital signal whose pulse width indicates the desired position to be reached by the 
motor shaft. The internal position controller decodes this input pulse and tries to drive the 
motor up to the reference target based on the actual position determined by the 
potentiometer attached to each motor. However, the controller is not aware of the motor 
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load and its velocity may vary rapidly and substantially. By design, servos drive to their 
commanded position fairly rapidly depending on the load, usually faster (slower) if the 
difference in position is larger (smaller). As the control task becomes more demanding, 
involving time-varying desired position (i.e., tracking control), the performance of the 
internal controller begins to deteriorate. 
In order to validate the practical findings and gain insight into these problems, an entire 
system was set up intended to evaluate the actuator’s performance. The experimental 
arrangement comprises several calibrated loads that will be applied to the servo shaft 
through a linkage 10 cm long (Figure 13). The servo is fixed in a mechanical lathe such that 
its zero position corresponds to the perpendicular between the link and the gravity vector.  

Figure 13. Experimental setup to assess servomotor response to variable loads 

The setup used for experimental testing includes a master and a slave unit controlling a 
servomotor properly fixed and loaded. On the one side, the master unit is connected to a 
computer through a RS-232 link, using MatLab software as the user’s interface. On the other 
side, the slave unit is connected to the servo mechanism in two ways: (i) by sending the 
desired servo position command as a pulse train with a given width; and (ii) by reading the 
potentiometer feedback signal (the only feedback available). In the experiments conducted 
below, the servo’s internal controller is the only responsible for the resulting performance. 
In the following, results of two experiments are described: the first experiment is performed 
with “large” steps (equivalent to 90º) for several loads and, then, a second experiment is 
carried out with smaller steps (few degrees each) in order to simulate some kind of ramp 
input and launching the basis for velocity control. 
The results of applying a step input from -45º to +45º are presented in Figure 14 in terms of 
the desired and the actual response for two loads (258g and 1129g). The first notorious 
observation is the unstable dynamic behaviour on position reading, which shows at the 
beginning a sudden jump to a position below -45º and some oscillations during the path up 
to the final set point. Instead, the motor shaft presented a continuous and fast motion to the 
final position without speed inversions or any kind of oscillations. This seems to indicate 
that this process also requires care since the internal controller may interfere with the 
voltage drop on the potentiometer that can affect external readings of the shaft position. 
Another problem arising from the servo response, which may be critical as the load 

HS805BB servo

link 10 cm long

load of 0.67 kg



Multipurpose Low-Cost Humanoid Platform and Modular Control Software Development 77

increases, is the considerable steady-state errors. Notice the presence of an appreciable value 
of steady-sate error for the larger load (about 8º error remains after the transient phase). 

Figure 14. Response to a step input (– 45º to +45º) in the reference 

In order to carry out a fair comparison with the previous case the joint has been placed in 
the same initial position (-45º) and should move to the same final position (+45º). However, 
to implement some sort of velocity control, the experiment was carried out in a manner that 
small position steps are successively requested to the servo controller. Their magnitude and 
rate will dictate some sort of desired “average velocity”. This approach will generate an 
approximately linear increase for the position, which is to say, some constant velocity.  
The results are presented in Figure 15 in terms of the desired and the actual response to a 
slope input. As above, and although the transient response has a very improved behaviour, 
the steady state error still exists. An experiment was carried out to stress this effect: the 
servo is requested to successively move a given load to some positions; for each position, 
after motion completion, the potentiometer is sampled to obtain the real position that the 
servo achieved. Relating the positional error with the static torque exerted in the joint, a 
direct conclusion can be drawn: the higher the torque, the higher is the steady state error.  

Figure 15. Response to a slope input in the reference 
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In conclusion, dynamic effects and improper servo’s control turns the device into a highly 
non-linear actuator with limited performance, which restricts the scope of their application. 
Two common approaches can be devised to achieve higher performance: hardware 
modification or software compensation. The price to pay following the first direction is, 
often, the replacement of the electronics unit of the motor package by dedicated control 
boards. On the other hand, it is expected that enhanced performance can also be achieved by 
software compensation, provided that position and/or torque measurements are available.  

4.2 Outer feedback control loop 

The servo circuit has a narrow input control range and it is difficult to control accurately, 
though it has adequate speed and torque characteristics. In most practical situations, an 
effective strategy to improve the servo’s operation is using an external controller where an 
outer position control loop is closed around the inner loop available in the servomotor. 
Figure 16 illustrates the block diagram of the servo controller proposed to achieve enhanced 
performance in terms of steady-state behaviour and trajectory tracking capabilities. The 
algorithm is based on dynamic PWM tracking using the servo own potentiometer for 
position feedback. For that purpose, the slave units have to track the motor positions (up to 
3 motors) with time and adjust the PWM in order to accelerate or decelerate the joint 
motions. Practical issues like computation time or lack of speed measurements are 
challenged by devising the distributed architecture approach. 

Reference 
Joint Angle Servo's Internal 

Controller

Slave Local Unit

PWM SignalPID Control
(outer loop)

HITEC Servomotor

Potentiometer
Signal

Computed 
Joint Angle

Figure 16. Block diagram of the joint control: the inner loop consists of the servo’s own 
controller; the outer control loop generates a dynamic PWM using feedback from the servo’s 
potentiometer

The potential offered by the external control strategy to ensure an improved behaviour is 
now investigated experimentally. For that purpose, several control schemes could be 
implemented in the PIC microcontroller. The focus of the present study is on digital PID-
controller or any of its particular cases. The proposed control schemes are implemented in 
discrete time at 20 ms sampling interval and, then, tested in a number of experiments using 
the same setup as described before.  
Two main considerations were made to guide the selection of the control structure. First, the 
system to control is formed by a single joint axis driven by an actuator with pulse-width 
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control. Second, it is worth noting that an effective rejection of the steady-state errors is 
ensured by the presence of an integral action so as to cancel the effect of the gravitational 
component on the output. These facts suggest that the control problem can be solved by an 
incremental algorithm in which the output of the controller represents the increments of the 
control signal. In this line of thought, it is irrelevant the main drawback with this algorithm 
that cannot be used directly for a controller without integral action (P or PD). One 
advantage with the incremental algorithm is that most of the computation is done using 
increments only and short word-length calculations can often be used.  
The first experiment is aimed at verify the effectiveness of the integral plus proportional 
actions. In this case, it is chosen a demanding specification for the desired slope: each new 
step position is update at the maximum rate of 50 Hz (corresponds to the PWM period) with 
amplitude of 5 degrees. Let the desired initial and final angular positions of  the  joint  to  be 
-90 and 50 degrees, respectively, with time duration of 1.12 seconds. The results are 
presented in Figure 17 in terms of the time history of the desired and actual angular 
positions, together with the trajectory errors for the full motion. It demonstrates the effect of 
increasing KI for a fixed proportional term (KP = 0.04): it reduces the lag time improving 
tracking accuracy, but at the expense of overshoot. Changing KP to a higher value (KP = 0.30) 
minimises the overshoot, maintaining the lag time as for KI = 0.10. From these observations, 
the role of each component can be deduced: (i) integral action reduces time lag at the 
expense of an increased overshoot; and (ii) proportional action reduces overshoot, 
deteriorating the establishment time for very high gains. 

Figure 17. Behaviour of closed loop system with PI controller: the left graph shows the 
response to a slope input in the reference with different values of the control parameters; the 
right graph shows the trajectory errors for the full motion 

Improvement of the position tracking accuracy might be achieved by increasing the position 
gain constant KI , while  controlling the overshoot effects by adjusting KP. However, for high 
demands in terms of lag time, compensation tuning becomes very hard due to the presence 
of unstable oscillations during transient response. A solution to this drawback can be 
devised by rewrite the control algorithm aimed to include the proportional, integral and 
derivative terms. At the same time, the second experiment includes a planning algorithm 
used to generate smooth trajectories that not violate the saturation limits and do not excite 
resonant modes of the system. In general, it is required that the time sequence of joint 
variables satisfy some constraints, such as continuity of joint positions and velocities. A 
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common method is to generate a time sequence of values attained by a polynomial function 
interpolating the desired trajectory. A third-order polynomial function in joint space was 
used to generate the reference trajectories. As result, the velocity has a parabolic profile and 
the acceleration has a linear profile with initial and final discontinuities. Figure 18 illustrates 
the time evolution obtained with the following initial and final conditions: qi  = -45º, qf = 45º, 
tf  = 1.12 s. The gains of the various control actions have been optimized by trial and error in 
such a way to limit tracking errors. As observed, significant improvements are achieved in 
the servo’s response: zero steady-state error with no overshoot and limited tracking errors. 

Figure 18. Behaviour of closed loop system with PID controller: the graph shows the 
response to a third-order polynomial joint trajectory in the reference 

4.3 Dual leg behaviour 

In this subsection, the previous control approach applied to the single-axis system is 
extended for the other robot’s joints. Although this development phase may be facilitated by 
the reduction of performance demands and smaller joint excursions, the interpretation of the 
last results deserves attention given the influence of the driving system. The humanoid 
system is actuated by servomotors with reduction gears of low ratios for typically reduced 
joint velocities. The price to pay is the occurrence of joint friction, elasticity and backlash 
that contribute to the divergence between the commanded and the actual joint’s position. At 
the lower level in the control system hierarchy lay the local controllers connected by a CAN 
bus to a master controller. These slave control units generate PWM waves to control three 
motors grouped by vicinity criteria (entire foot up to knee and hip joints) and monitor the 
joint angular positions by reading the servo own potentiometer. There are two servo loops 
for each joint control: the inner loop consists of the servo’s internal controller as sold by the 
vendor; and the outer loop which provides position error information and is updated by the 
microprocessor every 20 ms.   
We now compare the robotic system’s behaviour when only the inner loop is present 
(hereinafter “open-loop control”) and when the extra feedback loop is added (hereinafter 
“closed-loop control”). In the later case, the outer servo loop gains are constant and tuned to 
perform a well-damped behaviour at a predefined velocity. Once again, the joint trajectories 
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along the path are generated according to a third-order interpolating polynomial with null 
initial and final velocities. The next trial demonstrates the behaviour of the legs in the 
double-support phase, while performing basic desired movements. More concretely, the 
desired movements to be performed consist of:  (i) a vertical motion from an upright 

posture; and (ii) a lateral motion in which the leg leans sideways (±27 degrees). In both 
cases, an additional load of 2.1 kg is attached to the upper part of the leg to emulate the 
mass of other segments (Figure 19). 

Figure 19. Snapshots of some stages in a motion sequence using two-legs and a load of 2.1 
kg attached to the hip section: the top sequence shows the vertical motion; the bottom 
sequence shows the lateral motion 

The experimental results in Figure 20 show the significant differences occurring in 
performance of the two control schemes (open-loop and the cascading close-loop controller). 
As expected, the open-loop control exhibits a poor performance, particularly for steady-state 
conditions. Due to the imposed vertical motion, the limitations of the open-loop scheme are 
more evident when observing the temporal evolution of the ankle (foot) joint. On the other 
hand, an improved performance is successfully achieved with the proposed outer control 
loop, both in terms of steady-state behaviour and enhanced trajectory tracking. Although 



Humanoid Robots, Human-like Machines 82

further improvements could be possible by optimizing control gains, these results are 
adequate in demonstrating the efficacy of the external loop compensation approach. Finally, 
the performance of the servomotors is in accordance with theoretical considerations on the 
choice of a motor-gear combination.  
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Figure 20. Comparison of performance between open and closed-loop control schemes: the 
top and left-bottom charts show the behaviour of the three joints during the vertical motion; 
the bottom-right chart shows the behaviour of the foot joint during the lateral motion 

5. Force-driven local control 

Balance maintenance is a core task for walking robots in order to engage useful tasks, 
ranging from standing upright posture to motion goals. The difficulty lies in the uncertainty 
of the environment and the limitations of the contact between the robot and the 
environment. Over the last years it becomes evident the dichotomy in the fundamental 
approaches of motion planning and control. On the one side, trajectory replaying 
approaches rely on accurate models of the walker being characterised by pre-planned 
trajectories that are played back during walking and, often, modified online through 
feedback (Sugihara et al., 2002; Yamasaki et al., 2002; Kajita et al., 2003). On the other side, 
realtime generation approaches ensure that planning and control are executed in a unified 
way.  Gait trajectories are computed online feeding back the actual state of the system in 
accordance with the specified goal of the motion (Hirai et al., 1998; Denk & Schmidt, 2001; 
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Bourgeot et al., 2002). The combination of both approaches can be useful when adapting to 
deterministic but a priori unknown ground surfaces.  
This section shows an example that is being developed to demonstrate the possibility of 
achieving proper humanoid leg balancing using a local control approach. To this purpose, it 
is considered feedback control from several sensors, including angular position in each joint 
and four force sensors inserted into the foot corners. The sensors provide information about 
the ground reaction forces and the location of the centre of pressure (COP). This opens up 
new avenues and possibilities for distributed architectures where centralised and local 
control co-exist and concur to provide robust full monitoring and efficient operation. 

5.1 Adaptive leg balancing 

The ability to balance in single support, while standing on one leg, is an important 
requirement for walking and other locomotion tasks. In the previous section, the approach 
to balance control assumed the presence of explicitly specified joint reference trajectories 
and calculations based on static configurations to derive the necessary PWM input signal. 
The goal of this section is to present the developed control algorithm that provides 
enhanced robustness in the control of balancing by accounting for the ground reaction 
forces. Thus, the system is able to stand on an uneven surface or one whose slope suddenly 
changes (Figure 21). In a similar way, the control system could sense that it has been 
pushed, using the force sensors in the soles of its foot, and acts to maintain the postural 
stability. The open challenge is to allow local controllers to perform control based on sensor 
feedback and possibly a general directive. Here, the global order is to keep balance in a 
desired COP location and, although all actuators can intervene, the ankle joints have the 
relevant role to keep an adequate force balance on each foot. 

Figure 21. Single leg balancing on top of a surface with variable slope 

The controller presents the following key features. First, the force sensors are used to 
measure the actual COP coordinates, instead of calculating other related variables, such as 
the centre of mass location. Second, the control system commands the joint actuators by 

relating the joint velocities ( q ) to the error (e) between the desired and the current position 

of the COP. The choice of the relationship between q  and e allows finding algorithms with 
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different performances. The simplest method is the straightforward application of a 
proportional law, so that: 

=q Ke  (2) 

The controller is independent of the robot’s model or any nominal joint trajectory. This 
approach has the main advantage of its simplicity: each component of the error vector 
relates directly and in an independent way to the ankle joints (pitch and roll joints), due to 
their orthogonal relations. Alternatively, by interpreting a small displacement in the joint 
vector as a torque and the error vector as a force suggests the following update law: 

T=q J Ke  (3) 

Here, TJ  is the transpose of the COG Jacobian matrix which transforms the differential 

variation in the joint space into the differential variation of the COG’s position and K is a 
diagonal matrix properly chosen to ensure convergence. Another requirement is now 
imposed in order to stabilize the hip height: the error vector accounts for the operational 
space error between the desired and the actual end-effector position. Then, the Jacobian 
translates desired Cartesian motions of selected parts of the leg into corresponding joint 
space motions. 

5.2 Experimental results 

The following analysis illustrates the emergence of an appropriate behaviour when the 
system stands on a moving platform. The desired goal is to stand in an initial posture, while 
the control system relies on the reaction force data to estimate slope changes in the support 
surface. As stated before, the emphasis in this work is on procedures that allow the robot to 
calibrate itself with minimal human involvement. Thus, after an initial procedure in which 
the humanoid leg is displaced to the desired posture, the control system generates online the 
necessary joint adjustments in accordance with the pre-provided goal. The joint velocity 
values are computed in real time to modify dynamically the corresponding PWM signal. A 
joint velocity saturation function is used to avoid abrupt motions, while satisfying dynamic 
balance constraints. 
The experimental results highlight the time evolution of the COP and the resulting ankle 
joint angles accordingly to the control laws presented above, while the humanoid leg adapts 
to unpredictable slope changes. Figure 22 and Figure 23 show the achieved behaviour for a 
predominant leg’s motion in the sagittal plane, using both the proportional and the 
Jacobian-based control laws. Figure 24 and Figure 25 report the leg’s behaviour for a 
predominant motion in the lateral plane. In both cases, the use of the proposed control 
algorithm gives rise to a tracking error which is bounded and tends to zero at steady state. 
This indicates that the posture was adjusted and the differences on the ground reaction 
forces become small. The algorithm based on the COG Jacobian provides a computationally 
efficient solution for simple models. For a practical humanoid, the Jacobian may be a 
complex non-linear matrix requiring fast and accurate calculations using a numerical 
approach. Ongoing work is exploiting the case when the reference COP is a time-varying 
function.
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Figure 22. Leg’s behaviour with predominant motion in the sagittal plane using the 
proportional law: temporal evolution of the centre of pressure (up) and joint angular 
positions (down) 

Figure 23. Leg’s behaviour with predominant motion in the sagittal plane using the 
Jacobian-based method: temporal evolution of the centre of pressure (up) and joint angular 
positions (down)  
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Figure 24. Leg’s behaviour with predominant motion in the lateral plane using the 
proportional law: temporal evolution of the centre of pressure (up) and joint angular 
positions (down) 

Figure 25. Leg’s behaviour with predominant motion in the lateral plane using the Jacobian-
based method: temporal evolution of the centre of pressure (up) and joint angular positions 
(down)
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6. Conclusion 

In this chapter we have described the development and integration of hardware and 
software components to build a small-size humanoid robot based on off-the-shelf 
technologies. A modular design is conceived to ensure easy maintenance and faster 
reproducibility. The most relevant feature of this implementation includes the distributed 
architecture in which independent and self-contained control units may allow either a 
cooperative or a standalone operation. The integration in these simpler control units of 
sensing, processing and acting capabilities play a key role towards localised control based 
on feedback from several sensors.  
The adoption of an outer motion control loop to provide accurate trajectory tracking was 
presented and has been experimentally demonstrated. The strength of this approach lies in 
its performance, generality and overall simplicity. The humanoid platform reached a point 
where intermediate and high level control can now flourish. An example has been given for 
a kind of intermediate level control implemented as a local controller. From there, a force-
driven actuation was successfully applied to demonstrate the possibility of keeping the 
humanoid robot in upright balance position using the ground reaction forces. 
Ongoing developments on the humanoid platform cover the remainder hardware 
components, namely the inclusion of vision and its processing, possibly with a system based 
on PC104 or similar. A full autonomous humanoid robot for research is being developed 
that allows testing and evaluation of new ideas and concepts in both hardware and software 
modules. Future research, which has already started, will cover distributed control, 
alternative control laws and also deal with issues related to navigation of humanoids and, 
hopefully, cooperation. Force control techniques and more advanced algorithms such as 
adaptive and learning strategies will certainly be a key issue for the developments in 
periods to come in the near future.  
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1. The question of actuator choice for humanoid robots     

It is important to recall that humanoid robot technology derives from the technology of 
industrial robots.  It is obvious that the developments of bipedal robots such as the 
integration of robot-upper limbs to complex anthropomorphic structures have benefited 
from progress in mechanical structures, sensors and actuators used in industrial robot-arms.  
A direct link is sometimes made between the technology of redundant robot-arms and 
humanoid robots as underlined in some technical documents of the Japanese AIST where it 
clearly appears that the HRP2 humanoid robot upper limb is directly derived from the 
Mitsubshi PA10 7R industrial robot-arm. 
Due to its high number of degrees of freedom in comparison to industrial robots, a 
humanoid robot requires  great compactness of all actuator and sensor components.  This is 
why we believe that the harmonic drive technology associated with direct current electric 
motor technology has played a non-negligible part in humanoid robot development.  The 
DC actuator offers the great advantage of being a straightforward technology, associated 
with simple and well-known physical models, its integration into mobile robots benefits 
from new developments in embedded batteries.  However, its low maximum-torque-on-
mass and maximum-torque-on- volume ratios are a serious drawback for its use in direct 
drive apparatuses.  On the other hand, the ability of electric motors to generate very high 
velocities in comparison with moderate jointed velocities needed by industrial robot-arms 
and more by jointed anthropomorphic limbs, gives the possibility of using high ratio speed 
reducers to amplify motor-torque.  Moreover, the choice of a high ratio speed reducer offers 
the advantage of masking inertial perturbations such as external torque perturbations.  The 
technical achievement of such ratios induces specific mechanical difficulties due to the 
bulkiness of successive gears;  harmonic drive technology – represented for example by 
Harmonic Drive AG – resolves this problem in a very elegant manner:  the harmonic drive 
and the actuator fit together without excessive increase in mass and volume in comparison 
with the actuator alone.  It can be considered that most of today’s humanoid robots are 
actuated by DC motors with harmonic drives (this actuation mode is mentioned, for 
example, by Honda from its first paper about the P2 robot onwards (Hirai et al., 1998) and 
then in the official ASIMO web site, as well as in papers concerning other Japanese and 
European humanoid robots).  But if this technology simplifies actuator mechanical 
integration and leads to the use of simple joint linear control, despite the highly non-linear 
character of robot dynamics, it is well-known that the use of a speed reducer multiplies the 
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joint stiffness by the its ratio squared.  A high joint stiffness contributes to joint accuracy and 
repeatability, but also induces a high danger level for users, which can be acceptable in the 
case of industrial robot-arms separated from factory staff by special safety devices, but 
becomes very problematical in the case of humanoid robots intended for working in public 
environments.  The need to find an actuation mode which associates power, accuracy and a  
‘softness’ adapted to human presence, that is the question of actuator choice in humanoid 
robotics.  To address this problem we will first try to define the notion of artificial muscle in 
paragraph 2, then deal with the question of artificial muscle actuators for humanoid robots 
in paragraph 3, before analysing their integration within anthropomorphic limbs (paragraph 
4) to finish with their control (paragraph 5).   

2. Notion of artificial muscle 

2.1 Performance criteria in the research of new actuators 

A general theory of actuators does not exist; each actuator is defined according to the 
physical theory on which its legitimacy is founded.  A comparison of actuators can as a 
consequence be delicate.  This is why actuator designers have introduced a certain number 
of performance criteria aimed at making such comparisons easier.  In general, actuation can 
be defined as a process of converting energy to mechanical forms, and an actuator as a 
device that accomplishes this conversion.  Power output per actuator mass, and per
volume, as actuator efficiency – defined as ‘the ratio of mechanical work output to energy 
input during a complete cycle in cyclic operation ‘ (Huber et al., 1997) - are three 
fundamental properties for characterizing actuators.  However, artificial muscle technology 
considers more specific performance criteria so as to accurately specify new actuator 
technology in comparison with  ‘natural muscular motor’ properties.  The following 
terminology, justified by the linear actuator character of the artificial muscle, generally 
completes the power criteria – the definitions given in inverted commas are from (Madden 
et al., 2004) : 

• Stress : ‘typical force per cross-sectional area under which the actuator materials are 
tested’;  maximum stress corresponds to the maximum stress that can be generated in 
specified functioning conditions; as will be seen later, it is important for a given 
technology to specify the ‘actuator materials’ relating to stress:  typical stresses of strips 
or fibres of a given technology is not obligatorily similar to that of the artificial muscle 
composed of a set of these strips or fibres;  

• Strain : ‘displacement normalized by the original material length in the direction of 
actuation’; maximum strain and maximum stress are according to Huber & others 
‘basic characteristics of an actuator [since] for a given size of actuator they limit the 
force and displacement’ (Huber et al., 1997, p. 2186);  the terms contraction ratio and 
maximum contraction ratio will also be used; 

• Strain rate : ‘average change in strain per unit time during an actuator stroke’;  the term 
‘response time’ – in the sense given by control theory, will also be used to characterize 
the speed of artificial muscle dynamic contraction;  

• Cycle life : ‘number of useful strokes that the material is known to be able to undergo’;  
this notion specifies the heavy-duty character of artificial muscle in given working 
conditions;  in practice this is an important notion since artificial muscles are essentially 
made of  ‘soft’ materials which can be weakened by shape changes imposed by the 
actuation mode;
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• Elastic modulus:  ‘material stiffness multiplied by sample length and divided by cross-
sectional area’;  this is a typical material science notion;  when the artificial muscle is 
considered as an actuator to be controlled, stiffness – and its inverse - compliance
notions can appear more appropriate. 

It is important to note that this criteria list is not exhaustive;  depending on author, other 
performance criteria can be found:  as an example, Huber et al consider two criteria not 
listed above: actuator density (the ratio of mass to initial volume of an actuator) and strain 
resolution (the smallest step increment of strain) (Huber et al., 1997).  The first directly 
concerns humanoid robotics:  like skeletal muscles, artificial muscles are assumed to be 
located in moving robot links;  the second criterion can be interesting in a control 
perspective to specify artificial muscle sensitivity.  
Furthermore, we believe that the theoretical framework proposed by Hannaford and 
Winters (Hannaford & Winters, 1990) for the analysis of actuator properties based on 
Paynter’s terminology of generalized dynamic systems (Paynter, 1961) can be particularly 
useful in our study:  these authors propose characterizing any actuator by its two effort-flow 
and effort-displacement characteristics, where ‘effort’ represents the output force or torque, 
and ‘flow’ the linear velocity or angular velocity.  For example, the DC motor is ideally 
characterized by a linear effort-flow curve and a constant effort-displacement curve, as 
illustrated in Figures 1.a and 1.b.  Figures 1.c and 1.d give the typical characteristics of the 
skeletal muscle by the association of  ‘effort-flow’ characteristics corresponding to the so-
called tension-velocity curve with the ‘effort-displacement’ characteristics corresponding to 
the so-called tension-length curve.  We will return to this in the modelling of skeletal 
muscle, but it is important to note the fundamental originality of skeletal muscle 
characteristics:  while most of the actuators have constant or pseudo-constant ‘effort-
displacement’ characteristics, this is not so for skeletal muscle.  As a dynamic system in 
Paynter’s sense, the ‘effort-displacement’ relationship defines passive element C (for 
compliance or capacitance).   Classical actuators generally have infinite compliance;  a 
dependence of force/torque on position can even appear as a drawback:  it is up to the 
actuator control and not the actuator itself to impose this dependence.  Conversely, living 
actuators aimed at a ‘relationship life’ have to combine the generation of the power 
necessary for body mobility with a non-infinite compliance making for easy contact with the 
environment – we will use later the term ‘natural’ compliance to characterize this 
compliance peculiar to the skeletal actuator. Research on artificial muscles can be 
understood as a new attempt to mimic the living so as to integrate it into a machine – the 
humanoid robot – an original power-softness combination, yet glaringly absent in machine 
technology. 

2.2 The historical Kühn and Katchalsky notion of artificial muscle as a gel swelling 
and deswelling under the effect of a chemical agent 

The origin of the artificial muscle notion must be found in the first works of chemists on 
certain materials whose swelling can be controlled in a reversible manner. At the end of the 
1940s, Kühn & Katchalsky did indeed prove that an aqueous polymeric gel essentially 
composed of polyacrylic acid ‘… is found to swell enormously on addition of alkali and to 
contract rapidly when acid is added to the surrounding solution.  Linear dilatations and 
contractions of the order of 300 per cent were observed.  This cycle of swelling and de-
swelling is reversible and can be repeated at will ‘ (Kühn et al., 1950, p.515).  At that time the 
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authors had designed a device transforming chemical energy into mechanical working in 
the form of a 0.1 mm thick filament able to lift up a 360 mg load in some minutes when 
swollen.  Thus the original Kühn & Katchalsky experiment historically created the present 
artificial muscle notion as a reversible contractile device.  Katchalsky emphasized the 
natural tendency of artificial muscles to generate an  ‘equilibrium swelling’ brought 
according to him about two opposing tendencies : first, ‘…the solution tendency of the 
polymeric molecules and the osmotic pressure of the cations of the alkali bound by the gel’, 
secondly ‘…the caoutchouc-type contraction tendency of the stretched polymer molecules’ 
(Katchalsky, 1949, p.V/8).  More generally, we will go further and apply this natural 
tendency to an equilibrium state of any artificial muscle type as an open-loop stability in 
position.  It is important to note, however, that this ability to pass from an equilibrium state 
to another state would be nothing if it were not associated to a reversibility whose life cycle 
is finally its measure.  Note also that the life cycle of natural muscle is greater than 109

(Hunter & Lafontaine, 1992);  no present-day artificial muscle is able to approach this value, 
which is linked to the ability of living tissues to self-repair.  Kühn & Katchalsky’s historical 
studies were reconsidered in the 1980s within the framework of a renewed interest for 
artificial muscles due to technological developments in robotics, and a demand for 
implantable artificial biological organs.  However, from a practical point of view, the Kühn 
& Katchalsky actuator displays a major disadvantage:  its excessively slow response time (in 
the order of minutes).  More generally, it will be seen throughout this chapter that the major 
difficulty in the design of artificial muscles for robots consists of obtaining both quick 
response time and high-power-stress to mass-and-power to volume, adapted to the 
integration of artificial muscles to human-dimensions and mass anthropomorphic limbs.  
There now follows a brief overview of present-day artificial muscle technologies. 

(a) (b)

(c) (d)

Figure 1. Characterization of artificial and natural actuators based on ‘effort-flow’ and on 
‘effort-displacement’ relations (inspired from (Hannaford & Winters, 1990), (a) and (b) Case 
of the DC motor, (c) and (d)  Case of the skeletal muscle (from (Winter, 1969)) 
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2.3 The artificial muscle as any material structure exhibiting a reversible shape 
change by a chemical or a physical agent 

a. Contractile polymer gels 
Aqueous solutions of polymeric acids considered by Kühn & Katchalsky are a particular 
case of solvent-swollen crosslinked polymer gels that respond to changes in temperature, 
pH, solvent, illumination, or other physical or chemical stimuli. The choice of pH or a 
solvent as a stimulus applied to typically polyacrylamide (PAM), polyvinyl alcohol-
polyacrylic acid (PVA-PAA) or polyacrylonitrile (PAN) fibers or strips (all commercially 
available) is particularly interesting due to the facility of producing the pH variation by 
adding of acid or alkali solutions (typically through the control of the hydrogen ion by 
means of chemical reactions with HCl and NaOH) or the facility of using cheap and readily 
available solvent like acetone. Parallel to a better understanding of gels physics it has been 
possible to develop micro sized gel fibers contracting in seconds and even tenths of seconds 
and to increase both the force produced by gel fibers as resistance fibers (some of them can 
support loads of about 100 N/cm2 approximatively equal to that of human muscle. M. 
Suzuki, for example, has developed in the nineties a 12 cm length artificial muscle model by 

PVA-PAA-PA1Am gel film of 50μm thickness able to raise a ball of 2 g from a lower 
equilibrium position to an upper equilibrium position within 10 s (Suzuki, 1991). Although 
in these conditions, the maximum power density obtained with gel fibres can indeed be 
estimated as being close to that of skeletal muscle, it still appears difficult to apply this 
technology to the actuation of human-sized robot limbs.  However, later we will analyse the 
interesting attempt made at the MIT in the 1990s to promote ‘pH muscle’ 
The relative slowness of the complete contraction-elongation cycle of ion sensitive gel fibre 
is mainly due to the relative slowness of the ion sensitive mechanism itself.  For this reason, 
other stimulus modes were considered, in particular heat transfer since heat diffusion is 
better than ion diffusion.  Thermo-responsive polymer hydrogels are already used in drug 
release, and the study of tensile properties of thermo-responsive gels have been clearly 
established (Kim et al., 2005).  In the field of artificial muscles, this stimulus mode seems, 
however, to have been more studied in the case of fairly recent polymer types – in particular 
liquid crystal polymers – assumed to respond quicker than gel fibres.  In any case, for gels as 
for other materials, thermal response always appears quicker in the heating than in the 
cooling phase (we will not deal in this chapter with the promising technology of liquid 
crystal polymers able to respond to a luminous flash in less than a second, but as noted by 
De Gennes (De Gennes et al., 1997) which predicted their contractile possibilities and talked 
of them as ‘semi-quick artificial muscles’, the return to low temperatures is slow).
b. Shape memory alloys 
Another form of reversible thermal response can be generated by means of thermally 
activated shape memory alloys based on the ‘shape memory effect’ discovered at the 
beginning of the 1950s.  Among available materials nickel-titanium alloys (NiTi or nitinol) 
are particularly interesting for actuation use because of their low cost and electrical 
resistivity which heats the material by passing an electrical current.  Due to this Joule 
heating, NiTi contraction and expansion cycles can occur based on transformations from 
martensitic to austenitic phases.  Typically a shape is ‘memorized’ at a high temperature 
(600°) placing the nitinol in austenite phase.  On decreasing the temperature, the material 
reverts to the martensite phase.  When an external stress is applied, and as the material is 
reheated at a lower temperature the material, because of the instability of the martensite 
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phase at these temperatures, returns to its well-defined high-temperature shape.  In the 
shape memory effect, the material exhibits residual strains that can be used to generate a 
linear displacement.  The possibility of developing NiTi fibres exhibiting both very high 
strain rates (300%/s) and very high stress (200 MPa) (Hunter & Lafontaine, 1992) naturally 
interested the designers of new robot actuators.  Safak and Adam (Safak & Adams, 2002), for 
example, developed a lobster robot actuated by antagonistic nitinol artificial muscle pairs.  
Figure 2 shows an interesting application of nitinol to miniature humanoid robotics:  the five 
fingers of the miniature robot hand can react at 0.2 s constant times to grasp light objects 
(Maeno & Hino, 2006).  Besides the current need for small sizes to obtain quick responses, 
the main drawback of nitinol-type artificial muscles is its limited maximum strain: about 
5%, which is very far from the natural skeletal muscle’s 40 %.  Moreover, the life cycle 
becomes more limited as the strain increases. 

Figure 2. Miniature robot-hand actuated by Nitinol shape memory alloy artificial muscles 
controlled by heat transfer (from (Maeno & Hino, 2006)) 

The shape memory effect can be controlled not only by heat transfer, but also by means of 
an electric field which offers the advantage of being an easier control parameter.  
Ferromagnetic shape memory actuators have been largely studied and commercial versions 
exist able to develop maximum strains of 10%, typical strain rates of 10 000%/s and typical 
stresses of 1 Mpa to 9 MPa (Madden et al., 2004).  However, the requirement of high 
intensity magnets is a major drawback for human-sized robot-limbs.  Finally, as for 
thermally activated shape memory alloys, the difficulty of accurately controlling muscle 
contraction is not a good point for applications to robotics.  The same difficulty occurs with 
recent conducting shape memory composites. 
c. Electroactive polymers : From ionic polymer gels to ionic polymer-metal composites 
It was demonstrated in the 1960s that the swelling/shrinking of ionic polymeric gels 
generated by pH variation can also be obtained electrically. When an electric field is applied 
to a strip of PAM, PAMPS or PAA-PVA, for example suspended in a surfactant solution, the 
gel shows significant and quick bending towards the anode. According to Segalman and 
others (Segalman et al., 1992) this is caused by the migration of unbound counter ions in the 
gel, and the impingement of solvent ions at its surface which produce the strip bending.  
The reversible phenomenon has been applied to the design of chemomechanical mobile 
systems such as Shahinpoor’s swimming robot (Shahinpoor, 1992) or to polymer gel fingers 
(Hirose et al., 1992).  However, the application to linear actuators appears disappointing, as 
recently reported by Choe and Kin who studied polyacrylonitrile linear actuators (Choe & 
Kim, 2006):  the tested fibre is a 10 mm long ‘single strand’ consisting of multiple filaments 
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(about 2000) whose diameter in the contracted state is about 0.5 mm, and 1.2 mm in the 
elongated state;  experimentally the fibre can produce a 0.1 N maximum force in both pH 
activation and electric activation cases, but while this static tension is generated in fewer 
than 10 s with a 1M HCl acid solution, it takes approximately 10 min for the same result 
with a 5V electric field..    
If the electrostatic approach of ionic polymer-gel based linear actuators is unsatisfactory, it 
can be asked if more interesting results could be obtained using conductive polymers.  
Efforts to develop conductive polymer artificial muscles can be viewed as the search for 
associating polymer mechanical properties with the ease of electric field control.  In general, 
conductive polymers are electronically conducting organic materials featuring conjugated 
structures, able to undergo dimensional changes in response to changes in the oxidation 
state.  Polyaniline, trans-polyacetylene and polypyrrole are three examples of such 
employed structures.  When, for example, a conducting polypyrole film is electrochemically 
oxidized, positive charges are generated along the chains and hydrated counter ions from 
the solution are forced to penetrate into the polymer in order to compensate for these 
positive charges.  This induces an opening of the polymer structure and an increase in its 
volume.  A reduction in polymer induces the reverse effect:  positive charges are eliminated 
due the injected electrons:  the polymer recovers its neutral state and the film volume 
decreases.  This swelling-shrinking property can be applied to the design of artificial 
muscles such as the bilayer structure, consisting of a conducting and flexible polypyrolle 
layer adhering to an elastic and non-conducting film, proposed by Otero and Sansinena 
(Otero & Sansinena, 1995), or the monolayer structure by assembling two different 
polypyrroles (Ochoteco et al., 2006).  The resulting actuator is a bending type reacting in an 
aqeous solution under low intensity current variation.  According to Madden & others a 
maximum 12% strain and a maximum 12%/s strain rate can be expected (Madden et al,
2004), consequently quicker than electrically-activated ionic polymer gels;  however, 
conductive polymers suffer from the same major drawback as ionic polymer actuators:  they 
need to be contained in a solvant bath. 
The class of Ionic Polymer-Metal Composites (IPMC) can thus appear as a successful 
attempt to maintain the ionic polymer contractile principle without the need for a solvant 
bath.  An IPMC is an ionic polymer in a composite form with a conductive metallic medium 
such as platinium.  The nafion developed by DuPont de Nemours & Co. is generally used as 
a cation exchange thin membrane with metal electrode plated on both faces.  Recently, 
liquid nafion has been used to manufacture IPMC strips in various thicknesses (Kim & 
Shahinpoor, 2002).  Although they operate best in a humid environment, they can be 
designed as self-contained encapsulated actuators to operate in various environments.  As 
theorized by Shahinpoor (Shahinpoor, 2002) an electric field induces a change in ion 
concentration which attracts water molecules to one side of the polymer.  Non-uniform 
distribution of water produces a swelling on one side of the actuator, while the other side 
contracts.  The bending movement of the strips toward the anode is obtained at a low 
voltage (typically 2V), and increases for higher voltages (typically up to 10 V) with a 

reaction speed between μs and s.  Because the IPMC does not produce linear actuation, 
except in the case of fish-type mobile robots, its application to robotics is limited to gripping 
mechanisms able to lift a few grams (Shahinpoor et al., 1998).  The low stress generated by 
IPMC - 10 to 30 MPa (Shahinpoor et al. 1998)  - is another drawback of this type of artificial 
muscle. 
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d. Electroactive polymers : Dielectric elastomers 
Dielectric elastomer actuator technology appeared in the middle of the 1990s.  As will be 
analysed in paragraph 3, this technology is considered as one of the most promising for 
developing artificial muscles adapted to robot-limbs (Bar-Cohen, 2004).  As in IPMC 
technology, polymer shape change can be induced in dry environments, but at the expense 
of higher stresses.  A dielectric elastomer actuator can be considered as a compliant 
capacitor inducing a stress when the capacitor is charged.  According to Maxwell’s theory 
applied to a constant volume elastomer, stress p and strains SX , SY , SZ of the dielectric 
elastomer (assuming small, e.g. < 10%), respectively, in X, Y and Z directions, as illustrated 
in Figures 3.a and 3.b, can be written as follows (Pelrine et al., 1998), (Pelrine et al., 2002) : 
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where e0 is the permittivity of free space, e the polymer dielectric constant, V applied 
voltage, t polymer thickness and Y elasticity modulus of the polymer-electrode composite 
film.  These three equations constitute a simplified model (limited by the assumption of 
small strains) but which highlights the main parameters participating in the dimensioning of 
the actuator:  polymer dielectric constant e  - e is equal to 1 for air – varies between 3 to 10 
according to elastomer choice (Mathew et al., 2006) and electric field E = V/t whose value, 
depending as it does on the elastomer, is an important factor in increasing actuation stress 
by a factor of 10 to 100 compared to conventional electrostatic actuators.  The simplicity and 
relative efficiency of this model contrasts with the complexity of Flory’s model which 
includes polymer gels swelling, in association with the difficulty of parametrizing the 
conductive polymers.  Performances of dielectric elastomers are particularly interesting in 
comparison with other artificial muscle technologies as well as with natural muscle (Pelrine 
et al., 2000) because they can associate high maximum strain, high maximum stress and low 
response times:  in the case of a silicone elastomer, a maximum strain of 32 % can be 
generated with a maximum stress of 1.36 Mpa, and a time response of some msec.  
Furthermore, their ability to be configured in many ways is particularly important for 
robotics.  The next paragraph analyses how linear actuators can be derived from this 
technology.  Two main disadvantages, however, have to be highlighted:  firstly, dielectric 
elastomers operate at relatively high voltages (100-4000 V), and secondly, due to their 
capacity, electrical energy remains after actuation, which in practice requires energy 
recovery circuits.  
e. Elastomer inflatable structures 
Physical elastomer properties are also at the origin of another large class of artificial muscles 
that recent advances in chemo-mechanical actuators have pushed into the background.  
They are not mentioned in numerous synthesis articles.  We propose to call them ‘elastomer 
inflatable structures’ because they are based on the unique property of elastomers to 
support very large strains (up to 600%) without damage.  Whereas the dielectric elastomer 
operation principle is based on the generation of a compression stress, the operation 
principle of elastomer inflatable structures is based on tensile stress.  Thanks to a specific 
guiding structure, which will be specified in paragraph 3, the stress generated inside the 
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elastomer inflatable structure is transformed into a linear force able to contract the artificial 
muscle, as illustrated in Figures 3.c and 3.d.     

(a) (c)

(b) (d)

Figure 3. Use of elastomer elasticity in artificial muscle designing, (a) and (b) operation 
principles of dielectric elastomers (inspired from (Pelrine et al., 2000)):  the elastomer film 
placed between two compliant electrodes is compressed and expanded when an electric 
field is applied, (c) and (d) operation principles of contractile inflatable structures: a guiding 
structure is used to transform lateral stress generated by the pressure into a linear 
contraction stress 

2.4 The artificial muscle as a linear actuator mimicking natural skeletal muscle 
behaviour: notion of skeletal artificial muscle 

Until now the artificial muscle notion has been defined as a reversible contractile device, 
independently in some ways from any model of the skeletal muscle.  In the framework of 
humanoid robots, based on a general anthropomorphism principle, the notion of artificial 
muscle can be considered from a more physiological point of view, as a linear actuator 
mimicking the natural skeletal muscle’s static and dynamic behaviour.  According to this 
approach, we suggest considering a fundamental abstract notion of artificial muscle inspired 
from the macroscopic modelling of skeletal muscle:  the derived ‘skeletal artificial muscle’ 
notion will be used as a reference biomimetic model independent of the technology 
considered to achieve the abstract notion.  According to the consideration developed by 
Hannaford & Winter on the actuator notion, referred to in paragraph 1, the skeletal artificial 
muscle notion can be specified by combining both tension-length and tension-velocity 
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relationships, i.e. static and dynamic models of natural skeletal muscles.  The resulting 
artificial muscle model will be, as a consequence, a phenomenological model which puts 
aside the microscopic phenomenon at the origin. It is well known that skeletal muscle 
contraction is induced both by the recruitment of motor units and their firing rate (Ghez, 
1991).  In a phenomelogical muscle model, these factors are set together in the form of a 
global variable which is traditionally called  ‘neural activation’ and can be defined as a 
normalized variable u between 0 and 1.  In isometric conditions, i.e. at a constant length, the 
typical skeletal muscle tension-length has already been illustrated in Figure 1.c.  The static 

behaviour of a skeletal muscle of initial length 0l  is characterized both by an active tension 

corresponding to the contraction force produced when 0ll ≤ , and by a passive tension due 

to the elasticity of muscle fibres beyond 0l ,. as is also well known.  If we focus on active 

tension, skeletal muscle behaves like a linear spring whose stiffness can be controlled by 
neural activation.  The following linear model, illustrated in Figure 4.a, results from these 
considerations: 

max
max

max 0and10,)1( εεε
ε ≤≤≤≤−= uuFFstat   (2) 

where Fstat corresponds to the static tension, ε to the muscle contraction ratio – defined as 

00 /)( lll −=ε  where l  is the current length of the muscle – maxF the maximum tension and 

maxε the maximum contraction ratio. This linear model captures the main static property of 

skeletal muscle : its  ‘natural compliance’ C  proportional to u which physically expresses the 

existence of a restoring force rF  which brings back the muscle to its equilibrium position 

when it is deviates of  δε  ; we get : 

max

max

max

max

uF
C

uFFr

ε

δε
ε

+=

−=
  (3) 

In our opinion the ‘natural compliance’ factor – or its inverse, the stiffness – has a greater 
importance than the ‘young modulus’ generally considered in artificial muscle technology, 
as defined in paragraph 1:  young modulus reflects material characteristics, while 
compliance actuator characteristics. 
Equation (2) is a purely static model;  when applied to a dynamic contraction of the muscle, 
this muscle tension model results in purely oscillating behaviour.  In order to take into 
account the natural damping of the natural muscle, it is  consequently necessary to add a 
supplementary term to the static tension model, we note ),,( εεuFdamp and which can 

depend on ε  only if a pure viscous damping is assumed or on both u, ε and ε  if the 

damping is associated to more complex friction phenomena : 

max
max

max 0and10,),,()1( εεεεε
ε ≤≤≤≤−−= uuFuFF damp   (4) 
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How to define this damping function?  No simple direct model can be derived from skeletal 
muscular physiology.  However, Hill’s model provides a particularly powerful and elegant 
indirect model . The Hill model is generally presented as the relationship between muscle 
shortening velocity V and its corresponding tension, denoted  for reasons to be explained 

later, HillF , as follows : 

bFFVaF HillHill )()( 0 −=+   (5) 

where F0 is the isometric contraction force at zero contraction ratio in given stimulation 

conditions – according to our static : max0 uFF = – a is a constant having the dimensions of a 

force and b a constant having the dimensions of a velocity.  Ratio (a/F0) is typically between 
0.2 and 0.3 which gives Hill’s equation curve a hyperbola shape , as illustrated in Figure 4.b.  
Let us recall that the Hill equation was established in a specific isotonic quick-release test 
invented by Hill in his famous 1938 paper (Hill, 1938):  during the almost constant speed 

phase of the quick-release in  ‘after-load’ mode, HillF corresponds to the load driven by the 

muscle and captures the dynamic force produced by the muscle, including its damping 
component.  As a consequence, the quick-release test applied to any artificial muscle allows 
an appreciation of its dynamic damping in comparison with that of skeletal muscle.  Beyond 
the purely biomimetic argument, we have recently tried to show the interest for an artificial 
muscle to be in accordance with the Hill model in order to benefit from the natural load 
variation adaptivity which seems to be an integral part of this dynamic model (Tondu & 
Diaz, 2006).     

(a) (b)

Figure 4. Physical model of skeletal artificial muscle based on both Force-Displacement and 
Force-Velocity curves of the natural muscle:  a linear static force-displacement whose slope 
is proportional to the control variable is considered (a) with an additive damping term in 
such a way that the artificial muscle can be dynamically in accordance with (b) the 
fundamental Hill curve  

Among all the technologies reported at the beginning of the paragraph, only the ones able to 
be adapted to this restrictive notion of skeletal artificial muscle would really be suitable for 
humanoid robotics.  For example, the technology of certain conductive polymers essentially 
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leads to bending artificial muscle difficulty applicable to linear actuators.  Let us now 
analyse some attempts at artificial skeletal muscle.   

3. Which artificial muscle technology for anthropomorphic limbs? 

The three technologies that we present have all led to artificial muscles of skeletal muscle 
size;  they illustrate the present diversity of the stimulus mode:  chemical for pH muscle, 
electrical for roll actuator and fluidic for pneumatic muscles.  It could be said that because 
nobody is currently able to mimic the complex sequence of biomechanical microscopic 
phenomena of natural skeletal muscle, the energy choice question of artificial muscle 
remains open.  

3.1 pH-sensitive muscles and Solvent-sensitive muscles  

The possibility of preparing relatively easily gel contractile fibres from commercially 
available polyacrylonitrile (PAN) or polyvinylalcohol (PVA) filaments led several 
researchers in the 1980s and 1990s to develop skeletal artificial muscles on roughly the same 
principle:  a set of gel fibres is placed inside a rigid cell in which the circulation of two 
solutions alternatively generating the swelling and shrinking of the gel fibres is made easy.  
The resulting volume change can be used to pull and push a ‘tendon’.  Figure 5 illustrates an 
interesting prototype developed at MIT in the frame work of the Artificial Muscle Project by 
Brock and others (Brock et al., 1994):  acid and base are alternatively delivered to PAN gel 
fibre bundles through an array of perforated Teflon tubes 

(a)

(b)
Figure 5. Cylindrical polymer gel ‘pH muscle’ using PAN gel fibers, (a) Gel bundles cell 
irrigated by perforated Teflon tubes connected to a common fluid manifold allowing 
alternatively acid (HCl) and base (NaOH) circulation, (b) Arrangement of gel fiber bundles, 
acid and base conduits in cross section (from (Brock et al., 1994)) 
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The ‘pH muscle’ is used in antagonism with a spring and a modular pulley system:  using a 
simple bang-bang control a rotation from 0 to 70° is generated in approximatively 45 
seconds with a maximum tension of 0.35 N.  The confrontation of this experimental device 
resulting from Caldwell’s experiments leads to a better understanding of the difficulty of 
adapting this technology to powerful skeletal artificial muscles.  The ‘solvent-sensitive 
muscle’ cell imagined by Caldwell (Caldwell & Taylor, 1990), (Caldwell et al., 2000) is made 
of parallel PAA/PVA strips inside a container where an acetone and 4 molar NaCl solution 

can alternatively circulate.  Originally (Caldwell & Taylor, 1990) 100 μm thick strips were 
used, but more recently it was shown (Caldwell et al., 2000) that it was possible to optimize 
the thickness choice so as to highly increase contraction velocity without losing in stress:  a 

50 μm thickness gives a 43 %/s strain per s – instead of 11%/s for 100 μm strips and close to 
slow movements of the natural muscle – for a 30N/cm2.  With a 43% maximum contraction 
strain, the performances approach slow movements of the natural muscle.  Ten strips are 
used in Caldwell’s linear actuator, but the author highlights a major limit of this technology:  
the difficulty of use on a large scale.  Because strain rate and stress evolve inversely with 
fibre thickness , it is necessary to constitute the artificial muscle of a great number of parallel 
fibres to generate useful forces for robot arms, thus inducing a discouraging complexity.  To 
our knowledge, this interesting technology has not been considered for robot limb actuation.  
These attempts, however, highlight a central point for the development of artificial skeletal 
muscle:  an mm2 size scale technology is not necessarily efficient for a cm2 size scale.  The 
central notion of artificial muscle stress as defined in paragraph 2 can finally appear 
deceptive:  in association with maximum strain and maximum strain rate it leads to making 
believe that a certain number of technologies are perfectly adapted to mimicking the human 
skeletal muscle, whereas their adaptation to a human size and weight robot has not been 
proved.

3.2 Electroelastomer rolls 

SRI International (MenloPark, California) which claims the discovery of electroelastomers 
for new actuation has designed original linear actuators aimed at mimicking the shape and 
behaviour of natural skeletal muscles.  These cylindrical actuators called elastomer rolls or 
simply rolls are composed of a central spring around which several layers of dielectric 
elastomers are rolled, as defined earlier.  The actuator is closed by two caps, used as the 
electric poles between which the functioning high tension is placed.  At rest, the central 
spring is maintained at compression by its surroundings and when tension is applied the 
compliant dielectric elastomers extend inducing actuator extension.  Figure 11.a illustrates 
this actuator technology:  the presented skeletal artificial muscle is 65 mm long with 45 mm 
active length, its highest strain is about 26% of active length for a 5 Hz response time, its 
diameter is 1.2 cm; composed of 20 layers of acrylic films generating a maximum force of 15 
N.  For this prototype there results a maximum stress of about 0.4 MPa significantly lower to 
the postulated value for dielectric elastomer artificial muscle technology (Pelrine et al., 2000) 
– 1.36 Mpa as mentioned earlier - and also signficantly lower to that of natural skeletal 
muscle.  Although the roll appears to be really more powerful than ‘pH muscle’ it suffers 
from the same drawback:  the need to add layers – or fibres – in order to amplify its force, 
consequently bringing about an increase of its section like a greater design complexity : 35 
layers are necessary, for example, to increase the muscle maximum force from 15 N to 21 N 
(Pei et al., 2003) . For this reason, roll technology remains difficult to apply to a direct 
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actuation of a robot-arm as  the beautiful picture of the ‘wrestling match between EAP 
actuated robotic arms and human’ tends to prove (Figure 11.b)  The roll actuators are too big 
to be placed on the skeleton arm and have been removed to an appendant box.  
Furthermore, unlike pH muscle (Caldwell et al., 1990) it has not been proved that roll 
actuators accord with Hill’s model : as mentioned by Pei, ‘…the stiffness of the roll is the 
sum of the central spring and the rolled polymer films’ and  it can be asked if the central 
restoring spring does not have a negative effect on the Hill-like damping behaviour which 
polymers seem to favour. 

3.3 Pneumatic muscles 

The roll actuator uses rubber stress as a force generator;  in a complementary way, it can be 
said that rubber inflation-based actuators generate their contractile tension by means of the 
exceptional possibilities of rubber strain.  McKibben artificial muscle is the most impressive 
example of this artificial muscle technological approach.  After firstly analysing it , we will 
briefly discuss recent competitive approaches. 
a. The McKibben artificial muscle 
Without trying to accurately specify its origin which seems to lose itself in the golden age of 
rubber-industry derived technologies, McKibben muscle is a typical braided artificial 
muscle technology whose name comes from the American nuclear physicist Joseph 
L.McKibben who developed its prototype for bracing handicapped hands.  As we have tried 
to justify (Tondu & Lopez, 2000), pneumatic McKibben artificial muscle is like a tyre whose 
braided sheath is free to open itself in order to allow the inflation of a pressurized inner 
tube.  McKibben muscle is indeed composed of an inner tube surrounded by a double helix 

braid, characterized by its initial braid angle (α0) as illustrated in Figure 6.a.  If we assume 
that the inner tube integrally transmits its circumferential stress to the braided sheath, a 
simplified model of the resulting contractile linear tension can be deduced from the 
application of a virtual works theorem to an ideal cylinder the radius and length of which 
evolve according to the braid opening (Tondu & Lopez, 1995).  Let us note l0 as the cylinder 
initial length – i.e. initial active muscle length – and r0 the cylinder initial radius – i.e. initial 
active muscle radius.  The following static tension/strain model results : 

0
2

0
2

max
22

0 sin1/bandtan3/a     with 0],)1([)( ααεεεπ ==≤≤−−= baPrFstat   (6) 

where Fstat is the generated static tension for a control pressure P in function of the 

contraction ratio ε. This purely geometrical model does not take into account bound effects 
as force lose due to material effects whose major one is friction braid fibre on braid fibre – 
more accurate physical models can be found in (Chou & Hannaford, 1996), (Tondu & Lopez, 
2000), (Colbrunn et al., 2001), (Davis et al., 2003)). It however captures three main characters 
which found the static analogy between McKibben muscle and natural skeletal muscle : 
1. Static tension is proportional to P which can so play the part of the neural activation u

(let us recall that static roll tension is proportional to the electric tension squared due to 
the equation (1) model); 

2. Static tension is proportional to initial muscle section )(
2
0rπ which is an important 

property for scaling robot-limb actuators as already discussed in the case of the two 
previous technologies; 
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3. Static tension continuously decreases when contraction ratio ε increases making the 
actuator a true contractile actuator as opposed to roll actuator.

(a)

(b) (c)

Figure 6. Pneumatic artificial muscle based on the use of a structure guiding the inflation of 
a elastomer chamber, (a) external structure case: operation principle of the McKibben muscle 
(see text), (b) internal structure case: longitudinal fibres included in a silicone tube (from 
(Saga et al., 2005) , see also (Nakamura et al., 2003)) – this type of muscle is as ‘old’ as 
McKibben muscle (Matsushita, 1968) -(c) Typical membrane case : pleated muscle (from 
(Daerden & Lefeber, 2001)) (see text) 

The static tension-contraction ratio curve parametrized in P offers a large linear range in a 
similar way as natural muscle (see Figures 1.c and 7.a).  If the maximum contraction ratio, 
typically between 25% and 35% depending on the pressure, is relatively high in comparison 
with other artificial muscle technologies, it is still below the typical 40% maximum ratio of 
skeletal muscle (which even reaches 50% due to passive tension of skeletal muscle in vivo).  
Furthermore, if the fibre-on fibre-friction acting during muscle functioning necessarily 
induces a problematical dry and kinetic friction (which we discuss later) we also consider 
that kinetic friction caused by specific textile braided sheaths - like in rayon – can be 
responsible for a very good accordance of the dynamic McKibben muscle with Hill’s model 
(Tondu & Diaz, 2006).  Figure 7.b illustrates the tension-velocity curve obtained in quick-
release conditions, at a constant 2 bar pressure, for a McKibben muscle characterized by 

initial length l0=335 mm, initial radius r0=10 mm, and of initial braid angle α0=23°. 
Finally, McKibben artificial muscle appears to have a close analogy with natural skeletal 
macroscopic static and dynamic behaviour.  However, its purely mechanical principle 
implies an increase in artificial muscle volume while skeletal muscle works at constant 
volume:  McKibben muscle volume typically doubles between its zero-contraction and full-
contraction states.  The maximum contraction ratio is less than the skeletal muscle 40% 
typical value, and which cannot be increased by its own passive tension, is a second 

Double-helix braided shell

Inner tube
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limitation for a perfect use of McKibben muscle in the actuation of anthropomorphic robot-
limbs.  Non-constant volume behaviour – which in fact is a characteristic of all fluidic 
muscles – induces another problem:  fluid consumption of the artificial muscle, which 
implies a specific energy autonomy difficulty for its application to mobile humanoid robots.  
It is, however, possible in the case of an anthropomorphic musculature based on an 
antagonistic principle (see next paragraph) to imagine a recovering of consumed air from 
one elongated muscle to one contracted muscle but this is technologically delicate to put 
into work.  This is the true paradox of McKibben artificial muscle which we will discuss at 
paragraph end:  a unique phenomenological behaviour in analogy with skeletal muscle 
associated to a traditional and costly energy  power source.   

(a) (b)

Figure 7. Characteristics of a typical pneumatic McKibben muscle (of initial length l0=335 

mm, initial radius r0=10 mm and initial braid angle α0=23°), (a) Tension-Displacement 
curves at constant pressure 1, 2 and 3 bar, (b) Tension-Velocity curve at constant 2 bar 
pressure 

b. Alternatives to McKibben muscle 
McKibben muscle is one of the most known and used pneumatic artificial muscles in 
Robotics due to its ease of construction and its oblong shape which mimics the natural 
spindle shape of skeletal muscle, but a large number of other pneumatic muscles have also 
been developed.  It is not easy to classify them; we propose to distinguish three main kinds 
of pneumatic artificial muscles according to the type of guiding structure of the elastomer 
inflatable chamber, as illustrated in Figure 6:  firstly, the guiding structure is external to the 
inner tube, as in the case of McKibben muscle;  secondly, the guiding structure is included 
inside the inner tube as considered when longitudinal fibres are embedded in the elastomer 
(Figure 6.b) and, thirdly, the elastomer chamber is specifically designed to inflate and 
contract (Figure 6.c).  The first type is the easiest to elaborate while the third is the most 
sophisticated.  ‘Pleated muscles’ developed at Brussels Vrije’s University appear at the 
moment to be one of the most interesting examples of the third type applied to humanoid 
robotics.  It was developed in opposition to McKibben muscle technology.  If indeed we 
ignore the energy problem of pneumatic muscles to focus on the control problem it can be 
asked if the non-linear character of the actuator is not a too-difficult obstacle to surmount for 
stable and accurate control.  In particular, in the case of an external guiding structure, a 
friction force generally appears inside the guiding ‘mechanical structure’ during muscle 
contraction as between the fibres of a McKibben braided sheath.  Due to dry friction, a 
hysteresis phenomenon results, as illustrated in Figure 7.a for the muscle alone, and in 
Figure 15.b for the actuator made of two antagonistic muscles.  Hysteresis is an undesirable 
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non-linear effect; as will be analysed in the next paragraph;  it is not, in our opinion, the 
major drawback to a robust control of anthropomorphic limbs actuated by artificial muscles.  
However, an artificial muscle without hysteresis is obviously a progress in the field;  this is 
the case for the ‘pleated muscle’ which in the absence of any external braid rubbing against 
it, avoids the phenomenon.  The ‘pleated muscle’ is a ‘cylindrical membrane of high stiffness 
and high flexibility [folded] along its cylindrical axis like accordion bellows’ (Daerden & 
Lefeber, 2001).  When pressurized, inflation happens by unfolding and the artificial muscle 
shortens and bulges.  As illustrated in Figure 12.a, static force characteristics – except for 
hysteresis – is globally similar to that of McKibben muscle, with a maximum contraction less 
dependent on pressure.  The counterpart of braided sheath elimination is, however, a more 
complex geometrical shape of the artificial muscle (whereas the McKibben muscle globally 
keeps a cylindrical shape), pleated muscle offers a contracted complex  ‘flower’-like shape).  
What results, firstly, is an increase in the maximum muscle section which, at the same 
generated stress, can really be higher than that of McKibben muscle and which induces 
mechanical integration difficulties (see next paragraph). Secondly, muscle shape geometrical 
complexity implies a more complex mathematical model of muscle inflation.   The three 
fundamental properties exhibited by McKibben muscle also appear present in pleated 
muscle technology, but in comparison to McKibben muscle no simplified corresponding 
model can be deduced.  The following static model is indeed proposed (Daerden & Lefeber, 
2001) : 

),/,( 00
2
0 arlfPlFstat ε=   (7) 

where 0l is the initial active length, ε the contraction ratio, 0r  the initial muscle radius, a is a 

parameter depending on the Young modulus of the membrane elastomer and f is a 
dimensionless force function for which no closed form seems easy to exhibit (Daerden & 
Lefeber, 2001).  Furthermore, the concordance of the force-velocity curve with Hill’s model 
has not yet been established. Lastly, it is important to note that ‘pleated’ artificial muscle can 
have a more limited lifespan than external guiding structure muscles due to the stress 
imposed to the membrane. As mentioned by Verrelst, the first generation pleated pneumatic 
artificial muscle has a limited lifespan due to the overlap used to make a cylindrical pleated 
membrane. The proposed second generation has a 400 000 cycle life but induces a complex 
mathematical model (Verrelst et al., 2006). 
In conclusion, the current field of available artificial muscles for humanoid robots is 
paradoxical:  on the one hand, electroactive polymer-based roll actuators, although very 
promising, do not yet have  sufficient power-to-volume to be embedded in robot-limbs and 
to actuate them;  on the other hand, purely mechanical pneumatic artificial muscles appear 
to be at present the most biomimetic of muscles, although their energy mode is 
questionable.  This paradoxical situation can, however, be settled in the following manner:  
even if given up in the future in favour of EAP-based muscles or other bio-inspired artificial 
muscles, fluidic artificial muscles, in our opinion, tackle the difficult question of mechanical 
integration and control of anthropomorphic limbs actuated by biomimetic artificial muscles, 
as considered in the two next paragraphs.  
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4. Specific design of anthropomorphic limbs actuated with skeletal artificial 
muscles

4.1 Antagonistic muscle revolute actuator 

Skeletal artificial muscle applied to the actuation of anthropomorphic limbs is not aimed at 
acting alone.  However, to mimic the complex organisation of human musculature, as 
explored by Washington’s Biorobotics Laboratory in the upper limb case (Figure 8), appears 
at present to be an insurmountable task for the humanoid robot specialist.  On the contrary, 
a basic muscular organization seems to be necessary for adapting linear skeletal artificial 
muscle to the revolute joint structure of anthropomorphic limbs:  the revolute actuator made 
of two antagonistic artificial muscles illustrated in Figure 9.  The two antagonistic muscles 
are assumed to be attached by means of a non-extensible pulley-chain system, where R
denotes the pulley radius.  We assume two identical artificial muscles of initial l0 active 
length.  In the general case, we will note, respectively, agonistic muscle control by u1 and 

antagonistic muscle control by u2 , and the resulting actuator angle by θ .

Figure 8. Anthroform Biorobotic Arm project of Washington’s BioRobotics Laboratory 
(Hannaford et al., 1995) composed of pneumatic McKibben artificial muscles mimicking the 
shoulder musculature attached to human bones (to our knowledge, no control of the arm 
has been developed) 
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(a) (b)

Figure 9. Operation principle of the antagonistic muscle actuator, (a) Initial state, (b) Current 
state (see text) 

If we limit our model to the use of the artificial muscles in purely active tension – i.e. 
without any form of passive tension – it is necessary to assume that in its rest angular 

position θ =0, both muscles are equally contracted of 0ε with a same control 0u allowing the 

0ε initial contraction. In the current position θ  the agonist and antagonist contraction ratios 

are respectively given by - let us number ‘1’ the agonistic muscle and ‘2’ the antagonistic 
muscle : 

)/(and)/( 002001 lRlR θεεθεε −=+=   (8) 

The actuator torque T can be written as follows : 

)( 21 FFRT −=   (9) 

where 1F  is the agonistic force and 2F is the antagonistic force. The application of the 

fundamental model of equation (4) leads to the following expression : 

)],,(),,(R[and/,)/1(with

(10)),,,()()(

222111max0max
2

2max0max1

21212211

εεεεεεε

θθθ

uFuFTlFRKRFK

uuTuuKuuKT

dampdampdamp

damp

−==−=

−+−−=

Let us consider the static component of the actuation torque :  

θ)()( 212211 uuKuuKTstat +−−=   (11) 

This general expression of the static torque – which is similar to the simplified Hogan’s 
model of the biceps/triceps system (Hogan, 1984) – leads to highlight three fundamental 
properties of the artificial muscle antagonistic actuator in analogy with the fundamental 
biceps-triceps natural muscular system : 
1.The actuator is stable in open-loop both in position and stiffness.

It is possible to define the following equilibrium position θequ  corresponding to a null static 
torque : 

)].(/[)]([ 212211 uuKuuKequ +−=θ   (12) 

ε=0ε axis

θ
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In this equilibrium position, the stiffness actuator S defined as follows : 

)( 212 uuKS +=   (13) 

can be changed by multiplying the u1 and u2 inputs by a same factor, although the 

conditions 11≤u  and 12≤u are verified.  

2. The actuator is both a torque and a stiffness generator.

The previous property is the consequence of the fact that the actuator can be considered as a 
double input-output system whose (u1, u2) are the inputs and (Tstat, S) are the outputs 
defined as follows : 
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We will use this double nature of the antagonistic artificial muscle actuator in next control 
paragraph. 

3. The maximum actuator torque decreases continuously from an actuator angle limit to 
the other one.  

Let us assume that each actuator muscle can fully contract of its εmax maximum contraction 
ratio. If the two muscles are identical, the two actuator angle limits can be defined as 
follows: 

]/)(,/)([],[ 00max00maxmaxmin RlRl εεεεθθ −+−−=   (15) 

For every actuator angle θ belonging to this range, we get the following expression of the 
maximum torque, corresponding to a maximum control of the agonistic muscle (u1=1) and a 
null control of the antagonistic muscle (u2=0)  : 

θθ 21max )( KKT −=   (16) 

The maximum torque decreases in consequence from θmin to θmax with the 2K−  slope. In 

comparison with classical actuators, the presence of the restoring torque term ‘ θ)( 212 uuK +− ’

gives to the biomimetic actuator a natural compliance which can be actively controlled 
independently from the actuator position. However, a drawback results that is analysed in 
next paragraph:  angular position actuator torque dependence induces a specific sensitivity 
of the actuator on gravity. 

4.2 Gravity test with artificial muscle actuator 

The first request for any actuation mode of a robot-limb is its ability to move each link all 
along the desired joint range.  As for humans, the most important resistance of humanoid 
robot links is gravity.  We consider that testing the ability of an artificial muscle actuator 
embedded on the kinematic chain to directly drive joints of a human size (in volume and 
weight) robot-limb could be a more rigorous test than the ‘arm wrestling contest’ organized 
by NASA (see the rules for the wrestling match between EAP actuated robotic arms and 
human on the website http://armwrestling.com/rulesandregulations.html) to test EAP-roll 
actuator performances, illustrated in Figure 11.b.  In particular this ‘gravity test’ is made 
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difficult by the specific nature of the artificial muscle actuator highlighted in the previous 
paragraph.  Let us consider the case of a single actuator driving a link as illustrated in Figure 
10.a:  the two antagonistic muscles represent, for example, the biceps-triceps system 
actuating the arm placed in a vertical position, the considered joint the elbow flexion-
extension and the link the set forearm + hand.  Let us further consider a total joint range of 
180° imposing the actuator zero-position when the moving link is at the horizontal position.  
If the positive direction corresponds to the flexion movement, gravity torque is always 
resistive and can be written as follows : cosθmglTgravity −= , as illustrated in Figure 10.a. The 

maximum available actuator torque is given by equation (16) and subsequently the total 
torque can be deduced as simulated in Figure 10.b.  It appears that in the [-90°,+90°] joint 
range, the total torque becomes minimum, and it is clear that if this minimum is negative, a 
special point results where the total torque becomes null and as a consequence, the actuator 
is no longer able to lift the link.  In a more general manner, the gravity test appears as a 
quasi-static test which consists of checking that the total static joint torque keeps strictly 
positive on the considered actuator joint range.  It is interesting to note that a load in hand 
can easily put the test in difficulty.  The two shoulder movements in flexion-extension and 
abduction-adduction are particularly concerned by this test:  the situation is analogous to 
the one illustrated in Figure 10 but now the link to lift represents the whole upper limb with 
a possible load in hand.  Consequently, the actuation of a robot shoulder by artificial 
muscles can necessitate very strong muscles, notably if the flexion-extension and abduction-
adduction movements are, respectively, performed by only one pair of antagonistic muscles.  
For example, the robot shoulder of our 7R anthropomorphic of the same size as a human 
upper limb - but of double weight – illustrated in Figure 13.b is actuated by McKibben 
pneumatic muscles able to develop more than 500 dN under a 5 bar pressure.  Generally, 
this difficulty in actuating a human-like shoulder by artificial muscles reveals the need for 
future humanoid robots to mimic not only the antagonistic muscle principle, but also 
natural muscular system redundancy, as attempted in Figure 8. 

(a) (b)

Figure 10. Effect of gravity on the antagonist artificial muscle actuator (a) Double joint angle 
dependence of the actuator when submitted to gravity, (b) Simulation of total torque 
highlighting a possible joint position beyond which the actuator is no longer able to lift the 
arm
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4.3 Integrating artificial muscles to anthropomorphic kinematic structures 

The integration of artificial muscle into a humanoid robot whose limbs, size and weight are 
those of a medium sized human being induces specific constraints in actuator joint range, 
actuator power-to-volume, actuator power-to-mass, and robot energy range.  If we leave the 
latter constraint which depends on the development of embedded batteries, the first three 
are direct consequences of artificial muscle technology applied on a human-scale robot.  
Power-to-mass is generally not a difficulty due to the low mass density of polymer-type 
materials, but generating both actuator ‘joint range’ and ‘power-to-volume’ similar to 
skeletal muscle ones is a major challenge because of the difficulty in designing compact 
artificial muscle working at a constant volume as a skeletal muscle does.  As already 
mentioned, EAP-roll actuators cannot yet fully satisfy these constraints.  Pneumatic muscles 
are at present the most able ones within sight of these two criteria. This is the reason why all 
current anthropomorphic limbs actuated by artificial muscles use pneumatic ones, but it is 
important to emphasize that, even in the case of this technology choice, the integration of 
artificial muscle actuator to anthropomorphic robot-limbs is made difficult by their limited 
biomimetic behaviour : 

• the global cylindrical shape of the McKibben pneumatic muscle helps its integration in 
spite of its volume increase, but its relatively limited maximum contraction is a real 
drawback for the actuation of large joint movements: in particular, flexion/extension 
and abduction/adduction human shoulder movements are particularly difficult to 
mimic with artificial muscles, without using excessively long artificial muscles;  our 7R 
robot prototype, illustrated in Figure 13.b, has shoulder joint ranges equal to [0,+180°] 
in abduction-adduction and to [0,+100°] in flexion-extension thanks to transmission 
gears amplifying the actuator angular motion at a 1.5 ratio in order to limit shoulder 
width to about 35 cm (Tondu et al., 2005).  In the case of the Shadow Robot illustrated in 
Figure 13.a, it can be noted that the shoulder muscles are placed vertically in the robot 
waist, which is not adapted to humanoid architecture;      

• the pleated muscles offer the advantage of high maximum contraction ratios weakly 
dependent on the control pressure, but its bulkiness when the muscle is contracted 
prevents the putting into parallel of two antagonistic muscles:  as illustrated in Figure 
12.b, the two pleated muscles have to be shifted in order to allow the antagonistic 
muscle actuator to get working which reduces the actuator range.  Lucy robot (Verrelst 
et al. 2005), illustrated in Figure 12.c, is a successful application of pleated muscle 
actuation, but it can be asked if it is as well adapted to actuation by upper limbs 
necessitating larger joint ranges. 

Analysis of these two points emphasizes the difficulty of actuating anthropomorphic robot-
limbs by artificial muscles:  the global ‘optimal’ character of the human muscular-skeletal 
system makes all attempts at mimicking the system difficult if one analogical term is 
missing. 
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(a) (b)

Figure 11. Roll actuator composed of rolled dielectric elastomers (a) – from (Pei et al., 2003) – 
and application of this technology to the actuation of an anthropomorphic arm in the 
framework of the NASA’s  ‘armwrestling  contest’ – from NASA web site (see the three big 
roll actuators inside the purple box in (b)) 

(a)

(b)           

(c)

Figure 12. Pleated artificial muscle applied to biped robots, (a) Static characteristics of the 
pleated artificial muscle, (b) Corresponding antagonist actuator showing the difficulty to 
place simultaneously the two inflated muscles into antagonism, (c) Lucy biped robot 
moving in a vertical plane (from Lucy web site)
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(a) (b)

Figure 13. Two examples of anthropomorphic robot-arm design actuated by pneumatic 
McKibben muscles: (a) shadow robot-arm equipped with shadow hand showing artificial 
shoulder musculature placed in the robot’s ‘waist’ (from Shadow Robot Group web site), (b) 
7R anthropomorphic robot-arm prototype built in the laboratory with 30 cm  horizontal 
shoulder muscles developing a maximum force exceeding 500 dN

5. Control of anthropomorphic limbs actuated by skeletal artificial muscles 

5.1 Non-linearities of robot joints actuated by artificial muscle actuators  

The use of flexible materials such as the recourse to original stimulus modes (pH, solvent, 
heat, etc.) are complexity factors of the physical models of any artificial muscle actuator.  
What results is a non-linear character generally more manifest than for other robotic 
actuators.  In particular, it is well known that the more nonlinear the plant the more 
imprecise its physical or identified model on which its control can be based.  Using Slotine & 
Li’ terminology (Slotine & Li, 1991) the artificial muscle actuator is more concerned than 
others by  ‘structured (or parametric) uncertainties’ as by ‘unstructured uncertainties (or 
unmodelled dynamics)’.  Furthermore, in the case of robot-limbs actuated by artificial 
muscles, the specific actuator non-linearities enter into combination with dynamic robot 
nonlinearities due to the direct drive character of robot joints.  We emphasized in the 
previous paragraph the part played by gravitational forces but, as for any direct drive robot, 
jointed limbs actuated by artificial muscles have also to support dynamic perturbations due 
to inertial variations, or to velocity effects.  Even if it is considered that a humanoid robot 
does not have to support the accelerations and velocities generated by the joints of high 
performance industrial robot-arms it is clear that the mimicking of certain sporting or daily-
life gestures can induce torque perturbations due to the inertial, centrifugal or Coriolis terms 
of classical robot-limb dynamics.  It seems important to us, however, to emphasize the 
following point:  repeatability of the accuracy of the end-effector of a humanoid robot limb 
(hand, finger, foot, head, etc) can be defined in analogy with human gestures:  they are,  
consequently, closer to the mm scale than to the 1/10 mm as required for a great number of 
tasks performed by industrial robot-arms.  It can be roughly considered that an acceptable 
accuracy value for antagonistic artificial muscle actuators of a humanoid robot performing 
tasks at  ‘human accuracy’ – the accuracy of drawing a line with a pencil - is about one or a 
bit less than one degree.  From this point of view, the artificial muscle actuator can finally 
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appear more adapted to humanoid robots mimicking human gestures than ultra-accurate, 
but non naturally compliant electric motors.  This is true provided there is the possibility of 
being able to design a control mode of the artificial muscle as effective as the one resulting 
from the complex and badly known human movement learning principles.  In the next 
paragraph we analyse some current or envisaged control modes of artificial muscle robot 
actuators:  all results mentioned were obtained on pneumatic artificial muscles which as 
already emphasized, seem the only ones to have been actually tested on human-scale robot-
limbs.   

5.2. Single-variable position control 

The antagonistic artificial muscle has been previously defined as a multiple input-multiple 
output (MIMO) system.   Since the first target of the actuator control is a control position, it 
can be asked if it is possible to simplify the actuator functioning in order to consider it as a 
single input-single output (SISO) system whose output is reduced to the angular position.  A 
simple way of doing this, initiated in our opinion by Bridgestone (Bridgestone, 1987), 

consists of a symmetrical control of agonist and antagonist muscles in the form of a ‘Δu’ 

input control added to the initial ‘u0’ to control the agonist when antagonist control of  ‘Δu’
decreases ,  as follows : 

uuuuuu Δ−=Δ+= and 0201   (17) 

The new torque expression results : 

),,(22 021 θθuTuKuKT damp Δ−−Δ=   (18) 

The relationship between input Δu and equilibrium position θequ is now 

uuKKequ Δ= )/( 021θ and actuator stiffness is now constant : 022 uKS= .  The artificial muscle 

actuator can now be considered as a revolute actuator to which a linear or non-linear control 
approach can be applied.  Furthermore, its open-loop position stability gives an original 
opportunity for facilitating joint control:  it is indeed possible to identify the angular joint 
and to use the identification result as a feedforward term.  We have demonstrated the 
advantage of this approach in controlling a 2R-SCARA-type robot actuated by four similar 
pneumatic McKibben muscles (Tondu & Lopez, 2000).  In the framework of humanoid 
robotics, this kinematic architecture corresponds to a arm-forearm set performing horizontal 
shoulder and/or elbow flexion-extension movements – without the consequent gravity 
effect.  In this case, a second-order linear model of the form : 

)()/()( 21
2 pUapapbp Δ++=θ   (19) 

appears to be very satisfactory to identify the step response.  Physically, according to the 
torque model of equation (18), and assuming that the joint drives a constant inertia (forearm 
inertia or in the case of the shoulder joint, maximum forearm + arm inertia), the term  ‘a2 ‘ 
can be interpreted as a specific actuator stiffness and  ‘a1’ as a linear viscous term 
approaching complex actuator damping.  A typical linear controller illustrated in Figure 14.a 
results where the identified model is used as a feedforward term in association with a PID 
linear feedback, for example.  
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(a) (b)

Figure 14. General scheme of position control of a robot-limb actuated by artificial muscle 
actuators, (a) control based on identified linear joint models, (b) control based on a robot 
dynamic model associated to a physical actuator model 

However, as mentioned in paragraph 5.1, the artificial muscle actuator control has to face 
both actuator and robot non-linearities.  A Simple linear control – even helped by the 
feedforward term – can appear not to be robust enough.  Non-linear approaches are thus 
necessary to address the control problem of anthropomorphic limbs actuated by artificial 
muscles.   Sliding mode control is one of these:  it is particularly interesting because it 
integrates identified actuator models and/or robot dynamics.  As emphasized by Slotine 
sliding control is one of the main approaches in robust control to deal with model 

uncertainties (Slotine & Li, 1991).  Let us note θθ −= de  and θθ −= de ; if we limit our 

analysis to second order models, the sliding surface is the line defined by the equation : 

CeeS +=   (20) 

where C is the sliding line slope. Let us assume for example that the robot joint behaves like 

a second order linear model in the form of equation (19). The sliding condition 0=S leads to 

the following expression of the perfect control û :

])([1ˆ 1221 eaCCaaabu ddd −+−++= θθθ    (21) 

Completed by a discontinuous component v chosen for example according to Harashima 

(Harashima et al., 1985) with  α, β and γ parameters as : 

)sgn(][ Seev γβα ++=   (22) 

the final actuator control is : 

vuu ˆ +=Δ   (23) 
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(a) (b)

(c) (d) 

Figure 15. Experimental control of a 2R robot actuated by pneumatic McKibben muscles 
mimicking horizontal shoulder/elbow movements, (a) Photography of the robot, (b) Static 
characterics of the actuator, (c) and (d) Experimental tracking of a straight-line path 
according to a trapezoidal velocity profile with a sliding mode control (see text) 

In comparison with the previous linear control, the feedforward model is now completed 
both by a continuous linear feedback component, and also by a discontinuous component 

aimed at giving robustness to the control, while sliding condition 0<SS is checked (see 

(Asada & Slotine, 1986) and (Slotine & Li, 1991) for theoretical analysis and application to 
robotics).  Physically the controller’s  ‘robustness’ is preserved while the identified 
parameters of the model are kept to a limited range – typically 20%.  This simple approach 
can be very adapted to robot limbs actuated by artificial muscles as emphasized in 
experiments performed in our laboratory on the arm-forearm prototype mimicking 
shoulder-elbow horizontal flexion-extension movements:  the tracking of a straight-line at 
0.1 m/s shows a mean path deviation of 2.5 mm  with a maximum error of 8 mm (Figure 
15.c) - occurring during acceleration/deceleration phases - and dynamic joint accuracy of 
+/- 0.5° for joint 2 and +/- 1.5° for joint 1 (see details in (Tondu & Lopez, 2000)).  Note 
finally that sliding mode control has also to be applied to control ‘pH muscle’ (Brock. et al., 
1994) or shape memory alloy actuator (Grant & Hayward, 1997). 
However, this approach has two limits:  firstly, a moderate load at upper limb can induce 
large variations of inertial parameters;  secondly, as previously emphasized, gravity has a 
large effect on the control:  Figure 16 illustrates the identified linear model of the elbow joint 
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of our 7R anthropomorphic arm moving on a vertical plane in response to pressure steps.  A 
second order can be postulated as a first approximation, but a better result is obtained if this 
second order model is completed by a pure delay of 6 to 8 ms – thus leading to a third linear 
model approximation.  Furthermore, the dynamic parameters now vary around their mean 
values of +/- 40% while their variation was limited to about +/- 15% in the case of non-
gravity perturbed horizontal movements. Linear identified third order models have also be 
considered in the case of the antagonistic Rubbertuators – McKibben type muscles – 
actuated the Vanderbilt university’s ISAC robot (Thongchai et al., 2001). These authors have 
proposed to use the joint identified model in the framework of a fuzzy controller using both 
linear quadratic regulator (LQR) and sliding mode techniques. Because a fuzzy controller 
has already appeared to us difficult to tune on the 2R robot of Figure 15.a (Tondu & Lopez, 
2000), due to the actuator/robot system dynamics complexity, we are not sure that a fuzzy 
approach will be relevant to highly anthropomorphic robot limbs actuated with artificial 
muscles.  

(a)     (b) 

Figure 16. Identification of the elbow joint of our 7R anthropomorphic robot-arm actuated 
by McKibben artificial muscle actuators, (a) Close-up on the elbow joint, (b) Open loop 
identification – model is in dotted line - in response to pressure differential steps 

Consequently, it seems necessary so as to effectively control humanoid robots actuated by 
artificial muscles, to take into account both an actuator model and a robot dynamic model.  
In this framework, neural network control can constitute alternative bio-mimetic approaches 
(Hesselroth et al., 1994), (Van der Smagt et al., 1996), (Tian et al., 2004), (Thanh & Ahn, 2006) 
but their practical use in the programming of a large range of robot tasks is yet to be 
established.  Adaptive methods can also be considered – see, for example, (Caldwell et al.
1995) - but to be effective they need a reference dynamic model and faced with the dynamic 
problem complexity, it seems necessary to add the knowledge of a complete dynamic robot 
model to the control scheme.  Following the classic ‘inverse torque method’ a complete 
robot dynamic model is substituted to the linear identified joint model, but it is then 
necessary to associate it with a physical actuator model as emphasized in the control block 
scheme of Figure 14.b.  This is a major drawback of the method when we are aware of the 
complexity of any artificial muscle physical model.  Sliding mode control can always be 
applied to this dynamic model-based approach as developed by Cai and Dai (Cai & Dai, 
2003) on the simulation of a vertical two-link manipulator using a 4 parameter McKibben 
muscle model (Cai & Yamaura, 1998).  A dynamic limb model in association with an 
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antagonistic pleated muscle actuator model is also used to simulate the Lucy robot dynamic 
control (Verrelst et al., 2005). 
Control results based on this complete dynamic approach are still awaited to appreciate the 
possibilities of controlling humanoid robots actuated by artificial muscles.  In this 
framework, it is clear that the simpler the actuator model, the easier is its control. 

5.3. Multiple-variable position-compliance control  

The linear or non-linear feedback component of the previous considered approaches 
introduces a ‘servo-stiffness’ which modifies the natural stiffness of the actuator. But if the 
feedback term stiffness is not too high – in particular by limiting proportional and integral 
components – the resulting global stiffness can be yet adapted to the achievement of tasks 
involving a contact of the robot with its environment as illustrated in Figure 17 : our 7R 
robot-arm prototype performs a straight-line against a solid wall fitted with a soft painting 
roller. A constant contact all along the trajectory is achieved by programming the end-
effector tool slightly beyond the contact surface. This experiment proves that the SISO 
control of the artificial muscle actuator can also be adapted to contact.  

Figure17. Example of a task involving a permanent contact with the environment performed 
by our 7R anthropomorphic robot-arm actuated by pneumatic McKibben muscle actuators  

However, the stiffness can be badly adapted to the task of producing, for example, Cartesian 
restoring force-torques varying in an inadequate manner with the imposed surface.  By 
means of force-torque sensors the well-known hybrid position-force control approach can be 
naturally applied to robot-limbs actuated by artificial muscles.  A more specific approach 
can, however, be highlighted:  to use the MIMO nature of the artificial muscle actuator to 
control both position and stiffness in decoupling inputs ‘u1‘ and ‘u2‘.  The general MIMO 
scheme of Figure 18.a can be viewed as a generalization of Figure 14.b’s SISO scheme, in 
which a actuator model in the form of the equation (14) model is introduced.  The desired 
stiffness can now be imposed in accordance with Cartesian task requirements.  Interesting 
preliminary results have been reported by Tonietti and Bicchi (Tonietti & Bicchi, 2002) based 
on a 2 d.o.f. robot-arm actuated by pneumatic McKibben muscles – Chou & Hannaford’ 
McKibben muscle model was used - in which a time-varying stiffness was programmed. It is 
also possible to control the stiffness by estimating the real one assumed to be proportional to 
the sum of ‘u1 + u2’ by means of muscle activation sensors –pressure sensors, for example, in 
the use of pneumatic muscles as made in the ambitious German Bielefeld University 
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anthropomorphic grasping robot, without actually having resort to actuator and robot 
models. The association of this last basic scheme with the Figure 18.a scheme leads to a 
general approach of controlling both position and compliance in taking into account both 
robot dynamic model and actuator model for a global controller robustness. 

(a)
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(b)

Fig. 18. General schemes of position-compliance control of a robot-limb actuated by artificial 
muscle actuators : actuator compliance is imposed in the form of a desired stiffness (a) or 
controlled from a real stiffness estimation based on a measure of the actuator inputs sum (b) 

As in the case of single position control approach, further experiments in hybrid 
position/stiffness control applied to anthropomorphic robot-limbs are necessary to prove 
the feasibility of this compliance-based approach.  This is in opposition to the current and 
weakly biomimetic approach of controlling humanoid robot-limbs by means of wrist 6 axis 
force-torque sensors. 

6. Conclusion 

The functioning of natural skeletal muscle is based on microscopic phenomena that no 
technology is at present able to reproduce.  The notion of artificial muscle is as a 
consequence mainly founded on a macroscopic model of the skeletal muscle.  The 
mimicking of both tension-length and tension-velocity characteristics is aimed  at giving 
future humanoid robots touch ability which is so fundamental in the ‘relational life’ of 
human beings.  No definitive technology has as yet emerged in the design of artificial 
muscle.  It is, however, interesting to note that the most promising ones are based on the use 
of polymers whose physical properties (responses to chemical or physical agents, elasticity, 
etc.) mimic some dynamic properties of animal tissues.  In particular pH, temperature or 
electric field are now currently used to produce and control the shape changes of polymer 
fibres or polymer-based composite materials.  These results are generally obtained on a 
small scale – typically a mm2-section scale – and the application of these technologies to 
macroscopic skeletal muscle scales – typically a  cm2-section scale – generally induces a 
performance loose in power-to-volume and power-to-mass.  Today the integration of 
artificial muscles to anthropomorphic limbs on a human-scale in volume and mass, 
necessitates power-to-mass and power-to-volume very close to human skeletal muscle..  
Pneumatic artificial muscles, in the form of McKibben artificial muscles or alternative types 
such as pleated artificial muscles, are at present able to mimic these natural muscle dynamic 
properties.  As a  consequence, we consider that their use is interesting to test control 
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approaches aimed at giving artificial muscle actuators speed, accuracy, robustness and 
compliance similar to human limb movements, while awaiting a more biomimetic 
technology able to supersede the dangerous DC motor/harmonic drive combination as a 
typical humanoid robot actuation mode. 
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1. Introduction 

Recently, the research on humanoid robots has attracted many researchers. The research 
spans from stability and optimal control, gait generation, human-robot and robot-robot 
communication. In addition, humanoid robots have been also used to understand better 
human motion. Among humanoid robot prototypes the most well known is Honda 
humanoid robot (Hirai et. al., 1998). This robot has the ability to move forward and 
backward, sideways to the right or the left, as well as diagonally. In addition, the robot can 
turn in any direction, walk up and down stairs continuously. Other example is the 35 dof 
(degrees of freedom) Saika humanoid robot (Inaba et al. 1998). This robot can perform a 
reach-and-grasp motion through coordinating legs and arms. The key idea of the system 
architecture of this robot is a remote brained approach. In addition, the Waseda humanoid 
robot group has also developed an anthropomorphic dynamic biped walking robot 
adapting to the humans' living floor (Takanishi et. al., 1990). Fujitsu also has developed a 
commercial 25 dof miniature humanoid robot, named HOAP-1, for research purposes. 
Weighing 6 kg and standing 0.48 m tall, the light and compact HOAP-1 and accompanying 
simulation software can be used for developing motion control algorithms in such areas as 
two-legged walking, as well as in research on human-to-robot communication interfaces. 
In our robotics laboratory at Yamagata University, we initialized the humanoid robot 
project. The goal of this project is to contribute to the research on humanoid robots. For this 
reason, we developed an anthropomorphic biped humanoid robot called Bonten-Maru. 
During the humanoid robot design, we tried to mimic as much as possible the human 
characteristics, from the viewpoints of links dimensions, body structure, as well as the 
number and configuration of the degrees of freedom. The high number of dofs helps the 
humanoid robot to realize complex motions in even and uneven terrains, like walking, 
going up and down stairs, crawling, etc. In this chapter, we present the development of 
Common Object Request Broker Architecture (CORBA) based humanoid robot control 
systems. Consequently, this chapter explains the application of real time generation of 
humanoid robot optimal gait by using soft computing techniques, and also teleoperation 
systems and its applications. Simulation and experimental results of the proposed system in 
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each research theme utilizing the humanoid robot Bonten-Maru are presented which reveals 
good performance of the robot control system. 
This chapter is organized in the following sequence: Section 2 explains the motivations of 
this research. In Section 3, we briefly explain the development of research prototype 
humanoid robot Bonten-Maru I and Bonten-Maru II in term of hardware configurations and 
control systems. Next, Section 4 explains the CORBA-based Humanoid Robot Control 
Architecture (HRCA). This section includes concept, algorithm and experimental results of 
the HRCA. Next in Section 5, we present an optimal locomotion strategy using Genetic 
Algorithm (GA) and Neural Networks (NN) for bipedal humanoid robot. In this section we 
presents a GA gait synthesis method for biped robots during walking based on Consumed 
Energy (CE) and Torque Change (TC), and also application of Radial Basis Function Neural 
Networks (RBFNN). In Section 6, we explain development of teleoperation systems via 
internet and user-friendly Virtual Reality (VR) user interface. Consequently, experimental 
results are presented in each section. Finally, summary and conclusions are presented in 
Section 7, followed by future work in Section 8. 

2. Motivations 

At present, many robots are developed for particular industrial, entertainment and service 
applications. However, these robots cannot be applied for other application. Especially 
when different programming languages are used for other applications, the cooperation 
between different systems is needed and the programs must be converted to be the same. 
Furthermore, the application of tele-operated system in robotics field is highly demanded 
like nowadays telecommunication technology. Therefore, in order to build open robot 
control platforms in humanoid robot control system, CORBA has been proposed. 
The used of CORBA for the humanoid robots has open new dimension in robotic research, 
for example in teleoperation operations via internet. The system can be apply not only for 
the humanoid robots systems, but also for other fields like tele-medical, industrial robots, 
service and security, and also in aerospace project. However, the accuracy issue and time 
delay problem are the main factor to be consider in order to make the project successful in 
common architecture applications. Therefore, we considered programming language built 
in network program like Java and Perl in the robot control programming which commonly 
used C or C++. The management in cooperation between network programs and robot 
control programs are expected to reduce the time delay and increase the accuracy of certain 
motion in the robot task. In addition, the design of robot hardware and control systems is 
also considered to obtain reliable and accurate motions in real time applications. 
Eventually, we were one of the first humanoid robot groups, that proposed a humanoid 
robot control platform based on CORBA (Takeda et al., 2001). One of our main objectives is 
to make the control platform open for other researchers to test their results and also to 
conduct collaborative research. By using a CORBA based control platform, it is easy to add 
modules developed in different programming languages. In addition, the control of the 
humanoid robot is made in a distributed environment. Therefore, various humanoid robots 
in the world can share their own modules with each other via the internet.  
Another direction of our research is the real time generation of humanoid robot optimal gait 
by using soft computing techniques (Capi et al. 2003). Genetic Algorithms (GA) was 
employed to minimize the energy for humanoid robot gait. For a real time gait generation, 
we used Radial Basis Function Neural Networks (RBFNN), which are trained based on 
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Genetic Algorithm (GA) data. Until now the walking and going up-stairs modules are 
created. The main goal is to create an autonomous humanoid robot that can operate in 
different environments. Based on the information received by the eye system, the 
appropriate module will be simulated to generate the optimal motion.  
Control of humanoid robot in a long distance was also another research issue. In our 
research, the main objective is to create various sophisticated motions and new application 
fields for humanoid robots. For this reason, we considered accident site operations which 
are often unknown environments. In our work, we used a teleoperation system to control 
the humanoid robot via the internet. We carried out long distance experiments on the 
teleoperation system of the humanoid robot between Deakin University (Australia) and 
Yamagata University (Japan) (Nasu et al., 2003). Additionally, we have developed a user-
friendly Virtual Reality (VR) user interface that is composed of ultrasonic 3D mouse system 
and a Head Mounted Display (HMD) (Kaneko et al., 2003). The real time experiments were 
conducted using the Bonten-Maru humanoid robot. 

3. Development of Research Prototype Humanoid Robot 

We have developed a research prototype humanoid robot system known as “Bonten-Maru”. 
The earliest model was the 23 dof Bonten-Maru I. Next, we developed an advanced version 
called Bonten-Maru II which consists of 21 dof. The Bonten-Maru humanoid robot series are 
one of few research humanoid robots in the world that can be utilized in various aspects of 
studies.  

3.1 Humanoid Robot Bonten-Maru I 

Figure 1. The Bonten-Maru I humanoid robot and its distribution of dofs 

The Bonten-Maru I humanoid robot is consists of 23 dof. The appearance and distribution of 
dofs are shown in Fig. 1. Bonten-Maru I is 1.2 m high, weight about 35 kg. The properties of 
Bonten-Maru I is shown in Table 1, meanwhile Table 2 shows the configurations of dofs. The 
robot’s each leg has six degree of freedom and is composed by three segments: upper leg, 
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lower leg and the foot. The hip is a ball-joint, permitting three dof; the knee joint one dof; the 
ankle is a double-axis design, permitting two. The shoulder has two dof, the elbow and 
wrist one dof. The distribution of dof is similar with the dof in human limbs. A DC 
servometer actuates each joint. The DC servomotors act across the three joints of the head, 
where is mounted the eye system, enabling a total of three dof.  
Potentiometers are used to obtain the position and velocity of every link, interfaced to the 
computer via RIF-01 (ADC). The power is supplied to each joint b timing belt and harmonic 
drive reduction system. The gyro unit is connected to the PC by RS-232C interface. The head 
unit has 2 CCD cameras (542 x 492 pixels, Monochrome). The CCD camera units are 
connected to PC by video capture board. The control platform is based on CORBA. This 
allows an easy updating and addition of new modules. A Caleron based microcomputer 
(PC/AT compatible) is used to control the system. The OS are Linux 2.0.36 and 
FreeBSD2.2.8R. 
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Table 1. Properties of Bonten-Maru I 

JOINT  DIRECTION DOF 

Leg Hip Rolling, Pitching 2 

 Thigh Yawing 1 

 Knee Pitching 1 

 Ankle Rolling, Pitching 2

Arm Shoulder Rolling, Pitching 2 

 Elbow Yawing 1 

 Wrist Pitching 1 

Head Neck Rolling, Pitching, Yawing 3 

Table 2. Configurations of dofs in Bonten-Maru I 

3.2 Humanoid Robot Bonten-Maru II 

Bonten-Maru II is an anthropomorphic prototype humanoid robot. This robot is 1.25 m tall, 
weighting about 32.5 kg. Fig. 2 shows the appearance of Bonten-Maru II and distribution of 
dofs. The robot has a total of 21 dofs: six for each leg, three for each arm, one for the waist, 
and two for the head. Configurations of dofs at each joint and joint rotation range are shown 
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in Table 3. The link dimensions are determined such that to mimic as much as possible the 
humans. The high number of dofs and configuration of joints that closely resemble those of 
humans provide Bonten-Maru II with the possibility of realizing complex trajectories to 
attain human-like motion. Each joint is driven by a DC servomotor with a rotary encoder 
and a harmonic drive-reduction system, and is controlled by a PC with the Linux OS. Under 
each foot are four force sensors, and the arms are equipped with six-axis force sensor. The 
head unit has two CCD cameras (542 x 492 pixels, Monochrome), which are connected to PC 
by video capture board. A Celeron based microcomputer (PC/AT compatible) is used to 
control the system. 

Figure 2. The Bonten-Maru II humanoid robot and its distribution of dofs 

Axis Quantity of dofs Range of joint rotation angle (deg) 

Neck (roll and pitch) 2 -90 ~ 90 

Shoulder (pitch) right & left 2 -180 ~ 120 

Shoulder (roll) right /left 2 -135 ~ 30/-30 ~ 135 

Elbow (roll) right /left 2 0 ~ 90/0 ~ -90 

Waist (yaw) 1 -45 ~ 45 

Hip (yaw) right /left 2 -90 ~ 60/-60 ~ 90 

Hip (roll) right/left 2 -90 ~ 25/-25 ~ 90 

Hip (pitch) right & left 2 -130 ~ 45 

Knee (pitch) right & left 2 -20 ~150 

Ankle (pitch) right & left 2 -90 ~ 60 

Ankle (roll) right/left 2 -20 ~ 90/-90 ~ 20 

Table 3. Configurations of dofs and joint rotation range in Bonten-Maru II 

4. CORBA-Based Humanoid Robot Control Architecture (HRCA) 

The development of an efficient humanoid robot control system required the control 
modules to be developed independently and able to integrate easily to the system. 
Commonly, the control modules developed by many researchers are apart from OS and 
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programming languages must be connected to the internet directly for the common use in 
the worldwide. For this reason, CORBA (Moubray et al., 1997) is a good platform for 
humanoid control system architecture. CORBA is a specification of message exchange 
among objects, which is specified by Open Management Group (OMG). CORBA has 
attracted many researchers. Vinoski (Vinoski, 1997) suggested the effectiveness of CORBA 
for heterogeneous systems. Pancerella (Pancerella et al., 1996) and Whiteside (Whiteside et 
al., 1997) have implemented a CORBA based distributed object software system for the 
Sandia Agile Manufacturing Testbed. Harrison (Harrison et al., 1997) has developed a real-
time CORBA Event Service as a part of the TAO project at Washington University. CORBA 
is a useful distributed application platform, which can make the cooperation among 
distributed applications very easily. Also, CORBA is independent on a specific 
programming language or OS. Thus, it is able to communicate among objects developed in 
different programming languages and OS. 

4.1 HRCA Concept 

Module #A Module #B

Module #C

User Interface
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Module #A Set

Module #A
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Figure 3. Concept of the proposed HRCA 
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We have proposed the HRCA to integrate the desired modules which developed by many 
researchers individually to control the motion of humanoid robot via the internet. The 
HRCA can share many modules among many users or researchers from remote distance 
through any computer by the internet communication. Figure 3 shows a basic concept of the 
proposed HRCA. The HRCA design is based on the Unified Modeling Language (UML), 
which includes the Use Case Diagram (UCD) and Class Diagram (CD).  
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Figure 4. Relationships among the HRCA modules 
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Figure 5. Class diagram of HRCA 

The UML is used to define CORBA servers, clients, and it’s IDL. Booch (Booch et al., 1999), 
Fowler (Fowler et al., 1997), and Open Manegement Group (OMG) proposed the UML for 
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the design of the object-oriented programming. The HRCA modules are designed by using 
the UCD. The relationships among the HRCA modules are shown in Fig. 4. The HRCA is 
very complex, but in this figure we only show the highest level of the system. Each circle 
presents a Use Case (UC) and each arrow shows relationships among them. Eventually, 
when we design the CD, each UC is defined as a class. 
The CD is shown in Fig. 5. There are many classes in each square, but in this study, we use 
only the interface class, because the IDL defines only the object's interface. In the CD, each 
square presents a class icon. Inside the square the stereotype, name, and method of the class 

are written. The symbol “ ” presents an association among classes. 
The number written on the both ends of the symbols show how many classes are used. The 
symbol “*” shows that the class number is not limited. Finally, each class in Fig. 5 is 
implemented as HRCA modules, which correspond to CORBA servers and client. The IDL 
of each HRCA modules are obtained from CD, and convert to a programming language 
source code by IDL compiler. 

4.2 Proposed HRCA Modules 

The HRCA model is shown in Fig. 6. This figure presents some algorithms and devices, 
which can be implemented as HRCA modules. The HRCA is able to use these algorithms 
and devices by selecting the appropriate CORBA servers. Until now, we have implemented 
the following modules: DTCM, MCM, JTM, GSM, JAM, FCM, and UIM, which are shown in 
Fig. 7. Each module corresponds to “Data Transmission”, “Target Position”, “Angle 
Trajectory Calculation”, “Sensor”, “Position”, “Feedback Control”, “Command Generator”, 
respectively, which are shown in Fig. 6. To implement CORBA servers and client, the Inter-
Language Unification (ILU) is used, which has proposed by XEROX PARC. ILU supports 
many programming languages, such as C++, ANSI C, Python, Java, Common Lisp, Modula-
3, Guile Scheme, and Perl 5. In our research, we used only C language for implement HRCA. 
But in the future, we would like to implement some HRCA modules using other languages. 
In our HRCA, the DTCM controls the data flow of the modules. The DTCM communicates 
with MCM, JTM, GSM, JAM, and FCM by using their functions. But DTCM communicates 
with UIM by its own function. The data flow model is also shown in Fig. 7. Until now, the 
UIM is very simple, which is able to command “WALK”, “OBJECT_OVERCOMING”, and 
“GYRO_TEST” only. 
The MCM controls the joint motors of the humanoid robot. The model of MCM and the IDL 
between MCM and DTCM, and are shown in Fig. 8 and Fig. 9, respectively. In Fig. 9, the 
MCM provides two functions, “SetMotorData()” and “SetMotorFeedbackData()”. 
“SetMotorData()” is a function for the data input of the joint trajectories. 
"ROBOT_DEGREE_DATA" data type includes the time unit data and the joint trajectory 
data, which are named as “time_unit” and “degree_data”, respectively. 
“SetMotorFeedbackData()” is a function for the feedback data input from FCM. 
“MOTOR_FEEDBACK_DEGREE_DATA” data type includes the joint feedback data, which 
is named as “feedback_degree_data”. Using these arguments of the “SetMotorData()” and 
“SetMotorFeedbackData()”, the MCM controls each joint motor. In addition, in this study, 
we used multi-threaded implementation for motor control routine because of the time delay, 
which is caused by controlling each joint motor, sequentially. Using multi-threaded 
implementation, the motors are controlled in parallel and the time delay is reduced. 
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module MCM{

    // Define Array
    const long MOTOR = 25; //max 25 motors
    const long TIMES = 100; //max 100 set data

    typedef double DEGREE[TIMES];

    typedef struct MotorDegreeData{
        DEGREE degrees;
    }MOTOR_DEGREE_DATA[MOTOR];

    typedef struct RobotDegreeData{
        long time_unit;
        MOTOR_DEGREE_DATA degree_data;
    }ROBOT_DEGREE_DATA;

    // For Robot Feedback
    typedef double    FEEDBACK_DEGREE[MOTOR];

    typedef struct MotorFeedbackDegreeData{
        FEEDBACK_DEGREE feedback_degree_data;
    }MOTOR_FEEDBACK_DEGREE_DATA;

    //Motor Interface
    interface MotorInterface{

        // Motor Angle Values Setting
        short
        SetMotorData(
                in ROBOT_DEGREE_DATA degree_order,
                in long data_size);

        short
        SetMotorFeedbackData(
                in MOTOR_FEEDBACK_DEGREE_DATA
                        degree_feedback_order );

    };
};

Figure 9. MCM IDL and MCM module 
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The IDL of other modules are developed and implemented same as MCM. The JTM 
provides the joint trajectories data to DTCM. The joint trajectories data is defined same as 
the input data type of MCM. The joint trajectory data are calculated by a genetic algorithm 
program and are used in a data base. These data are provided from JTM to DTCM. The GSM 
provides the angle, angular velocity, and angular acceleration data of gyro sensor to DTCM.    
The JAM provides the joint angle data of humanoid robot to DTCM. The JAM is used for 
reading and recording the actual joint trajectory data of the humanoid robot by using multi-
threaded implementation. The FCM provides the feedback joint angle data to MCM via 
DTCM. The FCM obtains the joint angle data from JAM and GSM via DTCM, which balance 
the humanoid robot. We use only gyro sensor data for ankle joints control, but in the future, 
we would like to add another sensor data for precise feedback control. 
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Figure 10. Data transfer flow in experimental system 

4.3 Experiment and Result 

Using the humanoid robot, we have carried out an experiment to show the effectiveness of 
the proposed HRCA. In this test, we are concentrated in the development of the humanoid 
robot control architecture, not in the control scheme itself or the robot response.  
In order to measure the utilization of the proposed HRCA, the motion mode change tests are 
conducted on the Bonten-Maru I humanoid robot. The HRCA is applied to change the 
motion related to JTM as shown in Table 4. The static walking motion is divided into 3 parts 
in order to reuse the motion modules efficiently. The JTM (A, B, C, and D) and the UIM are 
running in PC1, the MCM and DTCM are running in PC2. The PC1 and PC2 are connected 
via LAN. The data transfer flow is shown in Fig. 10. The module changing procedure to 
control the motion of humanoid robot is explained as follows: 
1. Request: The UIM sends an order sequence to DTCM (in this experiment it sends the 

“WALK” request); 
2. JTM Selection: After receiving the “WALK” request from the UIM, the DTCM selects a 

JTM;
3. Connection: The DTCM is connected with JTM; 
4. Data Reading: The DTCM reads the “WALK” data from JTM(A); 
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5. Data Writing: The DTCM transfers the data of JTM(A) to MCM and the MCM executes 
the data. When the humanoid robot is walking, the walking movement starts by 
JTM(A) and the normal walking is carried out by repeating in the round robin order 
JTM(B) and JTM(C); 

6. Object Overcoming: The DTCM changes the JTM from “WALK” to 
“OBJECT_OVERCOMING”, connects to JTM(D), and reads the 
“OBJECT_OVERCOMING” data from JTM(D). Then, the data is transferred to MCM, 
which moves the motor. 

Figure 11 shows the joint angle trajectories, for right joint angles )and,,( 632 RRR θθθ  and 

for left joint angles )and,,( 632 LLL θθθ , during 4 steps JTM(A, B, C, and D). Figure 14 

shows the continuous walking motion of humanoid robot by different modules of our 
proposed HRCA. The humanoid robot walks in smooth and static manner. Ideally, the time 
lag should be as short as possible at every step change. However, during the experiment, we 
measured that the time lag at every step change is about 200 milliseconds. But this time lag 
did not influence on the walking motion of the humanoid robot during every step because  
the humanoid robot walks in static condition. This experimental result shows that the 
proposed HRCA is able to control the static motion of humanoid robot accurately by  anging 
the response of JTM. Figure 12 shows the continuous walking motion of humanoid robot by 
different modules of the proposed HRCA. The humanoid robot walks in smooth and static 
manner. This experiment result shows that the proposed HRCA is able to control the static 
motion of humanoid robot accurately by changing the respond of JTM. 

1 JTM(A) From stand position to right leg swing 

2 JTM(B) From right leg swing to left leg swing 

3 JTM(C) From left leg swing to right leg swing 

4 JTM(D) Object overcoming by using left leg 

Table 4. Joint Trajectory Module (JTM) motions 

Figure 11. Joint angle trajectories 
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Figure 12. Continuous walking motion 

5. Optimal gait strategy 

We considered minimum Consumed Energy (CE) as criterion for humanoid robot gait 
generation, because autonomous humanoid robots make difficult to use external power 
supply. In order to have a long operation time when a battery actuates the motors, the 
energy must be minimized. From the viewpoint of energy consumption, one factor that has 
a great influence is the gait synthesis. In most of the previous papers related to biped robots 
(Vukobratovic et al., 1990) (Takanishi et al. 1990), the angle trajectories of the leg part are 
prescribed based on data taken from humans. The motion of upper body is calculated in 
order to have the ZMP inside the sole region. Some effort has been placed to analyze the 
effect of gait synthesis on consumed energy. In (Roussel et al., 1998) and (Silva et al., 1999) 
the minimum consumed energy gait synthesis during walking is treated. The body mass is 
considered concentrated on the hip of the biped robot (Roussel et al., 1998). In (Silva et al., 
1999), the body link is restricted to the vertical position, the body forward velocity is 
considered to be constant and the tip motion of the swing leg is constrained to follow 
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sinusoidal functions. The effect of the walking velocity and step length on the consumed 
energy is treated in (Channon et al., 1996). A variation technique is used to minimize the 
cost function. However, in all these approaches related with optimal gait of biped robots, 
the stability and the real time implementation are not considered. 
In this section, we describe a Genetic Algorithm (GA) gait synthesis method for biped robots 
during walking based on Consumed Energy (CE) and Torque Change (TC). The proposed 
method can easily be applied for other tasks like overcoming obstacles, going down-stairs, 
etc. The final aim of this research is to create modules for many tasks considered to be 
performed by Bonten-Maru I humanoid robot. Based on the information received by eye 
system, the appropriate module will be simulated to generate the optimal motion. 
When solving for optimal gaits, some constrains must be considered. In our work, the most 
important constraint is the stability, which is verified through the ZMP concept. GA makes 
easy handling the constraints by using the penalty function vector, which transforms a 
constrained problem to an unconstrained one. GA has also been known to be robust for 
search and optimization problems (Channon et al., 1996), It has been used to solve difficult 
problems with objective functions that do not possess properties such as continuity, 
differentiability, etc. For a real time implementation, in (Roussel et al., 1998), the authors 
suggest to create in the future a database of pre-computed optimal gaits. This can generate 
the angle trajectories only for the step lengths and step times, which are included in the 
database. In order to cover all the interval of the pre-computed optimal gaits, we consider 
teaching a Radial Basis Function Neural Network (RBFNN) based on the GA results. In this 
section we present the results where input variables are the step length and step time. 
Simulations show good results generated by RBFNN in a very short time.  

5.1 Genetic Algorithm (GA)

GA is a search algorithm based on the mechanics of natural selection and population 
genetics. The search mechanism is based on the interaction between individuals and the 
natural environment. GA comprises a set of individuals (the population) and a set of 
biologically inspired operators (the genetic operators). The individuals have genes, which 
are the potential solutions for the problem. The genetic operators are crossover and 
mutation. GA generates a sequence of populations by using genetic operators among 
individuals. Only the most suited individuals in a population can survive and generate 
offspring, thus transmitting their biological heredity to the new generation. The main steps 
are shown below:    
1. Supply a population P0 of N individuals and respective function values; 
2. i  1; 
3. Pi’  selection_function (Pi – 1); 
4. Pi  reproduction_function (Pi’);
5. Evaluate (Pi);
6. i  i+1; 
7. Repeat step 3 until termination. 

5.2 Biped Model

The arms of the humanoid robot will be fixed on the chest during performing motion. 
Therefore, it can be considered as a five-link biped robot in the saggital plane, as shown in 
Fig. 13. The motion of the biped robot is considered to be composed from a single support 
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phase and an instantaneous double support phase. The friction force between the robot’s 
feet and the ground is considered to be great enough to prevent sliding. During the single 
support phase, the ZMP must be within the sole length, so the contact between the foot and 
the ground will remain. To have a stable periodic motion, when the swing foot touches the 
ground, the ZMP must jump in its sole. This is realized by accelerating the body link. To 
have an easier relative motion of the body, the coordinate system from the ankle joint of the 
supporting leg is moved transitionally to the waist of the robot (O1X1Z1). Referring to the 
new coordinate system, the ZMP position is written as follows: 

,
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)zz)(xx(mx)gzz(m

X
5
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where mi is mass of the particle “i”, xw and zw are the coordinates of the waist with respect 

to the coordinate system at the ankle joint of supporting leg, ii zandx  are the coordinates 

of the mass particle “i” with respect to the O1X1Z1, i
zand

i
x  are the acceleration of the 

mass particle “i” with respect to the O1X1Z1 coordinate system. Based on the formula (1), if 

the position, ii z,x , and acceleration, ii z,x , of the leg part (i=1,2,4,5), the body angle, 3 ,

and body angular velocity, 3 , are known, then because 33 z,x are functions of l3, 3 , 3 , 3 ,

it is easy to calculate the body angular acceleration based on the ZMP position. Let (0) and (f) 

be the indexes at the beginning and at the end of the step, respectively. At the beginning of 

the step, 30, causes the ZMP to be in the position ZMPjump. At the end of the step, the 

angular acceleration, 3f, is calculated in order to have the ZMP at the position ZMPf, so that 

the difference between 3f and 30 is minimal. Therefore, the torque necessary to change 

the acceleration of the body link will also be minimal. 

Figure 13. Five link biped robot 
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5.3 Problem Formulation

The problem consists of finding the joint angle trajectories, to connect the first and last 
posture of the biped robot for which the CE or TC is minimal. It can be assumed that the 
energy to control the position of the robot is proportional to the integration of the square of 
the torque with respect to the time. Because the joints of the manipulator are driven by 
torque, then the unit of torque, Nm, is equal to the unit of energy, joule. So, the cost 
function, J, can be defined as the following expression: 

)Cdtdt(
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J
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where: tf is the step time, τ is th e torque vector, jumpΔ and tΔ are the addition torque 

applied to the body link to cause the ZMP to jump and its duration time, and C is the 
constraint function, given as follows:  

=
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i

c denotes the penalty function vector. We consider the following constraints for our system. 

• The walking to be stable or the ZMP to be within the sole length.

• The distance between the hip and ankle joint of the swing leg must not be longer then 
the length of the extended leg.

• The swing foot must not touch the ground prematurely.
The results generated for minimum CE cost function are compared with the angle 
trajectories that minimize the rate of change of the torque (Uno et al., 1989).  
The cost function is as follows: 
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5.4 Proposed Method

The block diagram of the proposed method is presented in Fig. 14. Based on the initial 
conditions and the range of searching variables, an initial population is generated. Every 
angle trajectory is presented as a polynomial of time. Its range is determined based on the 
number of angle trajectory constraints and the coefficients are calculated to satisfy these 
constraints. The torque vector is calculated from the inverse dynamics of the five-link biped 
robot (Mita et al., 1984) as follows: 

Z(YX(J( =+++ ))) 2 (4)

According to the formula (2) and (3), the cost function is calculated for minimum CE and 
minimum TC, respectively. The value of the cost function is attached to every individual in 
the population. The GA moves from generation to generation, selecting parents and 
producing offspring until the termination criterion (maximum number of generations 



Development of a CORBA-based Humanoid Robot and its Applications 139

GNmax) is met. Based on the GA results, the gait synthesis is generated for minimum CE and 
minimum TC, respectively. 
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Figure 14. Proposed method 

5.5 Boundary Conditions and CA Variables

To have a continuous periodic motion, the posture of the biped robot is considered to be the 
same at the beginning and at the end of the step. It must satisfy the following: 

10= 5f, 20= 4f, 1f= 50, 2f= 40, 30  = 3f.  (5) 

In order to find the best posture for walking, the optimum value of 10, 20 and 30 must 

be determined by GA. For a given step length during walking it is easy to calculate 40 and 

50. When referring to Fig. 13, it is clear that links 1, 2, 4 at the beginning of the step and 

links 2, 4, 5 at the end of the step, change the direction of rotation. Therefore, we can write: 

10= 20= 40= 2f= 4f= 5f=0.  (6) 

The angular velocity of link 1 at the end of the step and link 5 at the beginning of the step is 

considered to be the same. This can be written in the form 1f= 50. In order to find the best 

value of angular velocity, we consider it as one variable of GA, because the rotation 
direction of these links does not change. GA will determine the optimal value of the angular 
velocity of the body link, which is considered to be the same at the beginning and at the end 
of the step. The following relations are considered for the angular acceleration: 

.,,, 402f501f4f205f10 ====   (7) 
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In this way, during the instantaneous double support phase, we don’t need to apply an extra 

torque to change the angular acceleration of the links. To find the upper body angle 

trajectory, an intermediate angle 3p and its passing time t3 are considered as GA variables. 

To determine the angle trajectories of the swing leg, the coordinates of an intermediate point 
P(xp,zp) and their passing time tp, are also considered as GA variables. The searching area 
for this point is shown in Fig. 13. Based on the number of constraints, the range of the time 

polynomial for 1, 2, 3, 4 and 5 are 3, 3, 7,6 and 6, respectively. 

5.6 Simulation 

In the simulations, we use the parameters of the Bonten-Maru I humanoid robot. The 
parameter values are presented in Table 1. We must produce many locomotion modules for 
humanoid robot, i.e. walking, going up-stairs, going down-stairs, obstacle overcoming, etc.  
In this chapter, we show the simulation results for a normal gait generation. 
For the optimization of the cost function, a real-value GA was employed in conjunction with 
the selection, mutation and crossover operators. Many experiments comparing real value 
and binary GA has proven that the real value GA generates better results in terms of the 
solution quality and CPU time (Michalewich, 1994). To ensure a good result of the 
optimization problem, the best GA parameters are determined by extensive simulation that 
we have performed, as shown in Table 5. The maximum number of generations is used as 
the termination function. The GA converges within 40 generations (see Fig. 5). The average 
of the cost function En against the number of generations is shown in Fig. 6. The 33-th 
generation has the lowest value, which agrees with Fig. 5 results.

Function Name Parameters 

Arithmetic Crossover 2 

Heuristic Crossover [2 3] 

Simple Crossover 2 

Uniform Mutation 4 

Non-Uniform Mutation [4 GNmax 3] 

Multi-Non-Uniform Mutation [6 GNmax 3] 

Boundary Mutation 4 

Normalized Geometric Selection 0.08 

Table 5. GA functions and parameters 

Based on the Bonten-Maru I parameters, the step length can vary up to 0.5m. If the step 
length is smaller then 0.36 m, the ZMP can smoothly pass from one foot to the other during 
the instantaneous double support phase. The problem becomes more complex when the 
step length is larger then 0.36 m because the ZMP must jump to the new supporting foot. In 
the following, the optimal motion for the step length 0.42 m and step time 1.2 s is analyzed. 

The GA results are shown in Table 6. The joint angle trajectories ( i), the torque vector (τi)

and the optimal motion are shown in Fig. 17 and Fig. 18, for minimum CE and minimum 
TC, respectively. Based on the simulation results, we see that the biped robot posture is 
straighter, like the human walking, when the minimum CE is used as cost function. 
Comparing Figs 17(b) and 18(b), the torques change more smoothly when minimum TC is 
used as a cost function. The swing foot does not touch the ground prematurely, and the 
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ZMP is always inside the sole length, as presented in Fig. 19. At the end of the step, the ZMP 
is at the position ZMPf, as shown in Fig. 13. At the beginning of the step, the ZMP is not 
exactly at the position ZMPjump because the foot’s mass is not neglected. It should be noted 
that the mass of the lower leg is different when it is in supporting leg or swing leg. The 
values of CE, calculated by the equation (2) for minimum CE and minimum TC gait 
synthesis, are presented in Fig. 20. The minimum CE gait synthesis reduces the energy by 
about 30% compared with minimum TC. 

Figure 15. Cost function En vs generations 

Figure 16. Average of the cost function En vs. generations 

1.1.2. GA Results GA 
variables

1.1.1. Limits 1.1.3. CE TC

θ10 -0.3~0 -0.1370 -0.0006 

θ20 -0.7~-0.3 -0.4374 -0.5199

θ30 0 ~ 0.3 0.1309 0.1100

θ3p -0.1~0.2 0.0997 0.1001

t3 0.3~0.7 0.5670 0.5900

xp1 -0.2~0.2 -0.0861 -0.0585

yp1 0.01~0.04 0.0142 0.0118

tp1 0.1~0.9 0.4516 0.4471

1f 0 ~ 2 0.6613 0.3935

30 -1 ~ 1 0.0198 0.2514 

Table 6. Variable space and GA results 
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0 0.4m 

Figure 17. GA results and walking pattern of Joint angle (a) and Joint torque (b) for 
minimum CE cost function 

0 0.4m

Figure 18. GA results and walking pattern of Joint angle (a) and Joint torque (b) for 
minimum TC cost function 
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Figure 19. ZMP position for CE (a) and TC (b) 

Figure 20. Energy comparison for normal step 

Figure 21. CE vs. the walking velocity 

The energy required for 1 meter walking against the step length is presented in Fig. 21 for 
several walking velocities. In this case, the cost function is divided by step length. One 
result, which comes out from this figure, is that as the walking velocity gets higher, the 
optimal step length gets larger. The curves become more tended and don’t intersect each 
other.
The energy required when the biped is moving slowly with a large step length is high. This 
makes that the curves of slow velocities to intersect the others. This suggests that low 
walking velocity doesn’t mean low CE. In addition of walking velocity the step length must 
be also considered.  
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5.7 NN Implementation 

In contrast to other optimization methods, GA needs more time to get the optimal solution. 
In our simulations, it needs about 10 minutes. However, in real time situations, based on the 
step length and step time, the angle trajectories must be generated in a very short time. In 
order to apply our method in real time, we considered teaching a NN based on the data 
generated by GA.  
Our method employs the approximation abilities of a Radial Basis Function Neural Network 
(RBFNN) (Haykin, 1999). When the biped robot has to walk with a determined velocity and 
step length, the NN input variables would be the step length and step time. The output 
variables of the NN are the same as the variables generated by GA. From previous section, 
for a given step length it is a step time for which the CE is minimal. For this reason, when 
the walking velocity is not important the NN output will be the GA variables and the best 
step time. The NN input will be only the step length. In this chapter, we only show the NN 
simulation results, where the step length and step time are adapted as input variables. 
RBFNN
The RBFNN involves three layers with entirely different roles, as shown in Fig. 22. The 
input layer connects the network to the environment. The second layer (hidden layer) 
applies a nonlinear transformation from the input space to the hidden space, which is of 
high dimensionality. We use as nonlinear transfer function the Gaussian function, because 
this is the most widely used function. The Gaussian function is expressed as follows: 
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where: hi is the i-th output of the neuron, xi is the input vector, ci and iσ  are the center and 

the width of the i-th RBF neuron.  
The width of Gaussian function is a positive constant that represents the standard deviation 
of the function. The output layer is linear, supplying the response of the network to the 
activation pattern (the signal applied to the input layer). Based on the number of nodes in 
the hidden layer the RBFNN are divided in generalized and regularization RBF networks. In 
our simulations we use a regularization RBF network. 

Figure 22. The structure of RBFNN 
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Figure 23. Cost function J vs step time and step length 

5.8 RBFNN Results 

The step length used to teach the NN varies from 0.3 to 0.5 and step time from 0.7s to 2s. 
Relation between cost Function J against the step length and step time is presented in Fig. 
23. Because in our RBFNN the centers are the same with training data, determining the best 
value of the width σ is important in order to minimize the overall training error. The goal is 

to select the width in such way to minimize the overlapping of nearest neighbors, as well as 
maximize the generalization ability. The width selection depends on the distance between 
the two neighbor vectors. In our case the width σ is the same for all neurons, because the 

distances between the centers are the same. In Fig. 24 is shown the mean square error (mse) 

versus the width σ . The minimal value of mse is for 73.0=σ . We present the results 

generated by the NN for a set of step length and step time. It differs from training examples, 
for which the RBFNN output are the same with GA outputs. The input data of the NN have 
been [0.45 m 1.2 s]. The results generated by GA and NN are presented in Table 7. Based on 
these results, the angle trajectories are shown in Fig. 25. The difference between the NN and 
GA angle trajectories is very small. The time to generate the solution by the NN is 100ms, 
which is good for the real time implementation. The value of CE for NN gait is only 3.2 % 

more compared with GA one, as shown in Fig. 26. 

Figure 24. Mse vs the width σ
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Table 7. GA and NN results 

Figure 25. Comparison of GA and NN angle trajectories (step length 0.45m and step time 
1.2s)

Figure 26. Comparison of values of J cost functions by GA and NN 
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6. Teleoperation Systems and its Applications 

It is so effective to replace human being with humanoid robot for operation in disaster site 
and/or extreme environment (ex. Atomic power plants). These environments might change 
at every moment, thus, an operator must remotely control the robot. In order to remotely 
control the humanoid robot, several user interfaces have been developed. For example, 
remote control cockpit system is presented in (Hasunuma et al., 2002). In (Yokoi et al., 2003) 
a portable remote control device system with force feedback master arms was introduced. 
By using it, the operator can give his/her desired arm motion to the robot viscerally. But 
such device was very complex and expensive.  
On the other hand, simple master device system (Neo et al., 2002) has two joysticks. 
Although the cost is reduced, because of a small number of degrees of freedom the system 
can not realize complex motions. In addition, it is hard to deal with environmental 
variations like sudden accidents. In order to overcome the shortcomings of previous 
systems, our objectives have been to: (1) develop a humanoid robot teleoperation system 
with a simple user interface; (2) able to reflect the operator’s order; and (3) the cost for 
development and running to be low. Therefore, we first developed an on-line remote control 
of humanoid robot’s arms. To carry out an easy operation, we developed an ultrasonic 3D 
mouse system as a master device for teleoperation system. In addition, we built a simple VR 
interface and a HMD equipped with a gyro sensor. In this chapter, we show the details of 
our teleoperation system and its user interface. 
In this section, we present a new humanoid robot teleoperation system using the 
Internet/LAN and an easy user interface and a long distance teleoperation experiments. 

6.1 Online Remote Control of Humanoid Robot using a Teleoperation System and 
User Interface 

The schema of our teleoperation system is shown in Fig. 27. Our teleoperation system is a 
server-client system through the internet/LAN based on CORBA. There are two server PCs 
one to communicate and control the robot motion and the other for live streaming of CCD 
camera image. In addition, there are two client PCs for user interfaces, and for receiving live 
streaming vision images. While the operator sends the server his/her command including 
task commands and/or planned motion based on robot vision, the robot implements the 
order and returns results to the client, that is, current robot status (standing or crouching 
and so on) and robot vision. The communication between the operator and the humanoid 
robot is realized through TCP/IP with CORBA for motion operation and UDP for live 
streaming.

6.1.1 Operation Assist User Interface 

Application of a joystick for giving commands to the robot based on images collected by 
robot vision system is a difficult task because of some troubles to manipulate the input 
device and robot camera at once. In addition, a joystick is not always suitable for quick 3D 
motion operation and to manipulate the input device and camera, separately. In order to 
overcome these difficulties, we decided to design the user interface as follow; 1) receive the 
operator’s hand tip trajectory as order motion by a master device, 2) compose a VR interface 
with a HMD equipped with a gyro sensor to share the robot vision. The former needs to 
determine the space coordinates of operator’s hand tip. Considering the environment, the 
operator’s working area, the precision of measurement, and the cost of the system, we 
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developed an ultrasonic 3D mouse system applying ultrasonic positioning system (Yu et al., 
2001). The ultrasonic positioning system is applied to reduce the workload of manipulating 
the robot camera. Based on the visual information, the operator can synchronize the robot 
head motion.

Figure 27. Schema of humanoid robot teleoperation system

Figure 28. Ultrasonic 3D mouse and ultrasonic receiver net 

Figure 29. Gesture patterns corresponding to locomotion commands 

6.1.2 Ultrasonic 3D Mouse System

This is a system to extract the operator’s hand tip trajectory. The configuration is as follow; 
an ultrasonic 3D mouse; an ultrasonic receiver net cage and the system control PC (see Fig. 
28). The 3D mouse has three electrostatic transducers (transmitter) and one trigger switch 
and three mode select switches. The receiver net cage has three planes that ultrasonic 
receivers are allocated by 300×300 mm regular interval on the frame of each plane. The 
origin of coordinate system is also shown in Fig. 28. The electrostatic transducers used in 
this study are MA40E7S/R made by Murata Manufacturing Co. Ltd, Japan. The 

specifications are shown in Table 8 This system has two operating modes for manipulation 

of robot arms: the direct mode, which control the arm motion in real time, and the command 
mode to operate the locomotion by preset commands. The select switches on the 3D mouse 
are used to select the desired operating mode. Direct mode is used to operate one arm (right 
/ left mode), or both arms (symmetrical / synchronized mode). 
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While the operator pulls the trigger, the system estimates 3D mouse position and extract the 
displacement vector of 3D mouse at every sampling. The vector is given to the robot as a 
reference motion data (reference motion vector). By using this system, the operator can 
generate in real time the robot’s hand tip trajectory viscerally by dragging and dropping an 
icon on GUI desktop. In our system there is no need to consider the initial positioning 
between the 3D mouse and the robot hand tip at the start of operation, making easier to 
operate. On the other hand, the command mode is used to realize pre-designed motions like 
gesture input mode for walking motion. Here, gesture means an identification of the 3D 
mouse trajectory pattern. Preset commands for locomotion correspond with gesture patterns 
as shown in Fig. 29. 

Transmitter Receiver 

MA40E7S MA40E7R 

Nominal Frequency 40 [kHz] 

Minimum Receiving 
Sensitivity 

-74 [dB] -- 

Minimum Transmitting 
Sensitivity 

-- 106 [dB] 

Beam Angle 100 [deg] 

Capacitance 2200±20% [pF] 

Maximum Voltage 85 [Vp-p]

Operating Conditions 
Temperature 

-30 ~ 85 [oC] 

Measuring Range 0.2 ~ 3 [m] 

Resolving Power 9 [mm] 

Cover Size 18(D) x 12(H) [mm] 

Weight 4.5 [g] 

Character Waterproof 

Table 8. Technical specifications for MA40E7R/S electrostatic transducer 

Figure 30. Position estimation 
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Figure 31. Diagram for position estimation 

6.1.3 Ultrasonic Positioning Estimation 

In our system, we know the speed of sonic wave at the air temperature and the propagation 
distance by measuring the wave propagation time. At least by knowing three distances 
between the 3D mouse and receivers, we can estimate the position of the 3D mouse in the 
sensor net by principle of triangulation. When the wave propagation time Ti [s] ( i =1,2,3) is 
measured, the propagation distance Li [m]( i =1,2,3) is estimated as follow: 

 Li = (331.5+0.6t ) Ti  (9) 

Here, t is room temperature [oC]. Assuming that receiver positions Ri (xi, yi, zi), (i =1,2,3) are 
known and exist on same plane (not on a straight line) in an arbitrary Cartesian coordinate  
as shown in Fig. 30, the position of the 3D mouse P (x, y, z) is estimated by the following 
formulations:
                                                        (x1 - x)2 + (y1 - y)2 + (z1 - z)2 = L12

                             (x3 - x)2 + (y3 - y)2 + (z3 - z)2 = L32 (10)

(x2 - x)2 + (y2 - y)2 + (z2 - z)2 = L22       

Figure 31 shows the diagram for the position estimation. When the ultrasonic positioning 
controller sends output signal to transmitter on the 3D mouse, it begins measuring the wave 
propagation time. In addition, a receiver detects ultrasonic waves and returns a receiver 
signal to the controller making possible to determine the time between the 3D mouse and 
the receiver. After sampling for 4 ms, the controller will calculate the distance between the 
3D mouse and receivers, and estimate the position of 3D mouse. 
The control PC used in this study is a DOS/V compatible PC with a Pentium III CPU 
(733MHz) and Linux OS (Red Hat 9). The time measuring process is executed by using CPU 
internal clock counter on the control PC. The precision for time measurement (the CPU 
frequency) depends on its operative conditions (power supply voltage, internal temperature 
and so on). But the sampling performance is about 250 kHz on the average, and the 
theoretical resolution for distance measurement is about 1.3mm at room temperature 20 oC. 
The total processing time is set 10 ms. 

6.1.4 Live Streaming System 

A live streaming system is applied to transmit robot camera vision to the operator. The 
robot camera vision is captured and it is encoded in real time to mpeg4 format data (QVGA 
(320x240 pixels)) on the live streaming server PC. Then it is transmitted to the client PC by 
UDP (Fig. 32). For the server and client application, we applied multicast application 
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“FocusShare”, which is distributed at OpenNIME web site. The server PC used in this 
system is the DOS/V compatible PC with a Pentium IV CPU (2.53GHz) and Windows OS 
(Windows XP SP2). The live streaming data is decoded on the client PC (Notebook PC with 
Pentium M (900MHz) and Windows 2000 SP4), and projected on HMD. HMD used is i-
Visor DH-4400VP made by Personal Display Systems, Inc., USA, and it has two 0.49inch, 
1.44 million pixels LCD, and supports SVGA graphic mode. The gyro sensor used is 
InterTrax2 is made by InterSense Inc. of USA, which can track roll, pitch, yaw direction 
angles (except for angular speed and acceleration), and its minimum resolution is 0.02deg.  

Figure 32. Live streaming system 

6.1.5 Motion Trajectory Generation 

For the motion trajectory generation we first added a reference motion vector given by the 
3D mouse to current robot hand tip position. Therefore, the reference robot hand tip 
position is set. By linear interpolating the position and current robot hand, the reference 
hand tip trajectory is pre-released based on a given reference motion time (here, 10ms). At 
this moment, the trajectory is checked about collision and workspace of hand tip. 
If there is any error, a new reference hand tip position will be set again, and a new reference 
hand tip trajectory will be released. Finally, it will be converted to reference arm joint angle 
trajectory by inverse kinematics. In Direct Mode, the reference motion vector is essentially 
handled as data for the right arm. Both reference hand tip positions are determined by 
adding same reference motion vector to each current robot hand. But in symmetrical mode, 
left reference hand tip position is determined by adding a reference motion vector that its Y
direction element is reversed. 

6.1.6 Experiments and Results 

In order to evaluate the performance of the developed system, we completed experiments 
with Bonten-Maru II humanoid robot. In the following, we give the results of these 
experiments. First we discuss the results of right arm motion using the teleoperation system 
in a LAN environment. In this experiment the operator drew a simple quadrilateral hand tip 
trajectory on Y-Z plane in the ultrasonic receiver net with the 3D mouse. Fig. 33 (a) and (b) 
show an order trajectory given by 3D mouse and a motion trajectory of right robot hand tip. 
Note that in this experiment, the room temperature was 24 oC, and Fig. 33 (b) is viewed from 
the origin of right arm coordinate system located in the right shoulder. Although there is a 
difference in scaling that it is caused by feedback errors, each motion pattern matches well. 
And also, in Fig. 34 is shown the operation time in every communication. The horizontal 
axis is the number of communication times. There are some data spreads due to network 
traffics, but the operator could carry out the experiment in real time without serious time 
delay error. 
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Figure 33. Results of teleoperation experiment 

Figure 34. Operation time 

In order to further verify the system performance, we performed an experiment to evaluate 
the ability to replicate the hand tip motion generated by the operator in Y-Z plane. In this 
experiment, the operator draws a quadrilateral hand tip trajectory on Y-Z plane. The 
operator cannot look his/her own hand because of the HMD. A stroboscopic photograph of 
the robot motion during the experiment is shown in Fig. 35. Fig. 36 (a) and (b) show an 
experimental measured operator’s hand tip trajectory in the coordinate of receiver net and 
the right robot hand tip position viewed from the origin of right arm coordinates. Also in 
the Fig.11, the direction indicated by arrow shows the direction of motion. Each dot 
indicates the measured positions during the operation. The interval of each dot means one-
operation cycle, which is about 1.5sec, including the sensing time in the receiver net, the 
robot motion time and the time-delay by the network traffics. The difference between Fig. 36 
(a) and (b) originates in the decreasing reference data scale to 70%. In addition, this 
difference is exist because the robot hand tip trajectory is sometimes restricted due to the 
limitation of the workspace, the range of joint angles and change in trajectory to avoid the 
collision with the body. But both trajectory patterns are similar.  
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Figure 35. The robot motion during the experiment 

Figure 36. Results of the experiment 
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As previously mentioned, the operator cannot check on his/her own hand tip position. 
These mean that, the operator could correct his/her own hand tip position using the HMD 
vision and generate his/her planned motion. In other words, our user interface can function 
as a VR interface to share data with the robot. As the matter of fact, the communicating 
interval between the CORBA client and the CORBA server must be considered in order to 
minimize as much as possible. 

Figure 37. Video capture of teleoperation experiment 

Next, we performed experiments using all the system. In this experiment, the operator gives 
locomotion commands by gesture input, in order to move the robot to a target box. Then the 
robot receives the command to touch the box. In Fig. 37 is shown a video capture of the 
robot. This experiment indicates that by using the developed teleoperation system we are 
able to communicate with the humanoid robot and realize complex motions. Fig. 38 shows a 
teleoperation demonstration to draw simple characters using the 3D mouse. The operator 
could draw simple characters easily. 

(a) Drawing simple characters      (b) Operator with the 3D mouse 
Figure 38. Demonstration test of the 3D mouse 
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6.2 Long Distance Teleoperation via the Internet 

In this section, we explain a teleoperation system to control the humanoid robot through the 
internet. We carried out experiments on the teleoperation of the humanoid robot between 
Deakin University (Australia) and Yamagata University (Japan) (Nasu et al., 2003). The 
experimental results verified the good performance of the proposed system and control.  

6.2.1 Teloperation system 

Figure 39 shows the teleoperation schematic diagram. The operator uses this system as a 
CORBA client and commands several kinds of motions, i.e. walking, crouching, crawling, 
standing up, etc. Figure 40 shows the HRCA for Bonten-Maru II humanoid robot. We have 
implemented the following main modules: DTCM, MCM, JTM, GSM, JAM, FCM, CCM 
VCM and UIM in this figure. Each module corresponds to “Data Transmission”, “Target 
Position”, “Angle Trajectory Calculation”, “Sensor”, “Position”, “Feedback Control”, “CCD 
Camera”, “Video Capture Control” and “Command Generator”, respectively. Up to now, 
the operator can command the number of steps and humanoid robot walking direction. 
The operator receives the camera image mounted in humanoid robot’s head and based on 
the data displayed in PC1, measures the distance between the robot and objects. PC2 is used 
to read and manipulate the sensor data and send output commands to the actuators. PC3 is 
used to capture the CCD camera image. A notebook type computer with a Pentium III, 700 
MHz processor running Red Hat Cygwin on the Windows XP was used as the client 
computer (PC1). Two different type computers were used as server computers: PC2 
(Celeron, 433MHz), PC3 (Pentium II, 200 MHz) running Red Hat Linux 7.3. 

6.2.2 Data Stream 

LAN or Internet

CORBA Server 
Image Capturing 
Program 

CORBA Client

PC 1

CORBA Server 

Control Program

Shared Memory

PC 2 PC 3

Sensor, Actuator Camera
Humanoid Robot 

Figure 39. Teleoperation concept
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CORBA server program receives a motion command from CORBA client and writes it on 
the shared memory of PC2. Sending and receiving the data between CORBA server program 
and control program are executed by using shared memory feature of UNIX OS. Among all 
programs on the LINUX, the control program OS implemented in accordance to highest-
priority due to keep the control execution period. CORBA server program is implemented at 
default value. When the operator watches the camera image, PC1 and PC2 are used. When 
the operator executes CORBA client program of PC1, the image data, which is captured in 
PC3, is imported to PC1. The operator can use it to measure the object distance, to recognize 
the environment condition and make decision of the optimal motion.  

Figure 40. The HRCA for Bonten-Maru II humanoid robot 

6.2.3 Experiments and Results 

First, we measured the image capturing job time through the internet. The typical job time 
averaged about 13 second to a few minutes, because there are many communication traffic 
loads in the both universities LANs.   
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Second, using the humanoid robot, we have carried out two types of teleoperation obstacle 
avoidance experiments between Australia and Japan. The operator executed teleoperation 
program from Deakin University (Australia) through the internet. 

Experiment 1: Obstacle avoidance by walk 
At first, we set a box on the floor in front of humanoid robot. The operator recognized it in 
the image data from the humanoid robot. Fig. 41 shows a series of the obstacle avoidance 
walking motions and image data of the humanoid robot eyes. The humanoid robot received 
the following motion commands: 

• Walk front (or back ) 

• Side step to left (or right ) 

• Spin left (or right ) 
The operator measures the distance between the robot and the obstacle, and plans a walk 
trajectory to avoid the obstacle. Because the measured obstacle data is not precious, the 
motion command is not always the best. But the operator can correct the walking trajectory 
by using the image information easily.  

Figure 41. Walking and obstacle avoidance by teleoperation through the internet

Experiment 2: Sneaking under a low ceiling gate 
At second, we set a low ceiling gate in front of the humanoid robot. The operator recognized 
it in the captured images data from the humanoid robot and judged that humanoid robot 
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could not go through the gate having the body in upright position. Fig. 42 shows a series of 
the sneaking under a low ceiling gate (obstacle). The client commanded the following 
motion; 1) look front, 2) squat, 3) crawl start, 4)-8) crawl, 9) stand up, and 10) look front. The 
humanoid robot could go through the gate successfully.   

Figure 42. Sneaking and crawling under a low ceiling gate to avoid obstacle 

7. Summary and Conclusions 

We have developed anthropomorphic prototype humanoid robot; Bonten-Maru I and 
Bonten-Maru II. The Bonten-Maru humanoid robot series are one of few research prototype 
humanoid robots in the world which can be utilized in various aspects of studies. In this 
research, we utilized the Bonten-Maru in development of the CORBA-based humanoid 
robot control architecture, the optimal gait strategy and the teleoperation via internet. 

7.1 CORBA-Based Humanoid Robot Control Architecture (HRCA) 

In this section, we proposed a new robot control architecture called HRCA. The HRCA is 
developed as a CORBA client/server system and is implemented on the Bonten-Maru I 
humanoid robot. The HRCA allows easy addition, deletion, and upgrading of new modules. 
We have carried out simulations and experiments to evaluate the performance of the 
proposed HRCA. The experimental result shows that the proposed HRCA is able to control 
the static motion of humanoid robot accurately. By using the proposed HRCA various 
humanoid robots in the world can share their own modules each other via Internet. 
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7.2 Optimal Gait Strategy 

This section presents the real time generation of humanoid robot optimal gait by using soft 
computing techniques. GA was employed to minimize the energy for humanoid robot gait. 
For a real time gait generation, we used the RBFNN, which are trained based on GA data. 
The performance evaluation is carried out by simulation, using the parameters of Bonten-
Maru I humanoid robot. Based on the simulation results, we conclude: 

• Each step length is optimal at a particular velocity; 

• The stability is important to be considered when generating the optimal gait; 

• The biped robot posture is straighter when minimum CE is used as the cost function, 
which is similar to the humans; 

• The energy for CE is reduced 30% compared with TC cost function. 

7.3 Teleoperation System and its Application 

In this section, we described humanoid robot control architecture HRCA for teleoperation. 
The HRCA is developed as a CORBA client/server system and implemented on the new 
humanoid robot, which was designed to mimic as much as possible the human motion. 
Therefore, the humanoid robot can get several configurations, because each joint has a wide 
range rotation angle. A long distance teleoperation experiments between Japan and 
Australia were carried out through the internet. By using the image data from the humanoid 
robot, the operator judged and planned a series of necessary motion trajectories for obstacle 
avoidance. 
This section also presented the teleoperation system for a humanoid robot and the operation 
assistance user interface. We developed an ultrasonic 3D mouse system for the user 
interface. In order to evaluate the system performance, we performed some teleoperation 
experiments the Bonten-Maru II humanoid robot. The results show that our system gives 
good results for control of humanoid robot in real time. However, there are still some 
problems which need to be considered in the future such as: 

•  The communication of live streaming system beyond network rooters. 

•  3D mouse operation of robot hand postures.  
Up to now we have applied the developed teleoperation system and the user interface on 
humanoid robot motion generation in simple environments. However, in complex 
environments the humanoid robot must generate skillful motions in a short time based on 
the visual information and operator’s desired motion 
The experimental results conducted with Bonten-Maru humanoid robot show a good 
performance of the system, whereby the humanoid robot replicates in real time the 
operators desired arm motion with high accuracy. The experimental results also verified the 
good performance of the proposed system and control. 

8. Future Works 

Recently, we focus in the development of contact interaction-based humanoid robot 
navigation (Hanafiah et al., 2006). Eventually, it is inevitable that the application of 
humanoid robots in the same workspace as humans will result in direct physical-contact 
interaction. We have proposed intelligent algorithm called groping locomotion (Hanafiah et 
al., 2005) to navigate humanoid robot locomotion by grasping using its arm and also 
avoiding obstacle. This method is useful during operation in dark area and also hazardous 
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site. In addition, for the humanoid robot to work along human effectively, especially for 
object handling tasks, the robot will require additional sensory abilities. Besides sensor 
systems that help the robot to structure their environment, like cameras, radar sensors, etc., 
a system on the robot’s surface is needed that enables to detect physical contact with its 
environment. A tactile sensor system is essential as a sensory device to support the robot 
control system. This tactile sensor is capable of sensing normal force, shearing force, and 
slippage, thus offering exciting possibilities for application in the field of robotics for 
determining object shape, texture, hardness, etc. In current research, we are developing 
tactile sensor that capable to define normal and shearing force, with the aim to install it on 
the humanoid robot arm (Ohka et al., 2006). This sensor is based on the principle of an 
optical waveguide-type tactile sensor. The tactile sensor system is combined with 3-DOF 
robot finger system where the tactile sensor in mounted on the fingertip. We believe that the 
demand for tactile sensing devices will grow in parallel with rapid progress in robotics 
research and development. 
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1. Introduction  

This study focuses on the passive dynamic walking to enable a biped robot on level ground 
to walk efficiently with simple mechanisms. To build an efficient bipedal robot, utilizing the 
dynamical property of the robot system is a useful approach. McGeer studied passive-
dynamic walking, and showed a biped robot without actuators and controllers can walk 
stably down a shallow slope in simulations and experiments (McGeer, 1990). The simplest 
passive walker, which has only two mass-less links with hip mass, still can walk (Garcia et 
al., 1998). Collins et al. built the three-dimensional passive-dynamic walker which has knees 
and arms (Collins et al., 2001).  
Passive-dynamic walking is useful to study efficient level-ground walking robots, (e.g. 
Collins et al. 2005), but passive walking has some limitations. The walking motion of the 
passive walker depends on the slope angle. The walking speed decreases with the slope 
angle. On the other hand, increasing the slope angle brings about a period doubling 
bifurcation leading to chaotic gaits and there are only unstable gaits in high speed region 
(Garcia et al., 1998). Biped robots based on the passive walking mechanisms were proposed 
(e.g. Goswami et al., 1997; Asano at al., 2004; Asano at al., 2005; Spong & Bullo, 2005), but 
the robots are mainly controlled by ankle torque, which has drawback from the viewpoints 
of Zero Moment Point (ZMP) condition, discussed in (Asano et al., 2005). The limitations of 
the passive-dynamic walkers and the ankle-torque controlled walkers should be addressed. 
We propose the level-ground walking by using a torso and swing-leg control. Although 
using a torso for energy supply replacing potential energy, used in the case of the passive-
dynamic walking, was proposed by McGeer (McGeer, 1988), there are few studies to use a 
torso explicitly for energy supply. Wisse et al. showed that the swing-leg motion is 
important to avoid falling forward (Wisse et al. 2005). From this viewpoint, we introduce a 
swing-leg control depending on the stance-leg motion. To modify the pendulum motion of 
the swing-leg by using the swing-leg control, the impact condition between the swing-leg 
and the ground will be satisfied before falling down. 
In this paper, we study a knee-less biped robot with a torso on level ground. This paper 
presents a stability analysis of the biped robot to demonstrate the effectiveness of the swing-
leg control. We use a Poincaré map to analyze walking motions which is a common tool in 
the study of the passive walking (McGeer, 1990; Goswami et al., 1996; Garcia et al., 1998; 



Humanoid Robots, Human-like Machines 164

Garcia et al., 2000). Walking analysis is as follows. First, using Newton-Raphson method, we 
search a periodic gait. Even though we know the existence of the periodic gait, we should 
know whether it is stable or unstable. Then we numerically approximate the Jacobian matrix 
of the Poincaré map of the periodic gait. If the Jacobian has all of its eigenvalues inside the 
unit circle, the gait is stable. Furthermore we search a set of initial conditions leading to 
stable walking. The stability analysis shows that the swing-leg control enables the robot to 
walk stably over a wide range of speed. 
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Figure 1. Biped knee-less walking robot 

2. Biped walking model 

2.1 Biped walking robot and model assumptions 

The level-ground walking based on passive walk proposed in this paper needs a torso. In 

this paper, a simple biped robot with a torso shown in Fig. 1, is considered. This walking 

model is adding compass-like walking model (Goswami et al., 1996) to a torso, and has been 

studied in (Grizzle et al., 2001). The robot is composed of a torso, hips, and two legs. All 

masses are lumped. Dynamic variable values are measured from ground normal. Two 

torques 1u  and 2u , between the torso and the stance-leg, and between the torso and the 

swing-leg are applied, respectively. The motion of the robot is constrained to the sagittal 

plane. The scuffing problem of the swing-leg, which is inevitable in the case of a biped knee-

less robot of which motion is constrained to the sagittal plane, is neglected during the swing 

phase, see in detail (McGeer, 1990; Grizzle et al., 2001). 

2.2 Swing phase model 

During the swing phase, the stance-leg acts as a pivot joint. By the method of Lagrange, the 
swing phase model is written  as (Grizzle et al., 2001) 

( ) ( ) ( )+ + =,M C G Bu  (1) 

where [ ]= θ θ θ1 2 3

T
, [ ]= 1 2

Tu uu  .  The details of the matrices are  

( ) =
11 12 13

12 22

13 33

0
0

M M M
M M M

M M
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2.3 Impact phase model 

An impact occurs when the swing-leg touches the ground, which is called heel-strike. The 
condition of the impact, heel-strike, is given by 

+ =θ θ1 2 0  (2) 

The impact is assumed to be inelastic and without slipping, and the stance-leg lifts from the 
ground without interaction (Hurmuzlu & Marghitu, 1994; Grizzle et al., 2001), and the 
actuators cannot generate impulses. Angular momentum is conserved at the impact for the 
whole robot about the new stance-leg contact point, for the torso about the hip, and for the 
new swing-leg about the hip. The conservation law of the angular momentum leads to the 
following compact equation between the pre- and post-impact angular velocities (Goswami 
et al. 1996) : 

( ) ( )+ + + − − −=Q Q  (3) 

The superscripts “-” and “+” respectively denote pre- and post-impact. During the impact 
phase, the configuration remains unchanged. The pre- and post-impact angles are identified 
with 

+ −= J  (4) 

where

=
0 1 0
1 0 0
0 0 1

J

From (3) and (4) we have 

( )+ − −= H  (5) 
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The detail of the matrix is 

( ) 11 12

21 22

31 32

01
0

d d

H H
H H H

H H l H l H
− =

( ) ( )− − − −= − + − − − + −θ θ θ θ1 2 2 33 2 cos 2 2 4 2 2 cos 2 2d H T TH m m m m m
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( )− −= − −θ θ32 2 3cosH mr

Equation (5) can be also obtained by another method (Grizzle et al., 2001). 

3. Simple control scheme 

3.1 Torso and Swing-leg control 

To hold the torso around a desired angle, the simple PD control scheme given by  

( )3 3 3
P d D

T T TT k kθ θ θ= − − −  (6) 

is considered (McGeer, 1988).  3
dθ  is the desired torso angle, P

Tk  and D
Tk  are control gain. P

Tk
and D

Tk are determined as follows (McGeer, 1988). If the legs are firmly planted on the 

ground, the linearized equation of the torso motion about 3 0θ =  with the PD control 

becomes

( )2
3 3 3 0D P

T T T Tm l k k m glθ θ θ+ + − =  (7) 

The frequency of the torso is 

2
ˆ

P
T T

T
T

k m gl
m l

ω −
=  (8) 

The damping ratio is 

2
ˆ

ˆ2

D
T

T
T T

k
m l

ζ
ω

=  (9) 

On the other hand, if the stance-leg is firmly planted on the ground, the linearized equation 

of the swing-leg motion about 2 0θ =  becomes 

2 22 0θ θ+ =mr mg  (10) 
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The natural frequency of the swing-leg is 

2
S

g
r

ω =  (11) 

In this paper, we determine the torso control parameters, P
Tk and D

Tk , to satisfy  

ˆ 3T Sω ω=  (12) 

ˆ 0.7Tζ =  (13) 

In order to satisfy the transition condition (Eq. (2)) before the robot falls down, we apply the 
simple control law given by 

( )( )2 1
P

S ST k θ θ= − − −  (14) 

In the control law, the desired angle of the swing-leg depends on the stance-leg angle. 1θ−  is 

the desired angle of the swing-leg which is opposed to the spring model between the legs 
(Kuo, 2002; Wisse et al., 2004). The swing-leg control will result in modifying the natural 
motion of the swing-leg. If the stance-leg angle is constant, the linearized equation of the 

swing-leg motion about 2 0θ =  with the swing-leg control becomes 

( )2
2 22 4 0P

Smr mgr kθ θ+ + =  (15) 

The frequency is 

2

4 2
ˆ

P
S

S
k mgr

mr
ω +

=  (16) 

P
Sk  is determined by 

ˆS SKω ω=  (17) 

K  is a new swing-leg control parameter which shows the ratio between the frequencies of 
the swing-leg with the swing-leg control and without the swing-leg control. Then, we have 

22 21 1
4 2

P
S Sk mr K mgrω= −  (18) 

3.2 Control inputs for biped robot 

From the torso control and the swing-leg control mentioned in the previous section, the 
control inputs are given by 

1 T Su T T= +  (19) 

2 Su T= −  (20) 
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4. Stability analysis 

4.1 Poincaré map 

Poincaré map is commonly used to study the passive walking and quite useful to analysis 
biped locomotion. We follow the procedure to analysis the active biped robot on level 
ground. 
The state just after the impact, heel-strike, is usually used as the Poincaré section. The 
Poincaré section removes one state. The Poincaré map is denoted as 

( ) 1i iP + + +=q q  (21) 

where the superscript “ i ” denotes step number, and “ + ” denotes post-impact between the 

swing-leg and the ground. Then i +q  is the state just after the heel-strike of step i . A fixed 

point of the Poincaré map, *q , satisfies 

( )* *P =q q  (22) 

The fixed point represents a periodic (period-one) gait. 

4.2 Periodic gaits 

We can obtain a periodic gait to find the fixed point which is not only stable but also 
unstable, as follows (Garcia, 1999). Equation (22) corresponds to 

( ) 0i =g q  (23) 

where

( ) ( )i i iP= −g q q q  (24) 

To search for *q  such that ( )* 0=g q , Newton-Raphson method is used. 

Given an initial guess at a fixed point, 0q , the Jacobian of g  is found numerically to perturb 

one state, i th element of q  by ε  and evaluate ε
ig . An estimate of the i th column of 

Jacobian is given by 

( )0
i
ε

ε
−g g q

 (25) 

Repeating this procedure find a numerical approximation to the Jacobian of g .

Assuming that ( )* 0=g q , Newton-Raphson method provides the next approximation, 1q  , 

which is given by 

( )
1

1 0 0

−∂= −
∂
gq q g q
q

 (26) 
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If a periodic gait exists and initial guess is sufficiently close, this search will converge to the 

fixed point *q .

4.3 Stability of the gait 

By adding a small perturbation q̂  from the fixed point *q , Poincaré map P  can be 

expressed as 

( ) ( ) ( )* * *ˆ ˆP P J+ = +q q q q q  (27) 

where J  is the Jacobian of the Poincaré map. 

( )P
J

∂
=

∂
q

q
 (28) 

J  is determined approximately by performing the procedure described in Section 4.2. Note 

that instead of evaluating J , we can use the relationship Eq. (24). From Eq. (24), we obtain 

(Garcia et al., 1998) 

( ) ( )P g∂ ∂
= +

∂ ∂
q q

I
q q

 (29) 

where I  is the identity matrix. 

Since ( )* *P =q q , we can rewrite Eq. (27) as 

( ) ( )* * *ˆ ˆP J+ − =q q q q q  (30) 

Then we obtain 

( )1 *ˆ ˆi iJ+ =q q q  (31) 

If all of its eigenvalues of the Jacobian are inside the unit circle, all sufficiently small 

perturbations q̂  will converge to 0, and the gait is asymptotically stable. If any eigenvalues 

of the Jacobian are outside the unite circle, the gait is unstable. 

5. Simulation results 

5.1 Simulation method 

Values of the system parameters for the biped robot (Fig.1) are shown in Table 1.
To analysis the walking motion, we use numerical simulations. In swing phase, tha angular 

accelerations are solved as functions of the angles and the angular velocities to invert M  in 

Eq. (1).

( ) ( ) ( )( )1 ,M C G B−= − − + u  (32) 
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The simulations were run by using MATLAB®/SIMULINK®. We use ODE45 in 
MATLAB®/SIMULINK®, and specify a scalar relative error tolerance of 1e-8 and an absolute 
error tolerance of 1e-8. The heel strike of the biped robot was detected by zero-crossing 
detection in SIMULINK®. At the heel strike, the post-impact angular velocities and angles 
are calculated by Eq. (4) and (5). 

Parameter Unit Value Parameter Unit Value 

m kg 5 r m 1

Hm kg 10 l m 0.5

Tm kg 10 g 2m/s 9.80665

Table 1. Values of the system parameters 

In addition to the search of periodic gaits by using the Newton-Raphson method as 
mentioned in Section 4.2, by increasing the torso angle from 0.01rad in steps of 0.001rad, we 
find period-doubling bifurcations and chaotic gaits, which are demonstrated with the 
simplest model (Garcia et al., 1998), the compass-like model (Goswami et al., 1996) kneed 
models (Garcia et al., 2000), and level-ground walking (Howell & Baillieul, 1998) 

5.2 Stability results 

First, we search a stable walking while the swing-leg is left free, that is 1.0=K , where 

3 0.01[rad]dθ = . In our search, a periodic gait could not be found. Then we introduce the 

swing-leg control. 
Figure 2 shows the evolution of the walking speed as a function of the desired torso angle 

where the swing-leg control parameter 1.4=K ,1.7 1.95  and 2.0 . Figure 2 demonstrates the 

walking speed increases with the desired torso angle and the maximum walking speed of 
the stable gait increases with the swing-leg control parameter. But when we increase further 

the swing-leg control parameter K , period-doubling bifurcations occur and we didn’t find 
stable gaits. Figure 2 shows that the maximum walking speed of stable gaits doesn’t 

necessarily increase with the swing-leg control parameter K . Figure 3 shows the evolution 

of the absolute eigengvalues of the Jacobian J  as a function of the desired torso angle where 

1.95=K  and 2.0 .

5.3 Stable region 

Even if a stable periodic walking is achieved, we want to know when the biped robot keeps 

walking, and when it falls down from a disturbance and incorrect launch. To answer it, yet 

partially, a set of initial conditions leading to stable walking is searched for. The more initial 

conditions result in the fixed point without falling down, the more stable the walking is. To 

find the initial conditions, we perturb one state of *q . For example, we perturb 1θ +  from the 

fixed point and the other states ( )3 1 2 3, , ,θ θ θ θ+ + + +  remain unchanged at the equilibrium 

position. Figure 4 shows the initial conditions of the perturbed state leading to continuous 

walking where 3 0.2dθ = .

From Fig. 4, increasing the swing-leg control parameter K  results in the increase of the 
range of the initial conditions leading to stable walking. The simulation results show that the 
swing-leg control enlarges the stable region. 
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(a) K =1.4 (b) K =1.7

(c) K =1.95 (d) K =2.0

Figure 2. Walking speed versus desired torso angle 

(a) K =1.95 (b) K =2.0

Figure 3. Absolute eigenvalues versus desired torso angle 
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Figure 4.  Stable range as a function of the swing-leg control parameter K  where 3 0.2θ =d
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6. Conclusion 

We study a simple active biped robot on level ground to walk over a wide range of speed. 
The use of the torso for energy supply and the swing-leg control for stable waking are 
introduced. Numerical simulations show that the swing-leg control enables the biped robot 
on level ground to walk stably over a wide range of speed, and enlarges the stable region. 
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1. Introduction  

In order to evolve in an environment designed for humans, a humanoid robot (or simply 
humanoid) is supposed capable of performing different motions depending on the given 
situation. With the walking paradigm in a mature stage, in recent years, the attention of 
many researchers has passed to more complicated locomotion modes. Some examples are: 
climbing stairs (Harada et al., 2004), falling down in a less damaging manner (Fujiwara et al., 
2004), jumping (Nunez et al. 2005, Sakka et al. 2005) and running (Nagasaka et al., 2004; 
Kajita et al., 2005), crawling (Kanehiro et al., 2004), etc.  
If different control strategies are used for each kind of locomotion, the autonomy and/or 
versatility of the humanoid can be affected by complicating the problem of implementing 
each control algorithm and switching between them. 
To treat this issue it has been proposed (Tiong & Romyaldy, 2004) to differentiate two 
important parts on the humanoid locomotion system: the motion generator (MG) and the 
posture controller (PoCtr), see Fig. 1. The objective of the former is to define the desired 
locomotion using some specific parameters and the later will find the angles of all the 
actuated articulations of the robot such that this motion is achieved. 
In this work, we will present a new posture controller which finds the angles of all the 

articulations of the humanoid ( ) which produces the desired generalized inertial forces 

( ,inertial RefQ ) and motion of the extremities of the humanoid ( i
Ref ), see Fig 1.  

1.1 Description of the approach 

The motion generation section describes the input parameters for the PoCtr presented on 
section 3,  and discusses the relationship between the inertial forces and the zmp and 
angular momentum will be presented. 
The inertial force PoCtr is the main result presented in this work. It is based on the 
Lagrangian equations of motion which relates the accelerations of the actuated articulations 
with the generalized external forces (force and torque) acting at the support foot of the 
humanoid. The generalized inertial forces are the derivatives of the linear and angular 
momentum of the whole humanoid. By controlling these parameters it is possible to 
consider the zero moment point (zmp) stability of the robot. 
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Figure 1. Locomotion control system capable of treating different humanoid locomotion 
modes 

The generalized position (position and orientation) iξ Ref of the extremities of the robot is 

achieved by an inverse kinematics algorithm. The implementation of a PD controller 
provides asymptotic reaching of the hands trajectories, which means that an initial error can 

be compensated by our controller. The inertial forces ,inertial RefQ are retrieved by a computed 

torque like algorithm.  
One of the main objectives of our research is to present algorithms that can be implemented 
in real humanoid robots. In order to prove the effectiveness of our approach, we tested the 
method on the humanoid robot HRP-2 (Kaneko et al., 2004), shown on Fig. 2. The robot’s 
motion was symmetric (left and right extremities following the same pattern). This allowed 
us to consider the robot only on the sagital plane, and to apply our general method in 
reduced order. The inertial forces were selected to obtain an elliptic trajectory of the CoM 
and zero angular momentum. This motion was chosen because it is dynamic in the sense 
that the velocity and acceleration of the CoM are not negligible. The hands motion is to 
asymptotically reach a circular trajectory after being static at the beginning of the motion. 
The method presented in this paper for robots commanded in angle (local PID control for 
each motor) can be also implemented in torque. On (Nunez et al.., 2006) we presented the 
inertial forces PoCtr considering flight phases and it is applied in torque mode instead of 
angle mode.  

1.2 Related literature 

Several works had been presented which covers one or more parts of the block diagram, in 
Fig. 1, even if this general locomotion paradigm is not often mentioned. Maybe the most 
representative is the posture controller called Resolved Momentum Control (RMC), 
presented in (Kajita et al., 2003) and which generalizes the CoM jacobian approach (Sugihara 
2003). The inputs for this PoCtr are the desired linear and angular momentum of the whole 
robot as well as the generalized position of each foot. This posture controller has proven to 
be useful for treating different locomotion modes like kicking, walking and running (Kajita 
et al., 2003; Kajita et al., 2005). The advantages of using this kind of methodology are clearly 
demonstrated on (Sian et al., 2003) where the zmp stability of the motion is considered and 
the autonomy of the robot is enhanced by the automatic selection of the degrees of freedom 
(DoF) that should be used for different kind of motions. This approach has been 
implemented on the humanoid HRP-2 and HRP-2L (Kajita et al., 2005). 
The main difference with the work presented here is that RMC is implemented in velocity 
level (momentum) while the Inertial Forces Posture Controller (IFPC) is implemented in 

Motion
Generator

(MG)

Posture  
Controller

(PoCtr)

Humanoid
Robot

TASK

• Walk 

• Run 

• Jump 

• etc. 
i
Ref

,inertial RefQ
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acceleration level (forces). This opens the possibility of implementing our method in torque 
and to asymptotically reach the trajectories of the extremities. 
The dynamic filters proposed in (Nagasaka et al., 2004) are focused on the motion 
generation and in particular in the continuity of trajectories of the Center of Mass (CoM) for 
walking, running and jumping motions. This method is implemented on the humanoid 
QRIO (Nagasaka et al., 2004). Again the locomotion is codified using the generalized motion 
of the CoM. The posture controller, based on the CoM jacobian, is not detailed on the paper. 
Regarding the use of whole body dynamics in acceleration level, we can mention the works 
of (Kondak et al., 2005), based on Tanie’s dynamic equations, and (Rok So et al., 2003), based 
on the Lagrange equations. In both cases the explicit consideration of the zmp constraint 
instead of a motion generation stage reduces the generality of the approaches. 

2. Motion generation 

The motion generation stage is supposed to express the desired locomotion (walking, 
kicking, jumping, etc) using some specific parameters. The generalized inertial forces and 
position of the extremities are used in our approach, and will be described in this section. 
We will show how to take into account the zmp stability of the motion using the inertial 
forces.

2.1 Generalized Position and inertial forces 

The generalized position of the extremities ( iξ ) is composed as follows  

( ) 6
T T

T

i ii
rξ γ= ∈ ℜ

where
3

i
r ∈ ℜ  denotes the cartesian position and 

3
i

γ ∈ ℜ the orientation (Euler angles, for 

instance) of the frame atached to each extremity i  which is not in contact with the 

environment. When the robot is standing on the right foot { }i LF RH LH∈ , which 

corresponds to the left foot and right and left hands, as shown on Fig. 2. It is clear that i  will 

switch while the robot is walking, running or jumping. In this work we will present in detail 
the simple suppoer phase. Double support and flight phases are easily obtained 
implemented based on the same procedure. 

The desired generalized  position iξ Ref of the extremities which are not in contact with the 

environment should be passed in as inputs to the IFPC presented in next section. The 

corresponding velocity iξ Ref and acceleration iξ Ref will be also needed for implementing a PD 

controller capable of asymptotically tracking these desired trajectories. 
One of the key points of our approach is to consider the ground reaction force and moment 
as acting at a fixed point on the support polygon1. Let us consider the vertical projection of 

                                                                
1 The ground reaction force, distributed along the whole foot surface, can be considered as a force with 
an associated torque. This torque depends on the considered point (Vernon’s Theorem). The zmp is 
only a special point where this torque is zero, but any other point can be considered (Sardain et al., 
2004; Goswami et al., 2004). 
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the right ankle, the point RH in Fig. 2, for instance. The generalized reaction force acting at 
this point is denoted by  

( )T 6T T

RF RFRF
τ= ∈ ℜfQ

where RFf  and RFτ  are the ground reaction force and torque, respectively.  

The Newton-Euler formulation applied to the whole humanoid shown in Fig. 2 states that  

RF

RF RF G

RF GT T

RF GRF G T GT

m m
m mτ ,

,

,,

+ =
× × +
gf r

r g r r L
  (1) 
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inertial g
RF RF RF= −Q Q Q   (2) 
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RF GTinertial
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m
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,
=
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Q
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m
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=
×
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Q
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where Tm  is the total mass of the robot, RF G,r  is the vector from RF  to the CoM of the robot, 

denoted by G . The angular momentum of the whole robot around G  is computed as 

(Goswami et al., 2004) 

( )j
G GjG G Gj j G

j
m ,,= × +L r Lr

where for each link j , jm  is the mass, G Gj,r  is the position vector from G  to the CoM of the 

link and j j j
G I ω=L  is the angular momentum around its own CoM.  

As well as the trajectories of the hands and swing foot must be specified in velocity and 
acceleration, the desired inertial forces must be specified also using the integral like terms:  

RF GTinertial
RF

RF GRF G T G

m
i

m
,

,,

=
× +

r
Q

r Lr
 (4) 

0

T RF G
inertial

tRF
RF GRF G T G

m
ii

m dτ
,

,,

=
× +

r
Q

r Lr
 (5) 

Notice that the generalized inertial forces expressed in (3) and its integral terms (4) and (5) 
depend not only on the desired integral of position, velocity and acceleration of the CoM of 
the robot, but also on the angular momentum around G, its derivative and two integral 
terms. This means that imposing the desired inertial forces is equivalent to specify the linear 
and angular momentum of the whole robot. The Integral like terms are required in next 
section to obtain a closed loop PID control on the inertial forces.  
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Figure 2. The humanoid robot HRP-2. The position and orientation of the free extremities 

are denoted by ir  and i , respectively. The generalized force around a fixed point ( RF ) on 

the support foot can be decomposed into gravitational and inertial force 

2.2 Stable Inertial forces 

Considering the generalized ground reaction force as applied at a fixed point of the support 
polygon implies that the foot must remain flat on the ground during the whole motion. This 
is because if the foot rolls over an edge or corner the point where the reaction force is 
supposed to act will not be in contact with the ground.  
The foot not rolling over an edge or corner can be characterized using zmp. The contact with 

flat foot is characterized by zm p S∈  where S  is the support polygon. According to Fig. 2, 

the zmp can be computed using  

RF zmp RF ZMP RFτ τ ,= + ×r f  (6) 

where

( )T

0RF ZMP RF ZMP RF ZMPx y, , ,=r

denotes the vector from RF to the zmp as shown in Fig. 3. By definition the torque zmpτ  has 

only a z  component, so using eq. (6) we can obtain  

RFx RF zmp z RFy RF zmp zy f x fτ τ, ,= = −

RH

LH

LH
LH

=
Ref r

LF

RF

RF inerti gravitational

RF
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R RF
RF
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= −
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Q = QQ
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Considering a square foot, the zmp condition can be stated using the reaction moment as 
follows  

z y zRFB RF RF RFF RFx f x fτ− ≥ ≥  (7) 

RFB RF RF RFF RFz x z
y f y fτ− ≤ ≤  (8) 

where RFBx , RFFx , RFBy  and RFFy  are used to define the geometry of the foot as shown in 

Fig. 3. 

RF zmp

RFF
x

RFF
y

RFB
x

RFB
y

RF,zmp
r

RF zmp

RFF
x

RFF
y

RFB
x

RFB
y
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Figure 3. Forces acting at the support foot and its geomety 

The second condition for keeping the support foot on the ground is that the reaction force 
must be positive  

0 RF GRFzf gz ,≥ ≥ −  (9) 

This is because the ground can not pull down the foot. The implication comes from (1) 

with 29 81g m s= . / . The last necessary condition is to avoid slippage and depends on the 

friction constant between the foot and the ground, denoted by μ :

RFz
RF GRF G

RFx

f
x zf μ μ ,,≤ ≤  (10) 

There are different ways to express the desired motion using the inertial forces. A simple 

choice is to define a desired trajectory of the center of gravity G  to obtain Ref
RFf  and their 

integrals. Then, the only remaining term to complete Ref
RFτ  would be the desired trajectory of 

the angular momentum around G . The choice of this trajectory is not evident because it has 

an influence on the overall motion of the robot. Making 0G =L  has been proposed as 

stability index in (Goswami et al. 2004) and is maybe the first choice to be tried. An 
important fact is that also a desired zmp can be specified by combining (6) with (1). Finding 
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the adequate angular momentum or zero moment point for a given motion is still, to the 
authors best knowledge, an open problem.  
The inertial force PoCtr will impose the desired motion which must be coded using the 
trajectories of hands and swing foot and the desired inertial forces. The proposed motion 
must be feasible, meaning that the hands reachability and singularity must be considered as 
well as the stability of the desired locomotion, characterized by equations (7), (8), (9) and 
(10). This must be done in the motion planning stage and some trial and error is up to now 
necessary to tune the parameters of the motion like the angular momentum and the zmp 
trajectory.

3. Inertial force position control 

In this section the main contribution of this research is presented. The objective of the 
inertial force PoCtr is to find the desired angles for all the articulations of the humanoid 
such that the stable inertial forces and positions described in section 2 are obtained.  
In order to obtain the Lagrange equations describing the dynamics of the humanoid robot in 
ground and aerial motions, it is necessary to consider, besides the vector of internal angles 

of the robot, denoted by nRθ ∈ , the position and orientation of a given point of the robot. 

Usually the hip generalized position Bξ  is used, but any other point can be considered. For 

simplicity we will consider the coordinate of the support point, i.e. RFξ . Notice that the 

model can be modified simply applying the coordinate change ( )RF Bfξ ξ θ= , . The extended 

Lagrangian model of the robot with extended coordinates  

RF

θ
ξ

=q  (11) 

can be written as:  

( ) ( ) ( )
RF

D
τ

+ , + =q q vC q q g q
Q

 (12) 

where vC  is the vector of centrifugal and coriolis forces, g  the gravity forces, τ  are the 

articulation torques, and RFQ  is the generalized force applied at RF . Considering (11), it is 

possible to split (12) for the actuated and non actuated coordinates as  

111 12 1RFD Dθ τξ+ + + =gvC  (13) 

221 22 2 RFRFD Dθ ξ+ + + =g QvC  (14) 

In fact, (13) are n  equations corresponding to the actuated coordinates while (14) represents 

6 equations describing the dynamics of the position and orientation of the support foot. 
Assuming perfectly inelastic contact, when the robot is standing on its support foot 

0RF RFξ ξ= = . Substituting this condition in (14) we can get  

221 2 RFD θ + + =g QvC  (15) 
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This equation relates all the actuated angles acceleration to the external force, and this will 
be the base of our control approach. The reason of using (14) instead of (13) for obtaining 
our control law is because most of humanoid robots, HRP-2 in particular, are controlled in 
angles position instead of torques. On (Nunez et al., 2006) the use of (13) for a torque based 
control law is presented. 

3.1 Decoupled position control  

Let us separate the actuated angles corresponding to each extremity, i.e. legs and arms, of 
each end effector as  

( )T
T T T T

RF LF LH RHθ θ θ θ θ=

where RFθ is the vector containing the angles of the right leg, LFθ the left foot, and the last 

two are the angles of left and right arms. Supposing that the body is not articulated (or that 
the articulations are not used), the relative generalized position for each extremity with
respect to the hip is a function of the relative angles of the corresponding extremity, i.e. 

( )B
i iξ θ= f . Deriving twice this expression we obtain 

( ) ( )B
i i i i i ii J Jθ θξ θ θ θ= + ,

with { }i LF RH LH∈ , ,  for the simple support case. If we are dealing with a standard humanoid 
robot, meaning that there are 6 DoF by limb and if furthermore singular configurations are 

avoided, the jacobian of each extremity iJ  is invertible and we can apply the classical PD 

controller in task space for each extremity as follows  

( )1ref
ii iJ Jθ θ−= − + uP   (16) 

where the position control input is defined as:  

( ) ( )
ref refB B B B ref B

i vi pi i ii i ikP kP ξ ξξ ξ ξ= + − + −uP  (17) 

where the diagonal matrices vikP  and pikP  must be chosen from stability. The 

implementation of this control law permits to have initial errors on the desired trajectory of 
the hands and swing foot, and the rapidity for reaching the target trajectories will depend 

on vikP  and pikP .

The over-actuated case can be considered using the pseudo-inverse of the jacobian for 
optimizing a criteria (manipulability, for instance).  
Notice that in order to pass from the absolute position and orientation of the extremities, as 
mentioned in section 2 to the relatives used in (17) it is necessary to use the hip generalized 

position Bξ , because B
i i Bξ ξ ξ= − . In most humanoid robots, including HRP-2, the position 

velocity and acceleration of the hip can be obtained from sensors (combining gyroscope, 
accelerometer signal and their numerical derivatives).  
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3.2 Inertial force position control 

Eq. (15) can be separated as  

221 21 2i i RF RF RF
i

D Dθ θ+ + + =g QvC   (18) 

with { }i LF RH LH∈ , , , considering the simple support phase.  

The basic idea of the generalized force position control is to find the angles of the support 
leg in order to obtain the desired external force and to compensate the desired motion of the 
upper body given by the decoupled position control.  
This idea can be implemented using whole body dynamics in acceleration level. In fact 
substituting expression (2) on eq. (18) we can obtain  

221 21

inertial
RF RF RF i i

i
D Dθ θ= − −Q vC

The elimination of the gravity term is because the foot coordinates where used as 

generalized coordinates. It can be shown that 2g from (2) is equivalent to g
RF−Q  in (18).  

Assuming 21RFD  invertible2 our inertia force control takes the following form 

1
221 21

Ref Ref
RF RF i i

i
D Dθ θ−= − −uF vC    (19) 

with uF  given as a PID control  

iRef
RF v RF p iRF RFkF i kF ii kFiii= + + +uF Q Q Q Q    (20) 

The expressions with  are the difference between real and desired values of the inertial 

forces expressed in eq. (3) and the matrices vkF , pkF , ikF  are again chosen following 

stability and performance criteria.  

3.3 Double support phase

During the double support phase (d.s.p.) the decoupled position control (16) with (17) 

should be implemented for both arms, i.e. { }ı LF RF∈ , . Then the force position controller 

(19) with (20) must be implemented for obtaining the angles of one of the support legs, lets 
suppose the right one.  
The angles of the left leg can be then obtained as follows. The generalized position and 
velocity of the left foot can be obtained as  

RF RF B
LF B LFξ ξ ξ= +

( ) ( )RF
B RF RF RF B LF LF LFLF J Jθ θ θ θξ , ,= +

                                                                
2It is out of the scope of this paper to consider in detail the invertibility of matrix 21RFD . For the time 

being we can only say that this generalized inertia matrix is invertible in all our simulations and 
experiments. 
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Because the left foot is in contact with the ground, 0LFξ =  and the desired angles of the left 

foot can be obtained simply as  

1Ref Ref
LF B LF B RF RFJ Jθ θ−

, ,= −

In most humanoid robots, including HRP-2, the motor of each actuated articulation is 

controlled in angular position, meaning that every sampling period the desired position iθ
must be passed as reference. As shown in next section these values can be obtained from 
angular acceleration or velocities (for the d.s.p) by simple numerical integration.   

4. Experiments 

In this section, in order to validate the proposed approach, the experiments on the 
humanoid robot HRP-2 are presented. The selection motion is simple because the objective 
of the experiments is only to show the applicability of the proposed inertial force posture 
control.  
The selected movement is symmetric with respect to the sagittal plane, meaning that the left 
and right parts of the robot move identically. As explained in (Nunez et al. 2005)  this kind 
of motions allows us to consider the robot as constrained to the sagittal plane as shown in 
Fig. 3. In this case the reference motion can be specified using only  

( )

RF GT
i

RF GRF T

RF GRF G GyT RF G RF G

m z
m x

m z xx z L

,

,

,,, ,

=
− −

Q

3

RH

RH RH

RH

X
Z R
P

ξ = ∈

where RHP  is the pitch of the right hand. The actuated articulations used were only the  

elbow, shoulder and hip for the upper body and the ankle, knee and hip for the support leg. 

This means that 3

RF Rθ ∈  and 3

RH Rθ ∈ . For the left hand side the same angles were passed to 

the corresponding articulations.  
Once the desired angular acceleration was obtained using (16), (17), (19) and (20) the desired 
positions to pass to each articulation were obtained by the simple numerical integration 
algorithm  

1kk k
t tθ θθ −= Δ + Δ

12

1

k kk
t t kθ θθ θ −

−= Δ + Δ +

The same integration method was employed for terms needed in (5) the sample time period 

being of 5t msΔ = . This time was largely enough for making all the computations required 

by our method.

The desired trajectory of G  and the hand position were specified to be ellipsoid as shown in 

Fig. 4. 



Inertial Forces Posture Control for Humanoid Robots Locomotion 185

RHRH
G

G
r

G

G
r

G

G
r

RH

G

G
r

Figure 4. The motion of the robot uses sinus and cosinus functions on the x y−  directions in 

order to obtain the ellipsoid motion shown. During the first 4 s  the arms of the robot have 

not relative motion (left) and after that the arms will move to reach the desired trajectory 

(right). After 12t s= the CoM stay still while the ands continues to move 

As mentioned in section 2, the desired trajectory must be specified using first the desired 

absolute position of the hands Refξ  and its derivatives. The proposed hand motion was 

specified using sinus and cosinus functions in the x z−  plane with amplitude of 5cm  and 

period of 1 5T s= . , this is 

0.05 2 (1/1.5si )

0.05 2 (

n

c 1/1.5o

0

s )

RH

RH RH

x t
z t

π
ξ π

θ
= =Ref

 In our experiment in order to verify the closed loop behavior of the controller, we decided 
to keep the arms fixed during the first 4 seconds of the motion, this means  

4 0

4s

s

R

RH RH

H

tHands Mo n
t

tio θ
ξ

θ≤ = =
≥ Ref

This means that during this period, only the desired inertial force is specified. We can notice 

in Fig. 5 and Fig. 6 the transitory after 4t s=  before reaching the desired trajectory.  
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Figure 5. Vertical hands positions. The decoupled position controller is activated at 4[ ]t s= .

Because the proposed control is a PD in closed loop, the desired trajectory is reached after a 
short transition period 

Figure 6 Vertical hands velocity 

For the trajectory of the CoM we used cosinus with amplitude of the on the z  direction 

of 5[ ]cm  while a sinus of amplitude was 2 5[ ]cm.  for the x  component; both signal with 

period of 2[ ]T s= . During the first period the signal grows from 0 to the final amplitude, 

this is in order to respect the initial condition of the robot being static, that is 

( ) ( ) 0RF G RF Gt t, ,= =r r . This means 

0.025 2 (1/ 2)

0.05 2 (1/ 2)

0

sin

cos

Gx

Gz

Gy

r t
r t

L

π
π=  (21) 

We can notice that the reference motion of the CoM gradually stops to arrive to zero 

acceleration at 12[ ]t s= . After this time and before 18t s=  the IFPC compensate the hands 

motion in order to keep G  at a fixed position. This is 

ref
RHzRHz

ref
RHz

RHz
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The consequent ground reaction force and the signals from the force sensor (located at RF
in HRP-2) are compared in Fig. 7 and Fig. 8. 

Figure 7. Desired and measured ground reaction force on the x  direction 

Figure 8. Desired and measured ground reaction force on the z  direction 

Concerning the angular momentum, as shown on (21) we specified 0GyL =  during the 

whole motion. The consequent ground reaction torque is shown on next figure.  
Finally, the desired zmp point, which is consequence of the desired CoM motion and zero 
angular momentum as reference is shown in Fig. 10.  
On Fig. 7 to Fig. 10 we can see that the following of the inertial forces, related to the CoM 

trajectory, eq. (3),  is better when the CoM of the robot is not static, i.e. before 12t s= . The 

difference between real and reference values in those figures may be explained as the effect 
of the compliance of the contact between the foot and the ground. When the CoM is stopped 

after 12t s= , this phenomenon becomes more important and the robot bounces a little 

forward and backwards. Because the presented control method supposes rigid contact 
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between the foot and the ground, this bouncing can not be taken into account. However we 
can see that the presented controller, besides the noise on force signals, imposes the desired 
dynamic motion of the CoM and angular momentum in order to obtain the desired stable 
motion for a given trajectory of the upper body.   

Figure 9. Desired and measured ground reaction torque around y  axis 

Figure 10. With 0GyL =  the distance from RF  to the zmp  does not exceed 3 5[ ]cm. . As a 

consequence the foot remains flat on the ground 

5. Conclusions and perspectives 

In order to consider a whole body control approach capable of treating different kinds of 
locomotion modes, the consideration of a motion planing and a the posture controller stages 
is important. In this paper this approach is presented for the locomotion of a humanoid 
robot. With the proposed approach motions including aerial phases, can be considered.  
The inertial force posture controller presented here requires the locomotion to be specified 
using generalized inertial force, besides the trajectory of the extremities not in contact with 
the ground. This inertial forces can be planed for having zmp stable motion or desired  
angular momentum.  
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The angles imposing the robot motion are computed using a decoupled position control and 
a force controller based on Lagrange equation of motion with external forces applied at one 
point. The proposed approach was validated on experiments using the humanoid robot 
HRP-2.
The motion generation for walking and running is our main perspective. Besides, the 
consideration of the compliance of the ground-foot contact should be considered on future 
works. Finally the compensation of external forces on the hands (carrying objects) would be 
an extra for our controller. 
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1. Introduction   

The design and the control of humanoid robots are one of the most challenging topics in the 
field of robotics and were treated by a large number of research works over the past decades 
(Bekey, 2005) (Vukobratovic, 1990). The potential applications of this field of research are 
essential in the middle and long term. First, it can lead to a better understanding of the 
human locomotion mechanisms. Second, humanoid robots are intended to replace humans 
to work in hostile environments or to help them in their daily tasks. Today, several 
prototypes, among which the most remarkable are undoubtedly the robots Asimo 
(Sakagami , 2002) and HRP-2 (Kaneko, 2004), have proved the feasibility of humanoid 
robots. But, despite efforts of a lot of researchers around the world, the control of the 
humanoid robots stays a big challenge. Of course, these biped robots are able to walk but 
their basic locomotion tasks are still far from equalizing the human’s dynamic locomotion 
process. This is due to the fact that the control of biped robot is very hard because of the five 
following points: 

• Biped robots are high-dimensional non-linear systems, 

• Contacts between feet and ground are unilateral, 

• During walking, biped robots are not statically stable, 

• Efficient biped locomotion processes require optimisation and/or learning phases,  

• Autonomous robots need to take into account of exteroceptive information. 
Because of the difficulty to control the locomotion process, the potential applications of 
these robots stay still limited. Consequently, it is essential to develop more autonomous 
biped robots with robust control strategies in order to allow them, on the one hand to adapt 
their gait to the real environment and, on the other hand, to counteract external 
perturbations.
In the autonomous biped robots’ control framework, our aim is to develop an intelligent 
control strategy for the under-actuated biped robot RABBIT (figure 1) (RABBIT-web) 
(Chevallereau, 2003). This robot constitutes the central point of a project, within the 
framework of CNRS ROBEA program (Robea-web), concerning the control of walking and 
running biped robots. The robot RABBIT is composed of two legs and a trunk and has no 
foot. Although the mechanical design of RABBIT is uncomplicated compared to other biped 
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robots, its control is a more challenging task, particularly because, in phase of single 
support, this robot is under-actuated. In fact, this kind of robots allows studying real 
dynamical walking leading to the design of new control laws in order to improve biped 
robots’ current performances.  

Figure 1. RABBIT prototype 

In addition to the problems related to control the locomotion process (leg motions, stability), 
it is important to take into account both proprioceptive and exteroceptive information in 
order to increase the autonomy of this biped robot. The proprioceptive perception is the 
ability to feel the position or movements of parts of the body and the exteroceptive 
perception concerns the capability to feel stimuli from outside of the body. But the both 
proprioceptive and exteroceptive information are not treated in the same manner. The 
proprioceptive information, which are for example the relative angles between two limbs 
and the angular velocity, allow to control the motion of the limbs during one step. The 
exteroceptive perception must allow to obtain information about the environment around 
the biped robot. These exteroceptive information allow using predictive strategies in order 
to adapt the walking gait regarding the environment. 
In fact, although the abilities of RABBIT robot are limited in comparison to other humanoid 
robots, our goal in middle term, is to design a control strategy for all biped robots. 
In our previous works, we used CMAC (Cerebellar Model Articulation Controller) neural 
networks to generate the joint trajectories of the swing leg but, for example, the length of the 
step could not be changed during the walking (Sabourin, 2005) (Sabourin, 2006). However, 
one important point in the field of biped locomotion is to develop a control strategy able to 
modulate the step length at each step. In this manner, in addition to modulate the step 
length according to the average velocity, like human being, the biped robot can choice at 
each step the landing point of the swing leg in order to avoid obstacle. But in general, as in 
the case of human being, the exteroceptive information allowing to give information about 
obstacles in the near environment of the robot are not precise measures. Consequently, we 
prefer to use fuzzy information. However this implies to deal with heterogeneous data, 
which is not a trivial problem. One possible approach consists to use soft-computing 
techniques and/or pragmatic rules resulting from the expertise of the walking human. 
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Moreover, this category of techniques takes advantage from learning (off-line and/or on-
line learning) capabilities. This last point is very important because generally the learning 
ability allows increasing the autonomy of the biped robot. 
Our control strategy uses a gait pattern based on Fuzzy CMAC neural networks. Inputs of 
this gait pattern are based on both proprioceptive and exteroceptive information. The Fuzzy 
CMAC approach requires two stages: 

• First, the training of each CMAC neural networks is carried out. During this learning 
phase, the virtual biped robot is controlled by a set of pragmatic rules (Sabourin, 2005) 
(Sabourin, 2004). As a result, a stable reference dynamic walking is obtained.  The data 
learnt by CMACs are only the trajectories of the swing leg. 

• After this learning phase, we use a merger of the CMAC trajectories in order to generate 
new gaits.  

In addition, a high level control allows us to modify the average velocity of the biped robot. 
The principle of the control of the average velocity is based on the modification, at each step, 
of the pitch angle. 
The first investigations, only realized in simulation, are very promising and proved that this 
approach is a good way to improve the control strategy of a biped robot. First, we show that, 
with only five reference gaits, it is possible to adjust the step of the length as a function of 
the average velocity. In addition, with a fuzzy evaluation of the distance between feet and 
an obstacle, our control strategy allows to the biped robot to avoid obstacle using step over 
strategy.  
This paper is organized as follows. After a short description of the real robot RABBIT, 
section 2 gives the main characteristics of the virtual under-actuated robot used in our 
simulations. In Section 3, firstly you remind the principles of CMAC neural networks and 
the Takagi-Sugeno fuzzy inference system, secondly Fuzzy CMAC neural networks are 
presented. Section 4 describes the control strategy with a gait pattern based on the Fuzzy 
CMAC structure. The learning phase of each CMAC neural network is presented in section 
5. In section 6, we give the main results obtained in simulation. Conclusions and further 
developments are finally set out. 

2. Virtual modelling of the biped robot RABBIT 

RABBIT robot has only four joints: one for each knee, one for each hip. Motions are included 
in the sagittal plane using a radial bar link fixed on a central column that allows to guide 
robot's advance around a circle. Each joint is actuated by a servo-motor RS420J. Four 
encoders make it possible to measure the relative angles between the trunk and the thigh for 
the hip, and between the thigh and the shin for the knee. Another encoder, installed on the 
bar link, gives the pitch angle of the trunk. Two binary contact sensors detect whether or not 
the leg is in contact with the ground. Based on the information given by the encoders, it is 
possible to calculate the length of the step Lstep when the two legs are in contact with the 
ground. The duration of the step tstep is computed using the contact sensor information (the 
duration from take-off to landing of the same leg). Furthermore, it is possible to estimate the 
average velocity VM using (1). 

step

step
M t

L
V =  (1) 
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The characteristics (masses and lengths of the limbs) are summarized in table 1.  

Limb Weight(Kg) Length(m) 
Trunk 12 0.20 

Thigh 6.8 0.40 

Shin 3.2 0.47 

Table 1. Robot's limb masses and lengths 

Since the contact between the robot and the ground is just one point (passive DOF), the 
robot is under-actuated during the single support phase: there are only two actuators (at the 
knee and at the hip of the stance leg) to control three parameters (vertical and horizontal 
position of the platform and pitch angle). The numerical model of the robot previously 
described was designed with the software ADAMS1 (figure 2) 

Figure 2. Modelling of the biped robot with ADAMS 

This software, from the mechanical system's modelling point of view (masses and geometry 
of the segments) is able to simulate the dynamic behaviour of such a system and namely to 
calculate the absolute motions of the platform as well as the limb relative motions when  
torques are applied on the joints by virtual actuators. Figure 3 shows references for the 
angles and the torques required for the development of our control strategy. 

1iq  and 
2iq  are respectively the measured angles at the hip and the knee of the leg i. 

0q
corresponds to the pitch angle. sw

kneeT  and sw
hipT  are the torques applied respectively to the knee 

and the hip during the swing phase, st
kneeT  and st

hipT  are the torques applied during the stance 

phase.
The interaction between feet and ground is based on a spring-damper modelling. This 
approach allows to simulate more realistic feet-ground interaction namely because the 
contact between the feet and the ground is compliant. However, in order to take into 
account the possible phases of sliding, we use a dynamic friction modelling when the 

tangential contact forces is located outside the cone of friction. The normal contact force nF
is given by equation (2): 

                                                                
1 ADAMS is a product of MSC software. 
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y  and y are respectively the position and the velocity of the foot (limited to a point) with 

regard to the ground. nk  and nλ  are respectively the generalized stiffness and damping of 

the normal forces. They are chosen to avoid the bouncing and limit the foot penetration in 
the ground. Tangential contact force tF  is computed by using equation 3 with 

1tF  and 
2tF

which are respectively the tangential contact force without and with sliding. 
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x  and x  are respectively the foot position and the velocity with regard to the position of the 

contact point cx  at the instant of impact with the ground. tk  and tλ  are respectively the 

generalized stiffness and damping of the tangential forces. 
gλ  is the coefficient of dynamic 

friction depending on the nature of surfaces coming into contact, 
gμ  a viscous damping 

coefficient during sliding, and sμ  is the static friction coefficient. 

Figure 3. Angle and torque parameters 
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In the case of the control of a real robot, its morphological description is insufficient. It is 
thus necessary to take into account the technological limits of the actuators in order to 
implement the control laws used in simulation on the experimental prototype. From the 
characteristics of servo-motor RS420J used for RABBIT, we thus choose to apply the 
following limitations:  

• when velocity is included in [ ] rpm2000,0 , the torque applied to each actuator is limited 

to Nm5.1  which corresponds to a torque of Nm75  at the output of the reducer (ration 

gear is equal to 50 ),

• when the velocity is included in [ ] rpm4000,2000 the power of each actuator is limited 

to W315 ,

• when the velocity is bigger than rpm4000 , the imposed torque is equal to zero. 

3. Fuzzy-CMAC neural network  

The CMAC is a neural network imagined by Albus from the studies on the human 
cerebellum (Albus, 1975a), (Albus, 1975b). CMAC is a neural network with local 
generalization abilities. This means that only a small number of weights are necessary to 
compute the output of this neural network. Consequently, the main interest is the reduction 
of training and computing times compared with other neural networks (Miller, 1990). This is 
of course a considerable advantage for real time control. Numerous researchers have 
investigated CMAC and have applied this approach to the field of control namely for biped 
robots' control and related applications (kun, 2000), (Brenbrahim, 1997). However, it is 
pertinent to remind that the memory used by CMAC (e.g. the needed memory size) 
depends firstly on the input signal quantification step and secondly of the input space size 
(dimension). For real CMAC based control applications, the CMAC memory size becomes 
quickly very big. In fact, on the one hand, in order to increase the accuracy of the control the 
chosen quantification step must be as small as possible; on the other hand, generally in real 
world applications the input space dimension is greater than two. In order to overcome the 
problem relating to the size of the memory, a hashing function is used. But in this case, 
because the size of the memory allowing to store the weights of the neural network is 
smaller than the size of the virtual addressing memory, some collisions can occur. Another 
problem occurring in the case of multi-input CMAC is the necessity to set out a learning 
database covering the whole input space. This is due to the CMAC local generalization 
abilities and results in yielding enough data (either by performing a large number of 
simulations available from a significant experimental setup) to wrap all possible states.  
We propose a new approach making it possible to take advantage of both local and global 
generalization capacities with the Fuzzy CMAC neural networks. Our Fuzzy CMAC 
approach is based on a merger of all the outputs of several Single Input/Single Output 
(SISO) CMAC neural networks. This merger is carried out using Takagi-Sugeno Fuzzy 
Inference System. This allows both to decrease the size of the memory and to increase the 
generalization abilities compared with a multi-input CMAC. In this section, as a first step, 
we present a short description of SISO CMAC neural network. Sub-section 3.2 describes the 
Takagi-Sugeno Fuzzy Inference System. Finally, in sub-section 3.3 the proposed Fuzzy-
CMAC approach is presented. 
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3.1 SISO CMAC neural networks 

CMAC is an associative memory type neural network. Its structure includes a set of dN
detectors regularly distributed on several lN  layers. The receptive fields of these detectors 

cover the totality of the input signal but each field corresponds to a limited range of inputs. 
On each layer, the receptive fields are shifted to a quantification step 

qΔ . When the input 

signal is included in the receptive field of a detector, it is activated. For each value of the 
input signal, the number of activated detectors is equal to the number of layers lN  (a 

parameter of generalization). Figure 4 shows a simplified organization of the receptive fields 
having 14 detectors )14( =dN  distributed on 3 layers )3( =lN . Taking into account the 

receptive fields overlapping, neighbouring inputs will activate common detectors. 
Consequently, this neural network is able to carry out a generalization of the output 
calculation for inputs close to those presented during learning (local generalization). The 
output O  of the CMAC is computed using two mappings. The first mapping projects an 

input space point e  into a binary associative vector [ ]NdddD ,...,1= . Each element of D  is 

associated with one detector. When one detector is activated, the corresponding element in 

D  of this detector is 1 otherwise it is equal to 0 .

Figure 4. Description of the simplified CMAC with 14 detectors distributed on 3 layers 

The second mapping computes the output O  of the network as a scalar product of the 

association vector D  and the weight vector [ ]NdwwW ,...,1=  according to the relation 6, 

where Te)( represents the transpose of the input vector. 

WeDO T)(=  (6) 

The weights of CMAC are updated by using equation 7: 

l
ii N

etwtw Δ+= −
β

)()( 1
 (7) 
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)( itw  and )( 1−itw  are, respectively, the weights before and after training at each sample time 

it  (discrete time). lN  is the generalization number of each CMAC and β  is a parameter 

included in [ ]1,0 . eΔ is the error between the desired output dO of the CMAC and the 

computed output O  of the corresponding CMAC. 

3.2 Takagi-Sugeno fuzzy inference system 

Generally, the Takagi-Sugeno Fuzzy Inference System (TS-FIS) is described by a set of 

)..1( kk NkR =  fuzzy rules such as equation 8: 

),...(...... 111 Nikk
j

ii
j xxfythenAisxandAisxif =  (8) 

)..1( ii Nix = are the inputs of the FIS with iN  the dimension of the input space. 

)..1( j
j

i NjA =  are linguistic terms, representative of fuzzy sets, numerically defined by 

membership functions distributed in the universe of discourse for each input ix . Each 

output rule ky  is a linear combination of input variables ),...,( 1 Nikk xxfy =  ( kf  is a linear 

function of ix ). Figure 5 shows the structure of TS-FIS. It should be noted that TS-FIS with 

Gaussian membership functions is similar to the Radial Basis Function Neural Networks.  

Figure 5. Description of the Takagi-Sugeno Fuzzy Inference System 

The calculation of one output of TS-FIS is decomposed into three stages: 

• The first stage corresponds to fuzzification. For each condition "" j
ii Aisx ; it is necessary 

to compute j
iμ   which is the numerical value of ix  input signal in the fuzzy set j

iA .
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• In the second stage, the rule base is applied in order to determine each ku
( kNk ..1= ). ku   is computed using equation 9: 

j
Ni

jj
ku μμμ ................21=  (9) 

• The third stage corresponds to the defuzzification phase. But for TS-FIS, the output 
numerical value Y  is carried out using the weighted average of each rule output ky
(equation 10) . 

kk
k

yuY =  (10) 

With ku  is given by equation 11: 

=

=
rN

k
kkk uuu

1

/  (11) 

Furthermore, in the case of the zero order Takagi-Sugeno, the rule outputs are a singleton. 
Consequently, for each k rule, knkk Cxxfy == ),.....,( 1

 where kC is a constant value 

independent of the ix  input. 

3.3 Fuzzy CMAC 

Our Fuzzy CMAC architecture uses a combination of a set of several Single Input/Single 
Output CMAC neural networks and Takagi-Sugeno Fuzzy Inference System. Figure 6 
describes the Fuzzy-CMAC structure with two input signals: e and X . e  is the input signal 

which is applied at all the kCMAC . ],...,[ 1 NixxX =  corresponds to the input vector of FIS. 

Consequently, the output of the Fuzzy CMAC depends on the one hand on TS-FIS and on 
the other hand on the outputs of a set of SISO CMAC.  

Figure 6. Bloc-diagram of the proposed Fuzzy CMAC structure 
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The calculation of Y is carried out in two stages: 

• First, the output of each kCMAC  is given by equation (12). kD  and kW  are respectively 

the binary associate vector and the weight vector of each kCMAC  (see section 3.1).  

k
T

kk WeDeO )()( =  (12) 

• Second, the output Y  is carried out using equation (13). In fact, Y  is computed using 
the weighted average of all CMAC outputs.   

)(eOuY kk
k

=  (13) 

This approach is an alternative solution of the Multi Input/Multi Output CMAC neural 
networks. The main advantages of the Fuzzy CMAC structure compared to MIMO CMAC 
are:

• First, the reduction of the size memory because the Fuzzy CMAC uses a small set of 
SISO CMAC, 

• The global generalization capabilities because the Fuzzy CMAC uses a merger of all 
outputs of CMACs. 

In our control strategy, we use Fuzzy CMAC to design a gait pattern for the biped robot. 
After a training phase of each CMAC, the Fuzzy CMAC allows us to generate the motion of 
the swing leg. In the next section, we present the principle used to train each CMAC neural 
network. 

4. Training of the CMAC neural networks  

During the learning phase, we use an intuitive control, based on five pragmatic rules, 
allowing us to perform a dynamic walking of our virtual under-actuated robot without 
reference trajectories. It must be pointed out that during this first stage, we both consider 
that the robot moves in an ideal environment (without any disturbance) and the frictions are 
negligible. As frictions are negligible, these fives rules allow us to generate the motions of 
the legs using a succession of passive and active phases. This intuitive control strategy, 
directly inspired from human locomotion, allows us to perform a stable dynamic walking 
using the intrinsic dynamic of the biped robot.  It is thus possible to modify the length of the 
step and the average velocity by an adjustment of several parameters (Sabourin-2004). 
Consequently, this approach allows us to generate several reference gaits which are learnt 
by a set of CMAC neural networks. 
In the next sub-section, a short description of the pragmatic rules to control the biped robot 
during the training of the CMAC neural network is presented.  In sub-section 4.2, we show 
how the CMAC neural networks are trained. Finally, we give the main parameters for five 
walking used during the learning phase (Sub-section 4.3). 

4.1. Pragmatic rules 

The intuitive control strategy is based on the following five intuitive rules: 

• During the swing phase, the torque applied to the hip given by equation (14) is just an 
impulse with a varying amplitude and a fixed duration equal to )( 12 tt − .
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otherwise
tttifK

T
pulse

hip 21

1
0

<<
=  (14) 

Where pulse
hipK  is the amplitude of the torque applied to the hip at the beginning of the 

swing phase, and 
1t  and 

2t  are respectively the beginning and the end of actuation 
pulse

hipK .

• After this impulse, the hip joint is passive until the swing leg is blocked in a desired 
position using a PD control given by equation (15), which makes it possible to ensure a 
regular step length. 

dsw
rrr

v
hipr

dsw
r

p
hip qqifqKqqKT 111112 )( >−−=  (15) 

1rq  and dsw
rq 1

 are respectively the measured and desired relative angles between  the 

two thighs, and 
1rq  is the relative angular velocity between the two thighs. 

• During the stance phase, the torque applied to the hip, given by the equation (16), is 
used to ensure the stability of the trunk. 

0003 )( qKqqKT v
trunk

dp
trunk −−=  (16) 

Where
0q  and 

0q   are respectively the angle and the angular velocity of the trunk and 

dq0
 corresponds to the desired pitch angle of the trunk. 

• During the swing phase, the knee joint is free and the torque is equal to zero. At the end 
of the knee extension, a control torque, given by the equation (17) is applied to lock this 

joint in a desired position  dsw
iq 2

.

2224 )( i
v
kneei

dsw
i

p
knee qKqqKT −−=  (17) 

2iq  and 
2iq   are respectively  the measured angular position and angular velocity of the 

knee joint of the leg i. 

• During the stance phase, the torque is computed by using equation (18). 

2225 )( i
v
kneei

dst
i

p
knee qKqqKT −−=  (18) 

We choose 02 =dst
iq  at the impact with the ground in equation (18) which contributes to 

propel the robot if dsw
i

dst
i qq 22 > . During the continuation of the stance phase, the same 

control law is used to lock the knee in the position 02 =dst
iq .

4.2. Training  CMACs 

Figure 7 shows the method used to train CMACs neural networks. For each reference gait, 
four SISO lCMAC )4,..,1( =l  neural networks learnt the trajectories of the swing leg (in 

terms of joint positions and velocities). Furthermore, we have considered that the 
trajectories of each leg in swing phase are identical. This allows to divide by two the number 
of CMAC and to reduce the training time. Consequently, two SISO CMACs are necessary to 
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memorize the joint angles 
1iq  and 

2iq  and two other SISO CMACs for angular velocities 
1iq

and
2iq .

1iq  and 
2iq  are respectively the measured angles at the hip and the knee of the leg i; 

1iq  and 
2iq  are respectively the measured angular velocities at the hip and the knee of the 

leg i (see figure 3).   

Figure 7. Principle of the learning phase of CMAC neural networks ( 11qe = )

When leg 1 is in support, the angle 
11q  is applied to the input of each lCMAC  (

11qe = ) and 

when leg 2 is in support, this is the angle 
21q  which is applied to the input of each lCMAC

(
21qe = ). Consequently, the trajectories learnt by the neural networks are a function of the 

geometrical pattern of the robot. The weights of each lCMAC  are updated by using the error 

between the desired output d
lO  ( d

i
d qO 11 = , d

i
d qO 22 = , d

i
d qO 13 = , d

i
d qO 24 = ) of each lCMAC

and the computed output lO  of the corresponding lCMAC . Based on the previous 

consideration, it is possible to learn rN  different reference walking using 4×rN  CMACs.  

In the case of the simulations presented in this section, each CMAC has 6 layers ( 6=lN ).

The width of the receptive fields is equal to °5.1  and the quantification step 
qΔ  is equal to 

°25.0 .

4.3. Reference gaits 

During the training stage, five reference gaits with an average velocity MV  included in 

[ ]8.0..4.0  have been learnt by 45×  single input/single output rCMAC  ( 5=rN  and 4
CMACs for one reference walking). Table 2 gives the main parameters which are used 
during the learning phase according to the average velocity MV .
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VM is VerySmall (0.4m/S), Lstep is VerySmall (0.24m) 

VM is Small  (0.5m/S), Lstep is Small  0.3m 

VM  is Medium (0.6m/S), Lstep is Medium (0.34m) 

VM is Big (0.7m/S), Lstep is Big (0.38m) 

VM is VeryBig (0.8m/S), Lstep is VeryBig  (0.43m) 

Figure 8. Stick-diagram of the walking robot for five different velocities. VM and stepL  are 

respectively, from the top to the bottom, VerySmall, Small, Medium, Big and VeryBig.
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)/( smVM )(mLstep )(1 °dsw
rq )(2 °dsw

iq )(0 °dq
1CMAC 4.0 24.0 20 7− 0
2CMAC 5.0 3.0 25 10− 5.1
3CMAC 6.0 34.0 30 14− 4
4CMAC 7.0 38.0 35 20− 5.6
5CMAC 8.0 43.0 40 25− 5.10

Table 2. Parameters used during the learning stage for five different average velocities 

dsw
rq 1

 is the desired relative angle between the two thighs (see equation 15), and dq0
 the 

desired pitch angle of the trunk (see equation 16). dsw
iq 2

 corresponds to the desired angle of 

the knee at the end of the knee extension of the swing leg just before the double contact 
phase (see equation 17). Each reference walking is characterized by a set of parameters 

( dsw
rq 1

, dsw
iq 2

, dq0
)  allowing to generate different walking gaits ( MV ,

stepL ). Figure 8 shows stick-

diagrams representing, for five average velocities MV  and the corresponding step of the 

length 
stepL , the walking of the biped robot during 2.8s (approximately 6 steps).  MV  and 

stepL  are respectively, from the top to the bottom, VerySmall, Small, Medium, Big, VeryBig. It 

must be pointed out that each reference gait are really different and the step length stepL
increases when MV  increases. 

Based on the five reference gaits, the goal of our approach is to generate new gaits using a 
merger of these five learnt gaits. Consequently, after this training phase, we use a mixture 
between Fuzzy-Logic and the outputs of the CMACs neural network in order to generate 
the trajectories of the swing leg and consequently to modulate the length of the step.  
In the next section, we present the control strategy based on the Fuzzy CMAC neural 
networks. In addition, we present the control which is used to regulate the average velocity. 

5. Control strategy based on both proprioceptive and exteroceptive 
information

Figure 9 shows the control strategy which is used to control the walking robot. It should be 
noted that the architecture of this control can be decomposed into three parts: 

• The first is used to compute the trajectories of the swing leg from several outputs of the 

lCMAC  neural networks and a Fuzzy Inference System (Gait pattern). The goal of this 

part is, on the one hand, to adjust the step length as function of the average velocity, 
and on the other hand, to adapt step length in order to the robot step over obstacle.  

• The second one allows the regulation of the average velocity MV  from a modification of 

the pitch angle 
0q . When the pitch angle increases, the average velocity increases and 

when the pitch angle decreases, the average velocity decreases. It’s in fact a good and easy 
way to control the average velocity of the biped robot because MV  is function of 

0q .

• The third is composed by four PD control in order to ensure the tracking of the 
reference trajectories at the level of each joint. 
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Figure 9.  Structure of the control strategy for biped robot 

In this section, sub-section 5.1 describes the gait pattern based on the Fuzzy CMAC 
approach. In sub-section 5.2, the principle of the control of the average velocity is presented. 
And finally, we give the control laws making it possible the track of the desired trajectories.

5.1 Gait pattern

Our gait pattern is specially designed to adjust the length of the step during walking taking 
into account of both proprioceptive and exteroceptive information. The inputs of the gait 
pattern are 

1iqe =  and ],[ obsM dVX =  where obsd  and MV  represent respectively, the distance 

between the foot, and the obstacle and the measured average velocity. During the walking, the 

input e  is directly applied at each input of each l
kCMAC .

11qe =  if leg 1 is in support, and 

21qe =  if leg 2 is in support. But, the measures MV  and obsd  are represented using fuzzy sets. 

Figures 10 and 11 show the membership functions used respectively for MV  and obsd . MV  and 

obsd  are modelled by five fuzzy sets (VerySmall, Small, Medium, Big, VeryBig).  

Consequently, the desired angles d
iq 1

 and d
iq 2

, and the desired angular velocities d
iq 1

 and d
iq 2

are carried out by using a merger of the five learnt trajectories. This merger is realized by 
using TS-FIS. The choice of the fuzzy rules is carried out using pragmatic rules.  
Without obstacle ( mdobs 5.0> ), the length of the step is only a function of the average 

velocity. As human being, more MV  increases and more stepL increases. The five following 

rules allow us to adjust the step of the length as a function of the measured average velocity: 

• If VeryBigisdobs  and VerySmallisVM  then VerySmallisLstep

• If  VeryBigisdobs  and SmallisVM  then SmallisLstep

• If VeryBigisdobs  and MediumisVM  then MediumisLstep

• If VeryBigisdobs  and BigisVM  then BigisLstep

• If VeryBigisdobs  and VeryBigisVM  then VeryBigisLstep

d
MV

dq0

d
ijq swT

stT

1iq

MV

obsd

Biped 

Robot

Gait Pattern 
PD

Control 

Average 
Velocity 
Control

PD
Control 

Obstacle 
Dectection
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This implies that when VerySmallisLstep
, SmallisLstep

, MediumisLstep
, BigisLstep

,

VeryBigisLstep
, the trajectories of the swing leg [ d

iq 1
, d

iq 2
, d

iq 1
, d

iq 2
] are computed using 

respectively data held into 1CMAC , 2CMAC , 3CMAC , 4CMAC , 5CMAC .

When an obstacle is near of the robot ( mdobs 5.0< ), the length of the step depends of the 

distance between the foot of the robot and this obstacle. Consequently, if Bigisdobs  or 

Mediumisdobs , we choice to decrease the length of the step. And, if Smallisdobs  or 

VerySmallisdobs , we prefer to increase step length in order to the robot directly step over 

the obstacle. Table 3 shows all rules used by the Fuzzy CMAC in the case of the presented 
gait pattern. 

Figure 10. Membership functions used to compute MV

Figure 11. Membership functions used to compute obsd

MV

obsd
VerySmall Small Medium Big VeryBig

VerySmall 4O 4O 4O 4O 5O
Small 5O 5O 5O 5O 5O

Medium 1O 1O 1O 1O 1O
Big 1O 2O 3O 4O 4O

VeryBig 1O 2O 3O 4O 5O

Table 3. Fuzzy rules ( kO  correspond to the output of the kCMAC )
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5.2 Average velocity control 

This high level control allows us to regulate the average velocity by adjusting the pitch 
angle of the trunk at each step using the error between the average velocity MV  and the 

desired average velocity d
MV  and its derivative. MV  is calculated using equation 1.  At each 

step, dq0Δ , which is computed using the error between MV  and d
MV  and its derivative 

(equation 19), is then added to the pitch angle of the previous step )(0 nq d  in order to carry 

out the new desired pitch angle of the following step )1(0 +nq d  as shown in equation 20. 

)()(0 M
d

M
V

M
d

M
Pd VV

dt
dKVVKq −+−=Δ  (19) 

ddd qnqnq 000 )()1( Δ+=+  (20) 

5.3 PD control 

The third one is composed by four PD control in order to be sure of tracking the reference 

trajectories on each joint. The torques kneeT  and 
hipT  applied respectively to the knee and to 

the hip are computed using the PD control. During the swing stage, the torques are carried 

out by using equations 21 and 22. d
ijq  and d

ijq  are respectively the reference trajectories 

(position and velocity) of the swing leg from the output of the Fuzzy-CMAC (j=1 for the hip, 
j=2 for the knee). 

)()( 1111 i
d
i

v
hipi

d
i

p
hip

sw
hip qqKqqKT −+−=  (21) 

)()( 2222 i
d
i

v
kneei

d
i

p
knee

sw
knee qqKqqKT −+−=  (22) 

Secondly, the knee of the stance leg is locked, with 02 =d
iq  and 02 =d

iq  (equation 23), and 

the torque applied to the hip allows to control the pitch angle of the trunk (equation 24). 
0q

and
0q  are respectively the measured absolute angle and angular velocity of the trunk. dq0

is the desired pitch angle. 

22 i
v
hneei

p
knee

st
knee qKqKT −−=  (23) 

000 )( qKqqKT v
trunk

dp
trunk

st
hip −−=  (24) 

6. Results 

The goal of the two main results presented in this section is to show the interest of the 
proposed approach. First, we present results about the walking of the biped robot when the 
average velocity increases. Second, we show that the robot can step over a static obstacle.  

6.1. Step length function of average velocity 

Figure 12 shows the stick-diagram of the biped robot walking sequence when the desired 
average velocity increases. It must be noticed that the control strategy, based on the five 
reference gaits learnt during the training phase of CMAC neural networks (see section 4.3), 
allows adapting progressively the length of the step as a function of the average velocity. 
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Figure 13 shows the desired average velocity d
MV , measured velocity MV  and step 

length
stepL . When d

MV  increases from sm /4.0  to sm /1 , MV  increases gradually and 

converges towards the new value of d
MV . stepL  increases automatically from m25.0  to 

m43.0  from the measured average velocity at each step. The regulation of the average 

velocity at each step is obtained thanks to an adequate adjustment of the pitch angle (see 
section 5.2). But, given that the swing leg trajectory depends on the average velocity, the 
length of the step is automatically adjusted as a function of MV  thanks to the Fuzzy CMAC. 

It must be pointed out that the average velocity is bigger than sm /8.0 , the length of the 

step stay constant ( mLstep 43.0= ).

Figure 12. Stick-diagram of the walking robot when the average velocity increases 

Figure 13. Average velocity and step length when the desired average velocity increases 
from 0.4m/s to 1m/s 

6.2. Avoidance obstacle using step over strategy 

The goal of this simulation is to show how the robot can step over an obstacle. In this 
example, the length and the height of the obstacle are respectively m2.0  and m05.0 . Figures 

16 and 17 show respectively stick-diagrams when the biped robot is walking on the floor 
whit and without obstacle. Without obstacle, the length of the step depends only of the 
average velocity. Consequently, stepL  is quasi-constant during the walking. But if an obstacle 

occurs, our control strategy allows adjusting the step of the length in order to the robot steps 
over this obstacle. Figure 16 shows the length of the step when the robot is walking on the 
floor without and with obstacle. In the case of the presented example, the step length is 
adjusted in order to the landing point of the swing leg is located just before the obstacle. The 
next step, the step length increases allowing to the robot to step over the obstacle.  
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Figure 14. Walking of the biped robot without obstacle on the floor

Figure 15. Walking of the robot when it steps over an obstacle 

Figure 16. Length of the step when the robot is walking on the floor without and with 
obstacle

7. Conclusion and further works 

In this chapter, we have described a control strategy based on both proprioceptive and 
exteroceptive information for autonomous biped robots. The first presented results, carried 
out on the basis of computer based simulation techniques, are very promising and prove 
that the proposed approach is a good way to improve the control strategy of a biped robot. 
First, we show that, with only five reference gaits, it is possible to generate other gaits. The 
adjustment of the step length as a function of the average velocity is due to the gait pattern 
based on the Fuzzy CMAC structure. Moreover, with a fuzzy evaluation of the distance 
between the robots’ feet and an obstacle, our control strategy allows to the biped robot to 
avoid an obstacle using step over strategy.  
However, it is important to remind that fuzzy rules are based on pragmatic approach and 
are constructed on the basis of some pre-defined membership functions shapes. For this 
reason, the presented control strategy may reach some limitation when biped robot comes 
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across more complex obstacles. Furthermore, in the real word, exteroceptive perception 
needs to use sensors as camera. Consequently, our further works will focus on two 
complementary directions: the first one will concern the study of the reinforcement learning 
strategy in order to increase the abilities of obstacles avoidance; the other one will 
investigate potentials of the exteroceptive information using vision. Based on these futures 
works, it will be possible to carry out experimental validations on the real robot RABBIT. 
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1. Introduction  

Biped walking is one of the major research targets in recent humanoid robotics, and many 
researchers are now interested in Passive Dynamic Walking (PDW) [McGeer (1990)] rather 
than that by the conventional Zero Moment Point (ZMP) criterion [Vukobratovic (1972)]. 
The ZMP criterion is usually used for planning a desired trajectory to be tracked by a 
feedback controller, but the continuous control to maintain the trajectory consumes a large 
amount of energy [Collins, et al. (2005)]. On the other hand, PDW enables completely 
unactuated walking on a gentle downslope, but PDW is generally sensitive to the robot's 
initial posture, speed, and disturbances incurred when a foot touches the ground. To 
overcome this sensitivity problem, ``Quasi-PDW'' [Wisse & Frankenhuyzen (2003); 
Sugimoto & Osuka (2003); Takuma, et al. (2004)] methods, in which some actuators are 
activated supplementarily to handle disturbances, have been proposed. Because Quasi-PDW 
is a modification of the PDW, this control method consumes much less power than control 
methods based on the ZMP criterion. In the previous studies of Quasi-PDW, however, 
parameters of an actuator had to be tuned based on try-and-error by a designer or on a priori
knowledge of the robot's dynamics. To act in non-stationary and/or unknown 
environments, it is necessary for robots that such parameters in a Quasi-PDW controller are 
adjusted autonomously in each environment. 
In this article, we propose a reinforcement learning (RL) method to train a controller 
designed for Quasi-PDW of a biped robot which has knees. It is more difficult for biped 
robots with knees to walk stably than for ones with no knees. For example, Biped robots 
with no knee may not fall down when it is in an open stance, while robots with knees can 
easily fall down without any control on the knee joints.  
There are, however, advantages of biped robots with knees.  Because it has closer dynamics 
to humans, it may help to understand human walking, and to incorporate the advantages of 
human walking into robotic walking. Another advantage is that knees are necessary to 
prevent a swing leg from colliding with the ground. In addition, the increased degrees of 
freedom can add robustness given disturbances such as stumbling. 
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Our computer simulation shows that a good controller which realizes a stable Quasi-PDW 
by such an unstable biped robot can be obtained with as small as 500 learning episodes, 
whereas the controller before learning has shown poor performance. 
In an existing study [Tedrake, et al. (2004)], a stochastic policy gradient RL was successfully 
applied to a controller for Quasi-PDW, but their robot was stable and relatively easy to 
control because it had large feet whose curvature radius was almost the same as the robot 
height, and had no knees. Their robot seems able to sustain its body even with no control. 
Furthermore, the reward was set according to the ideal trajectory of the walking motion, 
which had been recorded when the robot realized a PDW. In contrast, our robot model has 
closer dynamics to humans in the sense that there are smaller feet whose curvature radius is 
one-fifth of the robot height, and knees. The reward is simply designed so as to produce a 
stable walking trajectory, without explicitly specifying a desired trajectory. Furthermore, the 
controller we employ performs for a short period especially when both feet touch the 
ground, whereas the existing study above employed continuous feedback control. Since one 
definition for Quasi-PDW is to emit intermittent control signals as being supplementary to 
the passivity of the target dynamics, a design of such a controller is important. 
The rest of the article is organized as follows.  Section 2 outlines our approach. Section 3 
introduces the details of the algorithm using policy gradient RL as well as simulation setup. 
Section 4 describes simulation results. We discuss in section 5 with some directions in future 
work.

2. Approach Overview 

Fig. 1 depicts the biped robot model composed of five links connected by three joints: a hip 
and two knees. The physical parameters of the biped robot model are shown in Table 1. The 
motions of these links are restricted in the sagittal plane. The angle between a foot and the 
corresponding shank is fixed. Because we intend to explore an appropriate control strategy 
based on the passive dynamics of the robot in this study, its physical parameters are set 
referring to the existing biped robots that produced Quasi-PDW [Wisse & Frankenhuyzen 
(2003); Takuma, et al. (2004)]. As described in Fig. 1, stands for the absolute angle between 
the two thighs, knee1 and knee2 denote the knee angles, and denotes the angular velocity of 
the body around the point at which the stance leg touches the ground. The motion of each 
knee is restricted within [0, /4] [rad]. 

Body

Thigh

Shank

Foot

Figure 1. 2D Biped Model 
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Table 1. Physical parameters of the robot.  Value of curvature radius 

Our approach to achieving adaptive controls consists of the following two stages. 
(1) The two knees are locked, and the initial posture which realizes PDW by this restricted 
system are searched for. The initial posuture is defined by the initial absolute angle between 
two thighs, s, and the initial angular velocity of the body around the point at which the 
stance leg touches the ground, s. These values are used for the initial setting of the robot in 
the next stage. 
(2) The two knees are then unlocked, and the robot is controlled by an intermittent 
controller with adjustable parameters. The parameters are modified by reinforcement 
learning (RL) so that the robot keeps stable walking. 
These two stages are described in detail in the followings. 

2.1 Searching for the initial conditions 

In the first stage, we searched for an initial posture, denoted by s and s, which realize 
PDW by the robot with the locked knees, on a downslope with a gradient of = 0.03 [rad]. 
For simplicity, we fixed s = /6 [rad] and searched a region from 0 to [rad/sec] by /180 
[rad/sec], for s that maximizes the walking distance. The swing leg of compass-like biped 
robots which have no knees necessarily collides with the ground, leading to falling down. 
Thus, in this simulation, the collision between the swing leg and the ground was ignored. 
We found s = 58 × /180 [rad/sec] was the best value such to allow the robot to walk for 
seven steps. 

2.2 Design of a Controller 

In light of the design of control signals for the existing Quasi-PDW robots, we apply torque 
inputs of a rectangular shape to each of the three joints (cf. Fig. 2). One rectangular torque 
input applied during one step is represented by a fourdimensional vector = { Hip,Amp,

Hip,Dur, Kne,Flx, Kne,Ext}. Hip,Amp and Hip,Dur denote the amplitude and the duration of the 
torque applied to the hip joint, respectively, and Kne,Flx and Kne,Ext are the amplitude of 
torques that flex and extend the knee joint of the swing leg, respectively. The manipulation 
of the knees follows the simple scheme described below to avoid the collision of the 
swinging foot with the ground, so that a swing leg is smoothly changed into a stance leg (cf. 
Fig. 2). First, the knee of the swing leg is flexed with Kne,Flx [Nm] when the foot of the swing 
leg is off the ground (Fig. 2(b)). This torque is removed when the foot of the swing leg goes 
ahead of that of the stance leg (Fig. 2(c)), and, in order to make the leg extended, a torque of 

Kne,Ext is applied after the swing leg turns into the swing down phase from the swing up 
phase according to its passive dynamics (Fig. 2(d)). To keep the knee joint of the stance leg 
being extended, 1 [Nm] is applied to the knee joint. is assumed to be distributed as a 
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Gaussian noise vector, while the mean vector τ is modified by the learning, as described in 

the next section. 

time [sec]
0

0

Torque [Nm]

(a) (d) (e)

(1)

(2)

(3)

Torque [Nm]

(c)

time [sec]

(b)

Amp

Dur

Kne,Flx

Kne,Ext-

Figure 2. Torque applied to the hip joint and the knee joint. (1) Motions of the swing leg 
during a single step. (2) Torque applied to the hip joint. (3) Torque applied to the knee joint 
of the swing leg. (a) A single step starts when both feet touch the ground. (b) After the 
swing leg is off the ground, the robot begins to bend the knee of the swing leg by applying a 
torque of Kne,Flx [Nm]. (c) The torque to the knee is removed when the foot of the swing leg 
goes ahead of that of the stance leg. (d) When the thigh of the swing leg turns into the swing 
down phase from the swing up phase, a torque of Kne,Ext [Nm] is applied in order to extend 
the swing leg. (e) The swing leg touches down and becomes the stance leg 

3. Learning a Controller 

3.1 Policy gradient reinforcement learning 

In this study, we employ a stochastic policy gradient method [Kimura & Kobayashi (1998)] 
in the RL of the controller’s parameter τ , by considering the requirement that the control 

policy should output continuous values. The robot is regarded as a discrete dynamical 
system whose discrete time elapses when either foot touches the ground, i.e., when the robot 
takes a single step. The state variable of the robot is given by sn = ( n, n), where n counts the 
number of steps, and n and n stand for the absolute angle between two thighs at the n-th 
step and the angular velocity of the body around the point at which the stance leg touches 
the ground, respectively. 
At the onset of the n-th step, the controller provides a control signal τ n, which determines 

the control during the step, according to a probabilistic policy (τ |τ ). At the end of this 

step, the controller is assumed to receive a reward signal rn. Based on these signals, a 
temporal-difference (TD) error is calculated by 

     = {r  + V(sn+1)} - V(sn),  (1) 

where (0 1) is the discount rate. V denotes the state value function and is trained by 
the following TD(0)-learning: 

    V(sn) = V(sn) +   (2) 
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where e is the eligibility and D is the eligibility trace. (0 1) is the diffusion rate of the 

eligibility trace and p is the learning rate of the policy parameter. After policy parameter nτ
is updated into 

1+nτ ,  the controller  emits a  new control signal according the new  policy 

(τ |
1+nτ ). Such a concurrent on-line learning of the state value function and the policy 

parameter is executed until the robot tumbles (we call this period an episode), and the RL 
proceeds by repeating such episodes. 

3.2 Simulation setup 

 In this study, the stochastic policy is defined as a normal distribution: 
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so that the covariance is given by 
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where Hip,Amp, Hip,Dur, Kne,Flx and Kne,Ext are constant standard deviations of noise, set at 0.3,
0.05, 0.3 and 0.3, respectively. We assume each component of τ is 0 or positive, and if it 

takes a negative value accidentally it is calculated again, similarly to the previous study 
[Kimura, et al. (2003)]. The reward function is set up as follows. If a robot walks stably, n

and n should repeat similar values over steps. Furthermore, the robot should take no step in 
the same place, i.e., n+1 needs to be large enough. To satisfy these requirements, we define 
the reward function as 

( ).r 2
nnnn θθθ −−= ++ 11exp  (8) 
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Figure 3. Landscape of the reward function 

Figure 3. shows the landscape of this reward function. The value function is represented by 
a table over grid cells in the state space, and the value for each grid cell is updated by 
equation (2). In this study, we prepared 10 grid cells; the center of the fifth cell was for 

(Fig. 4), and the grid covered the whole state space, by assigning the 0-th cell to the range: 

 < 0, and the 9-th cell to the range:  > 2 . We used = 0.5, p = 0.01, and = = 0.95

0

0 1 4 5 6 72 3 8 9

s

Figure 4. Discretization of the state space 

In this study, we used a 3D dynamics simulator, Open Dynamics Engine [ODE]. In 
simulation experiments, motions of the robot were restricted in the sagittal plane by 
configuring a symmetric robot model with nine links (Fig. 5). It should be noted this nine-
links robot has equivalent dynamics to the five-links model (Fig. 1), under the motion 
restriction in the sagittal plane; this nine-links model was also adopted by Wisse and 
Frankenhuyzen (2003) and by Takuma et al. (2004). 

4. Simulation Results 

Although the physical parameters of our robot were set referring to the existing Quasi-PDW 
robots, our robot with unlocked knees was not able to produce stable walking by itself. 
Then, this section describes the way to train the controller according to our RL scheme. 
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Figure 5. Dynamics simulation of the nine-links model with ODE 

4.1 Passive walking without learning 

Figure 6. Stick diagram of the passive motion by the robot with knees. Plot intervals are 50 
[ms]
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Figure 7. Body’s trajectory of the passive robot with knees 
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First, we examined whether the robot with unlocked knees was able to produce stable 
walking on a downslope with  = 0.03 [rad], when it received no controls to the hip joint or 
the knee joints. The unlocked knees were controlled in the same manner as that described in 
section 2.2. Initial conditions were set at 0 = s[rad] and 0 = s [rad/sec], which are the 
same as those where the knee-locked model performed seven steps walking. As Fig. 7 
shows, the robot with unlocked knees walked for 80 cm and then fell down. The robot was 
not able to walk passively when the knees were unlocked but uncontrolled. 

4.2 Learning a controller  

The experiment in section 4.1 showed that the robot with unlocked knees was not able to 
produce stable walking without any control to the hip joint or the knee joints, even when 
starting from possibly good initial conditions s and s. Then, in this section, we applied on-
line RL to the automatic tuning of the parameter τ . At the beginning of each episode, the 

robot’s initial conditions were set at 0 = s, 0 = s, and the episode was terminated either 
when the robot walked for 20 steps or fell down. When the height of the robot’s ‘Body’ 
became smaller than 80% of its maximum height, it was regarded as a failure episode 
(falling down). RL was continued by repeating such episodes. 
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Figure 8. Moving averages of number of steps, cumulative reward, and distance to have 
walked

Fig. 8 shows the moving averages for ±20 episodes of walking steps (top), cumulative 
reward (middle), and walking distance (bottom), achieved by the robot. The steps increased 
after about 400 learning episodes, and went up to nearly 20 steps after about 500 learning 
episodes. In the early learning stage, the cumulative reward and walked distance were small 
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though the robot walked for more than 10 steps, indicating the robot was walking stumbling 
with small strides. Using the deterministic controller with the parameter τ after 500 

training episodes, the robot was able to walk for more than 20 steps (Fig. 9). The parameter 
at this time was τ = (0.70, 0.17, 0.93, 0.51). 
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Figure 9. Values of n and n during the walking for 50 steps by the controller after 500 
learning episodes 

Figure 10. Stick diagram motion by the robot after 500 learning episodes. Plot intervals are 
50 [ms] 
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4.3 Energy efficiency  

Table 2. Energy efficiency calculated as cmt. *These values are excerpted from literature [12] 

Table 2 compares energy efficiency of Quasi-PDW acquired in this study with the others. 
For this comparison, the dimension-less cost of transport,  

 cmt = (used energy)/(weight × distance)   (9) 

was employed [Collins, et al. (2005)]; cmt is suitable for comparing energy efficiency of 
simulators with that of real robots, because cmt evaluates the effectiveness of the mechanical 
design and controller independently of the actuator efficiency. Note that energy from the 
gravity is included in the calculation of cmt (= 0.093) for our simulated robot. The cmt value 
achieved by our on-line RL is larger than the one of the PDWcontrolled robot (Dynamite), 
while it is much smaller than the one of the ZMP criterion (ASIMO). 

4.4 Robustness against disturbances 

To see the robustness of the acquired Quasi-PDW against possible disturbances from the 
environment, we conducted two additional experiments. 
First, we let the robot with the control parameter after 500 training episodes walk on 
downslopes with various gradients. Fig. 11 shows the results for  = 0.02 - 0.05 [rad]. The 
robot was able to walk for more than 50 steps on downslopes with  = 0.02 - 0.04 [rad], and 
22 steps with 0.05 [rad]; the controller acquired through our on-line RL was robust against 
the variation (in the gradient) of the environment. Second, we applied impulsive torque 
inputs to the hip joint during walking. Fig. 12 shows the time-series of n in the same 
condition as Fig. 9, except that impulsive torque inputs were applied as disturbances at the 
time points with the arrows. Each disturbance torque was 1 [Nm] and was applied so as to 
pull the swing leg backward for 0.1 [sec] when 0.4 [sec] elapsed after the swing leg got off 
the ground. As this figure shows, n recovered to fall into the stable limit cycle within a few 
steps after disturbances, implying that the attractor of the acquired PDW is fairly robust to 
noise from the environment. 
Additional qualitative analysis by means of return map was performed in order to 
investigate changes in walking robustness through learning. Fig. 15 plots return maps 
during walking after disturbances as well as steady state walking at 440 and 500 episodes, 
respectively. In this figure, the return map is depicted by circles, crosses, and triangles for 
right after disturbance, next step, and two steps after, respectively (cf. Fig. 14). The maps for 
steady-state walking (Fig. 15(a),(c)) show the robot was walking stably by keeping n at
around 0.6 [rad] in both cases of after 440 and 500 learning episodes. The upper part of Table 
3 shows < n>, the average n during steady-state walking, after 440, 480, 500, 700, and 900 
learning episodes. < n> gets large after 500 episodes, which would be induced by the 
increase in the accumulated reward (Eq. 8). This reward increase was mainly due to the 
increase in the step length, even after n+1- n became almost zero achieved by making 
periodic walking. 
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Figure 11. Values of n and n on downslopes with various gradients 

The maps after disturbance (Fig. 15(b),(d)) show the disturbed walking recovered quickly 
the steady-state walking. The lower part of Table 3 shows the average step required for 
recovery did not decrease in a monotonic fashion, but they are all small enough regardless 
of the gradual increase in < n> through learning. 

Table 3. Mean values of n during steady walking and of numbers of steps necessary to 
recover steady walking after the disturbance 
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Figure 15. Return maps after 440 or 500 learning episodes 

5. Discussion 

In this study, we proposed an on-line RL method suitable for Quasi-PDW by a 2D biped 
robot, whose possession of knees makes the system unstable. Our study is underlaid by the 
perspective of low energy consumption and good correspondence to human walking. RL 
was applied not only for the hip joint but also for the knee joints of the robot, and our 
learning method was successful in making the unstable robot produce stable walking after 
as small as 500 training episodes, despite of usage of simple intermittent controllers. 
Although the controller itself was simple, simulation experiments on downslopes with 
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various gradients and through addition of impulsive disturbances have shown that the 
stochastic policy gradient method with a reward function that encourages continuing 
rhythmic walking steps have successfully contributed to making the PDW robust against 
various noise in the environment. 
Our learning method consisted of two stages, as described in section 2. After roughly 
searching in the first stage for an initial angular velocity with which the robot with locked 
knees walked for several steps, RL was applied to the robot with unlocked knees, starting 
from the initial condition obtained in the first stage. This two-stages learning reminds us of a 
developmental progression found at least in humans [Bernstein (1968); Newell & 
Vaillancourt (2001)] which increases the degree of freedoms as the learning proceeds; after a 
primitive control is achieved for a restricted system with a low dimensionality, frozen 
dimensionality is gradually released to realize more complex and smooth movements by the 
high-dimensional system. Furthermore, animals seem to employ different controllers in the 
initiation phase and in the maintenance phase for effect e.g., it has been known that three 
steps in average are required to initiate stationary walking in humans [Miller & Verstraete 
(1996)]. We consider the first stage of our approach could correspond to the initiation stage 
above.
As another reason for our successful results, our adaptive controller was trained by RL as to 
apply intermittent energy for maintaining stable PDW. This intermittent control was 
inspired by the studies of the measurement of human EMG [Basmajian (1976)] and robot 
control based on the idea of Quasi-PDW conducted by Collins et al. (2005) or by Takuma et 
al. (2004). To develop an energy-efficient control method of robots, considerable care about 
the passivity of the robot should be taken, as Collins suggested. Furthermore, the dynamics 
of robots with many degrees of freedom generally constitutes a nonlinear continuous 
system, and hence controlling such a system is usually very difficult. Our approach 
successfully realized efficient learning, which required as small as 500 learning episodes 
even with learning for knee joints, by introducing the policy that emits intermittent control 
signals and a reward function encouraging stable motions, both of which well utilized the 
passivity of the robot. Our learning method is not restricted to locomotion, since the 
computational problem and the importance of passivity are both general, although what 
kind of controllers should be activated or switched when and how are remained as 
interesting and significant problems for general applicability. From a theoretical point of 
view, our results indicate that passivity of the robot together with the two-stages scheme 
effectively restricted a high-dimensional control space of the robot. Nakamura et al. 
demonstrated that an RL in which a central pattern generator (CPG) was employed 
succeeded in training a simulated biped robot which had also five links including knees 
[Nakamura, et al. (2004)]. In their method, the control space was restricted such that the 
outputs of the controller were likely rhythmic control signals. Combination of such CPG-
constrained learning scheme and the passivity constrained learning scheme would be 
interesting not only for more robust locomotion but also for control of various types of high-
dimensional robots. It should also be noted here that CPG seems to be employed for human 
locomotion [Dietz, et al. (2002)]. Our approach would be plausible in the perspective of 
energy efficiency and understanding of human walking [Basmajian (1976)]. Along with this 
issue, how to incorporate the idea of energy efficiency into the reward function is 
interesting. Another interesting avenue for future work is to devise a method to produce 
stable walking on a level ground. In addition, we are conducting experiments with a real 
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biped robot [Ueno, et al. (2006)], which would enhance the applicability of the current 
methodological study. 
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An Adaptive Biped Gait Generation Scheme 
Utilizing Characteristics of Various Gaits 
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Japan 

1. Introduction  

The purpose of this study is to develop a biped locomotion movement generator, named the 
Sensor-Based Gait Generation system, for humanoid robots that puts biped locomotion to 
practical use in real environment.  The proposed method, in short a gait generator, enables 
humanoids to use various gaits according to walking surface condition. Policies and 
structure of the Sensor-Based Gait Generation system are described. A gait generator that is 
based on the proposed method is designed and implemented onto an original humanoid to 
demonstrate effectiveness of the proposed method. 
Human beings clearly differentiate their walking movements on the downward slope, on 
the slippery surface and on the flat ground.  In other words, humans use a gait that is 
appropriate to the condition of the walking surface.  At present, however, most humanoid 
robots use only a single gait with possibly adjustable parameters and therefore have clear 
disadvantage compared with humans.  The proposed method imitates gait selection strategy 
of human and thus eliminates this deficiency. 
Many gait generation methods have been proposed already. A gait generated by any one of 
those methods has good characteristics and shortcomings and therefore has advantages and 
disadvantages against a given walking surface condition. When humanoids adopt the 
proposed gait generator, they will be able not only to walk on every road conditions but also 
to take advantages of good characteristics of each gait. 
Especially, we focus on policies of the Sensor-Based Gait Generation system in this paper. 
One of the two major topics is the explanation of its main components and the other is the 
configuration of criteria for gait evaluation. In addition, structure of the Sensor-Based Gait 
Generation system based on this methodology is discussed. After explaining the developed 
and implemented system that realizes the proposed method, details of environment for 
experiments are described.  Experimental results clearly exhibit practical advantages of the 
proposed method.  Capabilities of the implemental system shown by experimental results 
are summarized. Conclusions and items for further study are listed at the end. 

2. Sensor Based Gait Generation System 

The Sensor-Based Gait Generation system realizes continuous gait transition from the 
current gait to a suitable gait for the condition at the moment. The most important points, 
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therefore, are the gait evaluation and the rule of gait changeover. “What can be the criterion 
for gait transition?” and “how we evaluate gaits?” are the main subjects of this section. They 
are described according to the proposed system outline and functions of its components. 
The policies on those points and the range of application of the proposed method are also 
described here.  
A schematic diagram that shows the processing flow of the proposed system is given in 
Fig.1.  The box with dotted line represents the proposed Sensor-Based Gait Generator and 
consists of a gait generator and a gait library.  The gait generator contains a gait selector and 
an interpolator.  The gait library stores gait modules and a transition module where each 
gait module is capable of generating a gait according to a conventional method.   
When a walk command is given to the system, the gait selector chooses a suitable gait 
module according to the walking surface condition and robot’s own state that are obtained 
from various sensors.  Next, the interpolator generates reference angles for every joint using 
the selected gait module.  The output of the gait generator is distributed to actuators 
through the gait stabilizer with possible compensations to gaits. Elements and functions of 
the gait generator and the gait library are explained in detail below. 

Figure 1.  Schematic diagram of the Sensor-Based Gait Generation system 

2.1 Gait Selector 

Gait Selector is the central component of the proposed system and is responsible for 
choosing a gait from information on walk surface and on the state of the robot. 
When designing the Gait Selector, we need to consider various factors. At least, the 
following factors must be considered.  
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Mobility
Mobility is the index of traversability of a given gait. The height that a target humanoid can 
go over is a good example of traversability. Applicable walking field condition of each gait 
module is also included. For instance, a gait module for generating constant stride is not 
applicable to steppingstone condition. 
Stability Margin (Falling Risk Management)
To ensure sufficient stability margin is to keep avoiding tumbling. Not only the stability 
margin but also the risk management of tumbling should be included. 
Motion State
Motion state is the index of performance against the desired motion. Gait Selector monitors 
the gait state to realize desired performance. 
Although we have listed mobility, stability margin and motional state as the basic items to 
be considered, it is obvious that this set is not enough for an all-round gait switching rule for 
humanoid in real environment. When a humanoid walk on sludge, there are two choices of 
walking strategy. One way may be to walk faster and to pass the sludge as soon as possible 
without considering stability. The other way is to walk slowly with sufficient stability 
without considering the traversal time. The choice is dependent on the assigned task and the 
risk tolerance of falling. Expected energy efficiency can be important too when the given 
task requires long time duration. Dynamic priority arrangement of gait selection according 
to the given task for those situations is a quite interesting problem but is left for the future 
study. Sensory data are utilized, in this study, only for module switching according to the 
gait selection rule that is specified by the operator. 

2.2 Interpolator 

Interpolator is the gait generation engine of the system.  It uses the gait module, which Gait 
Selector has chosen, in composing angle trajectories of joints. There are two procedures to 
generate gaits depending on the type of the chosen gait module.  
Gait modules that can generate joint angles in real time 
Gait setting parameters, such as walk period and stride, are given to the gait module chosen 
by the Gait Selector and reference angles of the links are generated real time basis.  
Gait Modules not suited for real time generation 
Two angle trajectories, chosen from a set of trajectories that are pre-generated and stored 
according to an algorithm, are compounded to form the reference angles. 

2.3 Gait Modules 

A gait module is a self-sustained package of a particular gait.  It either contains a gait 
generating algorithm or a set of pre-generated gaits. Gait modules are identified by gait 
generation method. Gait modules that are generated by off-line algorithms contain numbers 
of pre-generated angle trajectories. These gait modules are compiled as a database and 
stored in Gait Library with required information for each gait module. 

2.4 Transition Module 

Each gait module simply generates gaits according to the chosen algorithm and therefore, a 
caution must be exercised when connecting the trajectories from different gait modules. The 
transition module contains one or more algorithms for generating transitional movements to 
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maintain dynamical integrity of the walk when a change of gait is selected. In Section 4, the 
proposed algorithms are explained in detail. 

2.5 Gait Evaluation 

Numerical index of gait performance is required for evaluation of a gait module or a chain 
of gait modules. We utilize the following three indices, which can summarize the 
characteristics of a gait. 
Achievement Rate 
The rate of success of the desired traversal on conceivable surface environments 
Moving Velocity 
The traversal velocity on a given surface environment  
Energy Efficiency of Locomotion 
Traversal distance per unit energy (We use supplemented energy that is defined in the next 
subsection to calculate this index.) 
Characteristics of gaits are converted into numerical values using these indices. In addition, 
weighted summation of these values is adopted as an integrated evaluation factor of a gait. 
It is mentioned that other criteria for evaluation can be added to this list when a need arises.  

2.6 Supplemented Energy 

Supplemented energy per step is defined to be the sum of consumed energy of actuators 
while a robot walks a step.  It is obvious that smaller the supplemented energy less the lost 
energy.  The supplemented energy is derived from the rates of changes of the positional 
energy and the kinetic energy.  In case of a movement that has no lost energy, like a natural 
response of the inverted pendulum, the potential energy decreases as much as the kinetic 
energy increases because there is no actuation.  Thus, it can be said that a movement is 
closer to ideal if the sum of the rate of potential energy variation, in short the power, and the 
rate of kinetic energy variation is closer to zero. 
The supplemented energy is computed with the following procedures.   

• The powers corresponding to the potential and the kinetic energy 
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where

:KP  Power by kinetic energy 

:, ii yx  Position of CoG of link i
:,, ZiYiXi θθθ  Angles of link i about the x , y and z axes

:,, ZiYiXi III  Height of CoG of link  i
Next, the sum of the two powers is computed.  Note that a positive sum implies that the 
total torque is applied towards the direction of walk.  On the contrary, a negative sum 
implies that the total torque is acting on the reverse direction of walk.  Here, it is assumed 
that the type of actuators of the robot have no capacity to keep energy.  Then, the total 
'effort' of actuators can be represented by the absolute value of the sum of powers. Hence, it 
is used here as the index of the consumed energy. 

Kp PPP +=  (3) 

where

:P  Total power 

The total supplemented power per step is computed by integration of the total power over 
the time interval of a step. 

=
T

PdtE
0

 (4) 

where

:E  Supplemented Energy 

:T  Time interval of a step 

3. System Architecture Methodology 

The architecture of the Sensor Based Gait Generation system is described in detail. The 
design procedure of the proposed system is described first. The selection criteria of gait 
modules are explained afterwards. 

3.1 Procedure 

The design flow of the Sensor-Based Gait Generation system is as follows:  
1. Preparation of gait modules using available gait generation schemes 
2. Evaluation of gait modules on each ground condition 
3. Designing and development of Gait Selector 
4. Installation and architecture optimization 
We prepare self-sustained gait modules first. Then, gait modules are categorized according 
to their mobility and labeled with applicable ground conditions. We evaluate gait modules 
by rehearsal walking to verify the appropriateness of the relationship between the gait 
module and ground conditions. Next, Gait Selector is configured by criteria that are based 
on stability margin and motion state of walking. Finally, we fine-tune Gait Selector by 
installing the Sensor-Based Gait Generation system onto the target humanoid. 
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3.2 Selection Criteria of Gait Modules 

Among three factors mentioned in Subsection 2.1, the mobility parameter of a gait module is 
included in the module because it is used only for the test of applicability of the module. 
Therefore, only gait selection based on stability margin and motion state is explained here. 
Basically, sensory information is classified roughly into prior information set and posterior 
one. For example, cameras and laser range finders give prior information of the ground 
condition. Environment maps that are given by the operator are also included in the prior 
information set. This information is typically utilized for prediction of ground conditions. 
Prior information is mostly used in determination of the applicable gait modules for the 
given ground condition. Preliminary motion for the expected change of ground condition 
(kajita2003) is a good application example of the prior information. On the other hand, 
posterior information is utilized to evaluate the stability margin and the motion state. The 
posterior information is obtained at real-time basis during actual walk. It is very important 
for the gait selection because disturbances on the balance of gaits can only be detected at 
real-time basis. Instability that is rooted in ground conditions undetectable by the prior 
information can, therefore, be absorbed by a gait switching according to the posterior 
information. 
With the above observations, gait modules are selected according to the following policies 
based on the posterior information.  
1. The stability margin must be kept at an appropriate level  
2. The current motion state should be made closer to the ideal state 
Here, we use the following physical quantities in evaluating the above policies:  

• Criterion for stability margin:  ZMP (Zero Moment Point) 

• Criterion for motion state:  Angular Momentum 
This set of choices comes from the fact that the most gaits for humanoids are based on the 
ZMP stability criterion and all of the developed gait modules adopt ZMP criterion. Since 
ZMP and angular momentum are commonly used, discussions on those criteria are omitted 
here. 

4. Gait Transition Algorithm 

Two algorithms that connect joint angle trajectories at the time of gait module changes are 
described in this section. These algorithms are stored in the transition module.  

4.1 Algorithm 1: Transition in Double-Leg Supporting Phase  

This transition method is applicable when the switching of gait modules occur during the 
double-leg supporting phase. It generates motions in this phase for connecting gaits before 
and after this phase.  Two 2-D dynamics models in the sagittal and lateral plane are used to 
simplify the actual 3-D movement of humanoid. Dynamics model in the sagittal plane is 
shown in Fig.2 together with the corresponding 3-D model. It is assumed that there is no 
interference between the sagittal and lateral planes. Trajectories of the waist joint in both 
sagittal and lateral planes are determined first from positions and speeds of the waist joint at 
the end of the prior gait and the start of the new gait.  It is noted that all other joint angle 
trajectories of humanoids with geometrical configurations of the 3-D model in Fig. 2 are 
obtainable from this information.  
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Figure 2.  DOF distribution and dynamics model in the sagittal plane 

The waist joint trajectory is designed using cubic polynomials as shown in Eq. (5), Eq. (6) 
and Eq. (7).  Note that those functions have enough number of parameters to continuously 
connect the position and speed trajectories of the waist joint at the start and the end.  Both 
the initial and final conditions of the waist joint trajectory are determined from the 
supporting leg, which is the hind leg for the initial condition and the fore leg for the final 
condition.  It is also noted that the speed of the waist joint looking from the support-leg 
expresses the absolute speed of the robot trunk. 
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:t  Time 

:)(),(),( tztytx www  Position of waist at time t 

:,, znynxn ααα  Coefficients of cubic polynomial 

The waist joint trajectories shown in Eq. (5) and Eq. (7) are used to compute angle 
trajectories of links in the sagittal plane.  Here, the upper body is vertically fixed in order to 
prevent large movement of the center of gravity.  The angle orbit of each link can be 
determined using Eq. (8) – Eq. (9) from geometrical constraints representing kinematics 
configuration of the robot.  The same procedure is also applicable in the lateral plane. 
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where

:)(tsiθ  Angle orbit of link i  in sagittal plane 

:St  Stride 

:wfL  Length parameter for computation of fore leg 

:wbL  Length parameter for computation of hind leg 

:wfφ  Angle parameter for computation of fore leg 

:wbφ  Angle parameter for computation of hind leg 

Figure 3. Movement while transition in double-supporting phase 

The advantage of this algorithm is that it can easily connect gait modules by the simple 
geometrical computation with real-time calculation. But, the walk under this algorithm 
tends to become unstable at the transition of gait module because of discontinuities in 
acceleration. Nevertheless, this algorithm works most of the time because it takes advantage 
of the large stability margin resulting from the large supporting polygon of the double-leg 
supporting phase.  
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4.2 Algorithm 2: Transition Utilizing Spline Function 

The second proposed algorithm utilizes spline functions. This algorithm consists of two 
processing steps. The first step is for generation of angle trajectories of transitional motion. 
The second step is for conversion of the generated trajectories into dynamically stable one. 
Step 1: Generation of transitional motion 
The objective of this step is to generate a set of equations to interpolate trajectories obtained 
from gait modules. The advantage of this algorithm is to guarantee gait module switching 
with continuous ZMP transition. This feature is realized by taking second-order derivatives 
of joint angle trajectories into consideration. We utilize cubic spline functions with four 
nodes for this purpose. 
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where

:,, kkk γβα  Coefficients of spline functions 

:tT  Transitional period 

The following boundary constraints are introduced to keep the continuity of ZMP. 
< Boundary Conditions > 
- Joint angles at t=0 and t=3h are predetermined from the switching gaits 
- Joint angular velocities are continuous at t=0, t=h, t=2h and t=3h 
- Joint angular accelerations are also continuous at t=0, t=h, t=2h and t=3h 
Step 2: Trajectory stabilization 
Transitional motion generated in Step 1 may become unstable dependent on the transition 
period and boundary conditions. The generated joint angle trajectories are checked for their 
stability and, if necessary, are modified into stable motion pattern based on the ZMP 
criterion.
Processing flow of the trajectory stabilization is shown in Fig.4. As described in Fig.4, the 
motion pattern converter consists of a CoG velocity controller and a referential CoG velocity 
distributor. The stabilization is processed using these two-step operation. 
The transitional angle trajectories from Step 1 and the reference ZMP are supplied to the 
CoG velocity controller first. CoG of the humanoid is computed by kinematical calculation 
with the supplied trajectories. In addition, a single-mass model of the humanoid that 
represents simplified dynamics of the humanoid is applied to obtain the referential CoG 
velocity. This referential CoG velocity realizes the reference ZMP and stabilizes the 
transition motion. The referential CoG velocity distributor distributes the CoG velocity to 
each joint angle by utilizing CoG Velocity Jacobian (Sugihara2002). 
This algorithm can realize smooth gait module transition with ZMP continuity. Another 
advantage of this algorithm is the freedom in the timing of transition. This algorithm can 
change gait modules in single-supporting phase as well. However, this algorithm requires 
more calculation effort than algorithm 1.  
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Figure 4. Block diagram of the transitional motion stabilizer 

5. Experimental System 

The developed and implemented system that realizes the proposed method is explained.  

5.1 Hardware Configuration 

Hardware configuration of the control system of the robot and a view of the biped walking 
robot Mk.3 (Furuta2000) used in experiments are shown in Fig.5. Mk.3 was designed for 
evaluation of gait generating algorithms and walk stability. 

Figure 5. Hardware configuration of the experimental system and humanoid Mk.3 
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This control system consists of a host computer, a real time controller and a humanoid Mk.3.  
The reference angle trajectories for links of the robot are distributed wirelessly to motor 
modules of the robot via a transmitter and receivers.  The real time controller uses a 
commercial real time OS called VxWorks. All sensor values are sent as feedback to the real 
time controller. 

5.2 Developed Gait Modules 

Three gait modules based on three kinds of gait generation methods, the "Multi-linked 
inverted pendulum method (Furuta1997)", the "multi-phase gait (Toda2000)" generating 
method and the static walk, are constructed and stored in the experimental Gait Library.  
Although the multi-linked inverted pendulum method has the smallest energy 
consumption, its movements can easily become unstable since there is no double-leg 
supporting phase. The stability of this method therefore is established only on level 
grounds.  On the contrary, robots with the multi-phase gait generator can continue walking 
on rough grounds within limits since certain stabilization of movements during the double-
leg supporting phase is possible. However, energy consumption is comparatively large. The 
static walk has the highest stability margin and can walk through rough grounds within a 
larger limit than the multi-phase gait.  Since the walk cycle is long, however, the walk speed 
is low and energy consumption is large.  
The performance of these gait modules are evaluated in preliminary experiments on even 
ground, on inclined ground with 5-degree climb and on yielding ground (covered with two 
sheets of cardboard). Success rate of 10-step walking as the achievement rate, walking speed 
and the supplemental energy as the energy efficiency for locomotion are measured in the 
preliminary experiments. These results are summarized in Table 1. 

Table 1. Results of evaluation of gait modules in preliminary experiments 

5.3 Experimental Gait Selector 

As we have explained in Subsection 3.2, walking state can be judged by monitoring the 
angular moment of the humanoid because the developed gait modules are based on the 
ZMP criterion. The flow chart of Gait Selector according to the design policy in Subsection 
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3.2 is shown in Fig.6. Note that, in this figure, gait modules on the right hand side are more 
efficient but less stable than those on the left hand side. The right most module, which is for 
defensive fall, in Fig.6 is selected in the case when stabilization of walk is impossible. 

Figure 6. Flow chart of gait selection  

 At the gait selection, the system first obtains a measured ZMP and determines walk stability 
margin.  If the ZMP deviation is over a threshold determined by 

minα  and 
maxα , imminence 

of falling is judged. Defensive fall is selected if the stability margin of ZMP equals zero, 
namely, the outside of thresholds (

minγ  and 
maxγ ).  Otherwise, static walk is selected because 

of the best stability characteristic. If ZMP deviation is within a band defined by the two 
thresholds

minα  and 
maxα , then the next gait is selected based on the angular momentum.  It 

is noted that the angular momentum is an index that can express the degree of rotational 
motion of a robot, just as ZMP is an index that is able to determine the condition of contact 
between the sole and ground. Therefore, magnitude of the forward motion of a humanoid 
can best be evaluated by the angular momentum.  Since there is an appropriate range of the 
angular momentum for steady walk, the measured angular momentum is tested if it lies 
within a set of minimum and maximum thresholds given by 

minβ  and 
maxβ . If that is the 

case, then the multi-linked inverted pendulum method is selected as the gait module.  If the 
angular momentum is out of the threshold, multi-phase gait that is more stable than the 
multi-link inverted pendulum method is selected as the next gait module.  
 It is known that the evaluation variables used in these criteria are very sensitive and are 
affected by even microscopic ground conditions.  A part of this over sensitivity can be 
reduced by elimination of high-frequency components of the sensed data. The average of 
sensor values over 0.080 second interval preceding the gait selection is used for this purpose.  
A weak point of this operation is the possibility of missing a sharp maximum of ZMP and, 
as a result, missing the onset of instability.  However, this can be overcome by adopting 
enough stability margins through tactically chosen thresholds. 
 The following set of threshold values is used: 
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 Here, the range of α  is set at 16 [mm] that is 20% of 80[mm], the actual sole length in 

traveling direction of Mk.3. In addition, both the thresholds 
minα  and 

maxα  are shifted 

forward by 2[mm].  It is because the vertical projection of the center of gravity deviates 
2[mm] in the forward direction with our robot.  

minγ  and 
maxγ  are set at 40 [mm], sole edge 

positions, because they represent the limit of stability.  For the case of the thresholds of 
angular momentum, they should be decided based on the desired values derived from the 
planned motion.  Here, the values in the table for the thresholds 

minβ   and 
maxβ are

determined based on the preliminary experiments. The reason for this is a hardware 
problem.  We found that backlashes at gears of the robot have adverse effects on the 
measured angular momentum through these experiments. It is noted that those thresholds 
depend only on robot hardware parameters such as the size of the sole, accuracy of sensors, 
and other physical parameters and not on environmental conditions.  Environmental 
conditions are taken into consideration through real time measurements and gait 
switchings. 

5.4 Installed Gait Transition Algorithm 

We have chosen algorithm 1 that was explained in Section 4, namely, transition in double-
supporting phase, as the gait transition algorithm. This is because that processing power of 
the hardware is not enough to execute gait transition with algorithm 2. We have chosen 
higher priority for real-time operation of gait transition here. It is noted that this transition 
operation is to be completed within 0.40[sec], which is chosen from the hardware constraint. 

6. Experiments 

Two purposes of this experiment are the evaluation of the developed experimental system 
and demonstration of effectiveness of the proposed method. 

6.1 Experimental Set-ups 

The developed system was implemented onto the control system of the original humanoid 
robot Mk.3.  Gyroscope sensors on each leg link and universal six-axis force sensors installed 
between the sole and foot were used.  Measurement of angular momentum was from 
gyroscope sensors and measurement of ZMP was from universal force sensors.  Measured 
values were used for judgment of gait module selection at the gait selection brunching points. 
The robot is commanded to walk on two kinds of changing road surfaces. In the first case, 
the surface changes from an upward slope with angle of 5[deg] to an yielding surface 
(covered with two sheets of cardboard).  In the second case, the surface changes from a flat 
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horizontal ground to an upward slope with angle of 5[deg].  The robot is commanded to 
walk ten steps in both cases, approximately five steps on each surface.  
During the evaluation experiments, ZMP and angular momentum were recorded.  At the 
same time, information on gait selection and overall operation was collected.  The obtained 
data were used for verification of the intended operation of the developed experimental 
system.  Next, success rates of the planned walk, amount of the supplemented energy and 
traversal time to complete the commanded walk were compared between the proposed 
method and conventional single gait generation scheme in order to evaluate effectiveness of 
the proposed method. Major parameter values used for gait generation are listed in Table 2. 

Gait Stride[m] Period[sec] 

Static Walk 2.0 

Multi-Phase Gait 0.70 

Multi-Linked IP 

0.050

0.80

Table 2.  Parameter settings of each gait module 

Here, selection and change of gait were performed every two steps and at the start of the 
walk cycle. The reason for every two steps is that gait transition at every step implies that 
the gait selection of next step must be done while the transient effect of gait change is still 
prevailing and this will cause errors in selection of gaits. 

6.2 Result of the Verification Experiments 

Typical trajectories of gait selection, the measured angular momentum and the ZMP from 
one each of two cases are shown in Result I (Fig.7) and Result II (Fig.8).   

Figure 7. Gait module selection and sensor values I: Walking through an upward slope of 
5[deg] and encountering an yielding surface at time 18.1[sec] 
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Blue lines in the top figures show the selection of gaits.  Middle graph is the angular 
momentum. The lowermost graph is the measured ZMP.  Values shown in yellow are the 
instantaneous measurement of sensors and the red curves are the running average over the 
0.080[sec] time duration and are used as indices of gait selection.  Green lines show the 
minimum and maximum thresholds.  Vertical dashed lines point the timing of gait selection. 
In Result I, at the first and second gait selection timings (10.1[sec], the left end of the graph, 
and 14.1[sec]), static walk was chosen because the averaged ZMP deviated from the range of 
thresholds. The robot moved onto the yielding surface at the third timing (18.1[sec]) of gait 
selection.  The ZMP came back within the limits of the threshold at this timing but the 
angular momentum stayed outside of the threshold.  It is observed that the selected gait was 
changed to the multi-phase gait in response to this.  In summary, the static walk with the 
highest stability margin was chosen on the upward slope and the multi-phase gait was 
chosen on the yielding surface based on a comparatively wider stability margin.  

Figure 8. Gait module selection and sensor values II: Walking through a flat horizontal 
ground and encountering an upward slope at time 6.30[sec] 

 In Result II, the gait of multi-linked inverted pendulum method was chosen on the initial 
horizontal ground since the ZMP and the angular momentum were judged to be within the 
limits of the thresholds.  At the second gait selection timing (6.30[sec]) when the robot 
proceeded to the upward slope, the ZMP deviated out of the threshold.  Therefore, static 
walk with highest stability was chosen.  At the fourth timing (14.3[sec]) of gait selection, the 
gait of multi-linked inverted pendulum method was chosen since the angular momentum 
returns within the threshold.  
 The results of these two cases exhibit the gait selection corresponding to the road surface 
condition is successfully realized using sensor information. 
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6.3 Effectiveness of the Proposed Method 

The sensor-based gait generation and conventional single gait generation are compared in 
Table 3.   

Success 
Rate

Traversal
Time

Total
Energy 

Walking
Velocity

Energy 
Efficiency

[%] [sec] [Nm] [m/sec] [m/Nm] 

Static 16/20 20.0 19.4 0.0250 0.0258 

MPG 7/20 7.00 19.0 0.0714 0.0263 

MLIP 3/20 8.00 9.10 0.0625 0.0549 

SBG-I 10/20 12.4 19.0 0.0403 0.0263 

SBG-II 10/20 13.2 15.3 0.0379 0.0327 

Table 3.  Mobility performance of each gait 

The success rates in the upper three lines; static (Static), multi-phased (MPG) and multi-
linked (MLIP) gaits, are the averages of success rates on the two experimental walk surfaces 
discussed in the last subsection over 10 trial walks. All other values; traversal time, total 
supplemented energy, walking velocity and energy efficiency, are computed based on the 
reference trajectory generated by those algorithms for the commanded stride and walk 
period. The lines marked Sensor-Based Gait I and II (SBG-I and SBG-II) in this table 
correspond to the cases with the proposed Sensor-Based Gait Generation system on the two 
walk surfaces. 
 The experimental results in this table show that the walking velocity and the energy 
efficiency of walk are both enhanced without reducing the success rate of walk in each 
sensor-based gait.  Therefore, it is concluded that the humanoid can acquire sufficient 
mobility and can make use of the advantages of each gait by adopting the proposed system.  
The high success rate of walk comparable to the static gait only case, however, was not 
obtained in neither of the experiments. The major cause of this is the instability during the 
transition from a gait to another.  This indicates the necessity to improve the transitional 
motion by utilizing new hardware and/or better algorithm. Installation of higher-end CPU 
with the transitional algorithm 2 would be a viable approach. By doing this, success rates 
equivalent to the static walk can be expected in both Sensor-Based Gait I and II cases. It is 
also noted that it is impossible to increase energy efficiency of the sensor-based gait more 
than that of the multi-linked inverted pendulum method. This is because the Gait Selector is 
designed to consider not only the energy efficiency but also the walking stability as the 
criteria for walk selection. 
 It is also noted that the success rate is no more than 80% even for the case of static gait in the 
series of experiments. The reason for this is that no balance control was implemented in the 
experiments in order to evaluate the effect of the proposed system only. 
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7. Conclusion and Future Works 

A Sensor-Based Gait Generation method was introduced and an experimental system was 
built. Then, the system was implemented onto an original humanoid robot to evaluate 
operations and to demonstrate effectiveness of the proposed method.  Experimental results 
exhibited successful gait selection corresponding to the road surface condition obtained 
from sensor information.  Additionally, walking velocity and the energy efficiency are both 
enhanced without reducing the success rate of walking.  
The design approach for Gait Selector based on both ZMP and the angular momentum 
adopted in this study is a sufficiently general and valid one.  The developed Gait Selector 
should be applicable to many gaits and humanoids.  However, more conditional branchings 
based not only on ZMP and the angular momentum but also on some combinations of them 
may be necessary depending on such factors as robot hardware, types of gaits and criteria 
for robot motion evaluation.  The fundamental reason for the lack of a fixed design method 
is that the selection of gait is inherently rooted in factors such as hardware specifications 
and characteristics of each gait. At present, therefore, we have to redesign the Gait Selector 
such as that in Fig.6 according to the procedure described in Section 3.  
Future studies should be targeted to simplify the design procedure of Gait Selector. The 
more gait modules and ground conditions are installed into the system, the more 
complicated parameter tuning must be required. One possibility of avoiding this problem 
would be to introduce simple learning capability for Gait Selector design. A discrimination 
method that only utilizes sensor value histories of 3-axis accelerometer to identify several 
ground conditions (Miyasita2006) was already reported. They employ simple decision tree 
constructed based on acceleration data that are obtained during several trial motions on 
each ground condition. There is a possibility of direct acquisition of transition rules by 
utilizing histories of ZMP and angular momentum with all combinations of a gait module 
and a ground condition.  
Apart from the improvement of the design of Gait Selector, there also is a room for 
improvements by adding new gait generation modules and improving the success rate of 
walk through the enhancement of the transition scheme for gait module changes. These are 
more straightforward tasks if the required additional computational power is available.  
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1. Introduction      

Biped walking for humanoid robots has almost been achieved through ZMP theory 
(Takanishi, et al., 1985) (Goswami, 1999) (Kajita, et al., 2002). Recently, the research on 
humanoids has begun to focus on achieving tasks using the arms during walking, in tasks, 
such as carrying a load (for example, a heavy backpack) or interacting with environments 
(Harada, et al., 2003). In order to achieve a stable biped-walking, the momentum around the 
perpendicular axis generated by the swing leg must be counterbalanced. If this momentum 
exceeds the maximum static friction torque between the floor and the stance foot, the body 
will begin to slip and rotate around the perpendicular axis. In a normal human walk, the 
upper body compensates this momentum, i.e., by rotating the thorax (or shoulders) and 
swinging the arms in an antiphase of the swing leg (van Emmerik & Wagenaar, 1996) 
(Lamoth, et al., 2002) (LaFiandra, et al., 2003). For humanoid control, research has been 
presented for momentum compensation using the motion of the entire body including the 
arms (Yamaguchi, et al., 1993) (Kagami, et al., 2000) (Yamane & Nakamura, 2003) (Kajita, et 
al., 2003). However, momentum compensation by the upper body is undesirable for a 
humanoid that uses its arms to achieve a task since this type of compensation limits the 
degree of freedom (DOF) for the task. In addition, the fluctuation of the upper body has a 
bad effect not only on the task accomplishment, but also on visual processing since most 
vision systems are attached to the head part. As a result, it is desirable to preserve as many 
degrees of freedom of the upper body as possible, and to suppress the fluctuation of the 
body at the same time. The walking action including momentum compensation should be 
completed only by the lower body, which leads to a simplification of motion planning.  
Improving the performance of humanoids through observations of humans walk seems 
natural. Recently, however, in the field of exercise and sports science, a clarification of 
efficient motion in the human has begun, and this clarification has been accompanied by 
improvements in the measuring equipments used for this endeavour. Many common 
features can be observed in the motion of contact sport athletes, i.e., they move so as not to 
twist their trunks as much as possible. This kind of trunk-twistless walk is better understood 
than before, but is considered inefficient since the walking pattern in the trunk-twistless 
walk is different from normal one (Steinhaus, 1963) (Ducroquet, et al., 1968). However, a 
decreased pelvic and thoracic rotation, similar to trunk-twistless walk,  has been observed 
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with a load carriage (LaFiandra, et al., 2003).This decrease in pelvic and thoracic rotation 
indicates that not twisting the trunk and not swinging the arms, but other momentum 
compensation, is performed when the intensity of upper-body exercise is high. Therefore, 
this trunk-twistless walk may be helpful to humanoids for achieving tasks; however, the 
characteristic of this walk has not been clarified, and its result has not been applied to 
humanoids.  
In this chapter, the characteristics of the trunk-twistless walk are quantitatively investigated 
from the observation of contact sport athletes. The relative phase of the swing leg and the 
pelvic rotation appears to be in an antiphase when compared with the normal walk of 
humans. This leads to the possibility of momentum compensation by pelvic rotation, and 
this characteristic of the pelvic rotation is implemented to a humanoid in experiments 
conducted in this chapter. A method of determining the rotation of the humanoid's waist is 
proposed in conjunction with the pitch angle of the swing legs.  In this chapter we confirm 
that the torque around the perpendicular axis is reduced in the humanoid trunk-twistless 
walk when compared to a standard humanoid walk without the twisting of the trunk or 
swinging of the arms. Improvements on the straightness of the walking trajectory and on the 
reduction in the fluctuation of the upper body during a fast dynamic walk are also 
confirmed. 

2. Walking Measurement 

2.1 Methods and Subjects 

Three healthy male subjects who are accustomed to the trunk-twistless walk served as 
subjects. All subjects are contact sport athletes of rugby football, karate, and kendo (the 
Japanese art of fencing) respectively. All subjects have been coaches. Their mean age, body 
height, and body weight were 42.6±7.0 years (Mean±S.D.), 171.33±1.52 cm, and 79.3±6.02 kg. 
Subjects were given several minutes to get used to treadmill walking. The treadmill velocity 
was set to 1.5 km/h, 3.0 km/h and 4.0 km/h. The normal walk and the trunk-twistless walk 
were measured for 30 seconds.  
A motion capture system with twelve cameras (Vicon Motion Systems Ltd.) was used to 
measure three dimensional kinematic data (sampling frequency 120Hz) from the reflective 
markers shown in Fig.1 (a). Two 3-axis accelerometers were attached on both iliac crests to 
measure the antero-posterior and medio-lateral accelerations of the pelvis.  The twisting 
angle of the trunk was measured using the four markers shown in Fig.1 (b).The thoracic and 

pelvic rotation around the perpendicular axis, θthorax and θpelvis in Fig.2 are measured by the 
markers on both clavicles and both iliac crests respectively. Both angles are set to 0 when the 
subject is exactly facing the forward direction. The yaw-axis torque exertion from the stance 

foot to the floor is defined as τ LF and τ RF for each foot1. When τ LF increases to positive and 
exceeds the maximum static friction, the body begins to rotate clockwise due to the slip that 
occurs at the stance foot. After walking on the treadmill, the subjects were asked to walk on 
the pressure distribution sensor (Big-Mat, Nitta Corporation, 440mm×1920mm), as shown in 
Fig. 3, to measure the trajectory of the COP (Center of Pressure) of the stance foot.

                                                                
1 The foot rotation around the perpendicular axis is the main focus of this chapter. Whenever context 

permits, we use torque/momentum to the torque around the perpendicular/yaw axis.
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Figure 1. 3-D Motion Capture 
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Figure 2. Pelvis-thorax Rotating Angle and Yaw Moment of Stance Foot 

2.2 Comparison of Trunk Twisting and Pelvic Rotation 

Figure 4 shows typical examples of the captured walking posture in one walking cycle from 
behind of the subject. In this figure, the postures at LC (Left heel Contact), RO (Right toe 
OFF), RC (Right heel Contact), LO (Left toe OFF), and next LC are shown. 
From Fig.4, it can be observed that the step width of the athlete's walk is wider than the 
normal walk, and the posture of the stance feet is in external rotation. In addition, the 
amplitude of pelvic rotation is small, and the relative phase between the swing leg and the 
pelvis is different compared to the normal walk. 
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The twisting angle of trunk θ twist is obtained by subtracting θpelvis from θthorax:

 θ twist=θpelvis- θthorax (1) 

Figure 5 shows the typical thorax, pelvis, and twisting angles at 4.0 km/h. The bottom graph 
shows the stance phase, LC and RC. In the trunk-twistless walk, the relative phase between 
the pelvic and thoracic rotation is smaller, resulting in a smaller twisting angle of trunk than 
in the normal walk. In comparison to the stance phase, the relative phase between the leg 
and the thorax is almost the same for both types of walking, but the difference can be found 
in the pelvic rotation. 
The counterclockwise rotation of the pelvis is observed for the normal walk when the right 
leg is in the air, whereas in the trunk-twistless walk, the clockwise rotation is observed in 
the same period. As a result, the relative phase of the swing leg and the pelvic rotation can 
be said to be in an antiphase for the trunk-twistless walk compared to the normal walk. 
Figure 6 shows the walking velocity versus the relative phase of the thoracic and pelvic 
rotation. For all walking velocities, the relative phase of the trunk-twistless walk is smaller 
than the normal walk. The relative phase increases when the walking velocity increases as 
reported in conventional researches (Lamoth, et al., 2002) (LaFiandra, et al., 2003); however 
the tendency is the same. 

Figure 3. Pressure Distribution Measurement of Stance Foot 
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Figure 4. Captured Walking Motion (from behind) 
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Figure 5. Twisting Angle of Trunk 
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(a) Normal Walk 

(b) Trunk-twistless Walk 
Figure 7. Trajectory of COP 
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Figure 8. Comparison of Pressure Distribution of Stance Foot 
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2.3 Yaw-axis Torque between Stance Foot and Floor 

Figure 7 shows the trajectories of the COP (Center of Pressure). Similar to Fig.4, the step 
width of the trunk-twistless walk is wider than the normal walk, and the posture of the 
stance feet is in external rotation. Figure 8 shows the transition of the pressure distribution 
of left stance foot for every 10ms from LC to LO. As shown in Fig.8 (a) of the normal walk, 
the COP moves relatively straight from the heel, thenar eminence, then the first toe. In 
contrast, the COP moves from the heel, hypothenar eminence, and then the thenar eminence 
like a curve in the trunk-twistless walk. Note that the first toe is off without being pressured 
in this case. This difference between the COP trajectories can also be observed in Fig.9 (COP 
trajectories within the left stance foot). 
In order to clarify the reason for this curved COP trajectory, a preliminary experiment was 
performed. First, a subject stands only on his left foot on the pressure distribution sensor. 
Next, the subject externally rotates the left hip joint so as to rotate the body clockwise by 90 
degrees. At this moment, a counterclockwise torque must be applied to the stance foot due 
to the body's rotation. Figure 10 shows the measurement result during the process, in which 
a similarity to Fig.8 (b) is observed. This result indicates that the curved COP trajectory 
occurs when a torque is applied from the stance foot to the floor. 

(a) Normal Walk    (b) Trunk-twistless Walk 
Figure 9. Trajectory of COP of Stance Foot 

Figure 10. Trajectory of COP when exerting Yaw-axis Moment 

2.4 Discussion of Momentum Compensation of the Trunk-twistless Walk 

The trunk-twistless walk was quantitatively investigated from the observation of contact 
sport athletes. The typical characteristics in comparison with the normal walk are: 
1. Externally rotated posture of the stance feet, 
2. Wide stance width, 
3. Small relative phase between the pelvic and thoracic rotation (Small trunk twisting), 
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4. Curved COP trajectory (Torque transmission at the stance foot), 
5. Antiphase of the swing leg and the pelvic rotation. 
In a normal human walk, the momentum is compensated by the upper body, i.e., by 
rotating the thorax (or shoulder) and swinging the arms in antiphase of the swing leg. This 
motion leads to canceling the torque at the stance foot and avoiding the rotational slip. 
However, in contact sports, the upper-body posture should be maintained to the front as 
much as possible in preparation for contacting against the environments. A similar 
phenomenon can be observed when the contact increases the intensity of the upper-body 
exercise. It is assumed that the contact sport athletes perform the trunk-twistless motion for 
the upper-body exercise. A decreased pelvic and thoracic rotation, similar to the above case, 
has been observed with a load carriage (carrying a heavy backpack) (LaFiandra, et al., 2003). 
Without twisting the trunk or swinging the arms, the momentum should be compensated by 
other methods. Our hypothesis is that the momentum is simultaneously compensated 
passively by the friction at the stance foot and actively by the antiphase pelvic rotation. 
First, we discuss the passive compensation caused by the friction. The externally rotated 
posture of the stance feet and the COP trajectory without passing toes are necessary for the 
transmission of the torque generated by the hip joints. We have reported that the toes 
(especially the big and 2nd toes) are important for balance of the upper body (Takemura, et 
al., 2003). It is assumed the step width becomes wider for the balance. In addition, the 
translational force at the stance foot can cancel the momentum when the step width 
becomes wide. 

Next, active compensation by the antiphase pelvic rotation is discussed. In Fig.2, τ LF

increases when the right leg is accelerated and swung forward in the initial part of left leg 
stance phase. In the normal walk where the leg and the pelvis are in-phase, the momentum 

due to the increase of θpelvis also increases τ LF. In this case, the sum of the momentum should 
be compensated by trunk twisting and arm swinging. On the other hand, in the trunk-

twistless walk where the leg and the pelvis are in an antiphase, the decrease of θpelvis cancels 

τ LF. Also, the momentum of inertia of the pelvis is not large when compared to the 
momentum of inertia of the legs; in other words, the total momentum is not compensated 
only by this active pelvic rotation. However, the twisting action of the trunk seems 
unnecessary when combined with passive compensation. In this chapter, we focus on this 
antiphase pelvic rotation, and apply this antiphase rotation to fast walking by humanoids. 

3. Moment Compensation  for Humanoids using Waist Rotation 

3.1 Humanoid Robot: HRP-2 

Figure 11 shows the overview and the actuator configuration of the humanoid HRP-2 
(Inoue, 2000) used in this chapter. Its height is 154cm and weight is 58kg, which are close the 
height and weight of a human. HRP-2 has 30 DOF in total. One characteristic of the HRP-2 is 
a joint around the perpendicular axis between the chest and the waist. Along with the hip 
joints, the chest part and the waist part rotate independently around the perpendicular axis 
as shown in Fig.11 (a). The pelvic rotation discussed in section 2 can be implemented to 
HRP-2 by correlating the robot's waist to a human's pelvis and its chest to a human's thorax. 
A simulation software, Open HRP (Hirukawa, et al., 2001), is also available. In this chapter, 
both experiment and simulation are performed for the investigation, but a very fast walk, 
which cannot be realized by the real hardware, is examined only in the simulator. 
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Figure 11. Humanoid Robot HRP-2 

 Standard Waist fixed Propose 

Waist rotation & 
leg swing 

In-phase 0 
Antiphase

 (see Eq.(2)) 

Arm swing 0 

Chest Rotation 0 

Step width Shoulder width 

Table 1. Walking Pattern of the Humanoid 

3.2 From Athlete Measurements to Humanoids 

In Section 2, the antiphase pelvic rotation was observed in the trunk-twistless walk of 
contact sport athletes. The advantages of the application to humanoids are as follows: One 
goal of the research on humanoids is to achieve a task where the humanoid carries a load or 
interacts with environments (Harada, et al., 2003) using its upper body. The use of the upper 
body for walking itself, however, is undesirable for this purpose. The walking action 
including momentum compensation should be completed only by the lower body in order 
to preserve the freedom of the upper body. 
In general, humanoids have larger feet for static stability; hence the maximum friction 
torque of the sole is larger than the human's. The rotational slip was not generated without 
considering the momentum in a low-speed walking pattern; however, this slip becomes a 
problem when the walking velocity is increased. In this case, the trunk-twistless walk 
preserves the upper body’s DOF by waist rotation. As a secondary effect, the trunk-twistless 
walk provides the humanoids with an easy visual processing using a vision system attached 
to the head part. 
As shown in Fig.7 (a) in the walk of normal humans, the feet contact the floor more closely 
to the center of the body, resulting in a step width narrower than the shoulder. However, in 
recent version of the humanoid's walk, the feet move in parallel to the walking direction, 
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thus resulting in the same step width of the shoulders (Kajita, et al., 2002). This result merely 
comes from a simplification of the walking pattern and a collision avoidance pattern 
between the feet. On the other hand, the expansion of the step length in the trunk-twistless 
walk is related to balance maintenance and torque transmission. Although humanoids are 
not alive and athletes are very much so, both can perform the same walk with the same 
wide step width, which leads to easiness of implementation in the measurement result. 
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Figure 12. Component of Stance Foot Torque (Simulation, 0.83km/h) 

3.3 Evaluation of Humanoid Walk 
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Figure 13. Rotation Angle of Waist and Pitch Angle of Swing Leg 

The walking pattern with swinging arms and twisting trunk, which is common to the 
majority of people, cannot be regarded as a humanoid's standard walk. In this chapter, we 
apply the antiphase pelvic rotation of athletes to humanoids. First, the standard walk of a 
humanoid is defined as shown in Table 1 to make clear the effects on momentum 
compensation without using the upper body. Note that we use `standard' for a humanoid 
walk to distinguish this walk from the `normal' walk of humans. In the standard walk of a 
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humanoid, the upper body (above the chest) is not twisted and is planned to facing the 
forward direction. The swinging of arms is not performed; therefore, the walking action is 
completed only by the lower body.  
The waist rotation is set in-phase of the swing leg for the humanoid's standard walk, the 
same as in a human's normal walk. In contrast, the antiphase rotation of the waist is 
performed for the proposed walk of the humanoid, and is obtained by (2) presented in the 
following section. In addition, in the middle of the standard and the proposed walk of the 
humanoid, the waist-fixed walk is defined without the waist rotation. The step width is set 
equal to the shoulder's width for all patterns by applying the result of the step width, which 
allows us to use a standard pattern generator (Kajita, et al., 2002). Note that all three patterns 
have the same trajectory, velocity, posture, and landing positions for the foot in the air by 
using the redundancy of the waist and leg part. As a result, the walking velocity, step 
length, and step width are the same. The only difference is the waist rotation. 

3.4 Momentum Compensation by Waist Rotation 

Figure 12 shows the total left stance foot torque and the component generated by the right 
swing leg. As is observed in the graph, the component of the swing leg occupies a large 
percentage of the total momentum. In order to effectively cancel the stance foot torque by 
the waist rotation, the waist should be counterbalanced to the largest factor, i.e., the leg 
motion. The angle of the waist rotation is obtained as follows coupling with the pitch angle 
of the hip joints: 

 θ pelvis=k [θR(t)- θL(t)] /θ max (2) 

where k=0.175 [rad] (10.0 [deg]) is the maximum amplitude of the waist rotation used to 

obtain the same amplitude of the standard walk. θR(t) and θL(t) are pitch angles of both 

swing legs shown in Fig.13, θ max =0.5 [rad] (28.6 [deg]) is the maximum of θR(t)- θL(t) in one 
walking cycle. By using (2), the antiphase rotation is generated for the proposed walk 
compared with the standard walk as shown in Fig.14. The stance foot torque due to the 
acceleration of the swing leg is cancelled by the waist angular momentum. 
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t=0.0s t=0.4s t=0.8s t=1.2s t=1.6s t=2.4st=0.0s t=0.4s t=0.8s t=1.2s t=1.6s t=2.4s

(a)Standard Walk (In-phase waist rotation) 

t=0.0s t=0.4s t=0.8s t=1.2s t=1.6s t=2.4st=0.0s t=0.4s t=0.8s t=1.2s t=1.6s t=2.4s

(b) Proposed Walk (Antiphase waist rotation) 

Figure 15. Experiments by Humanoid (0.83 km/h) 

4. Fast Dynamic Walking of Humanoid 

4.1 Comparison of Stance Foot Torque 

The effect of the waist rotation for reducing the stance foot torque is confirmed both by 
simulation and experiment. Figure 15 shows the body posture at 0.83km/h. As shown in the 
experiment, the body posture for both types of walking is the same except the waist 
rotation. The antiphase waist rotation is realized in the proposed walk. Figure 16 shows the 
left stance foot torque by the standard, the waist-fixed, and the proposed walk respectively. 
As shown in Fig.16 (a) on the simulation, the torque is decreased by 30% compared with the 
waist-fixed walk, and by 37% from the standard walk. As shown in Fig.16 (b) on the 
experiment, the torque is decreased by 30% from the standard one. The validity of the 
proposed walk can be confirmed in both cases. The difference of the wave form between the 
simulation and the experiment is due to several unavoidable problems with the 
experiments, e.g., control delay and modeling errors of the robot itself as well as the impact. 
Figure 17 shows the RMS (Root Mean Square) of the stance foot torque. The validity can be 
observed not only in the peak torque but also in the average torque. 
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Figure 16. Yaw-axis Torque of Stance Foot (0.83 km/h) 
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4.2 Improvement of Straightness and Upper-body Stability 

From a safety perspective, it was difficult for the humanoid to walk fast without slipping at 
a speed exceeding 1.0 km/h. The following investigations were performed by the 
simulation: Figure 18 shows the relation between the peak torque and the walking velocity. 
This relation indicates that a faster walk without slipping can be achieved by the proposed 
walk for a floor with the same friction coefficient. For example, the peak torque is 9.4Nm at 
2.5km/h by the standard walk, whereas it is 9.6 Nm at 3.75 km/h by the proposed walk. In 
other words, a 1.5 times faster walk can be realized from the view-point of the slip. 
Figure 19 shows the average amplitude of the chest's fluctuation at a velocity of 1.5 

km/h 2.5 km/h 3.75 km/h. In the planned walking pattern, this value should ideally be 

zero since the upper body is always facing the forward direction. However, the upper body 
is rotated and fluctuated due to the slip especially in the standard walk. The proposed walk 
reduces this fluctuation by 40% to 50%. 
Figure 20 shows the body posture of every LC at the velocity of 2.5km/h. In the original 
pattern, the humanoid walks straight in the forward direction. However, the slip changes 
the walking trajectory, especially in the standard walk. Straightness is improved by the 
proposed walk by reducing the slip. These results indicate the possibility that walking while 
using the upper body during a task can be easily accomplished. 

t=0.0s t=0.7s t=1.4s t=2.1s t=2.8st=0.0s t=0.7s t=1.4s t=2.1s t=2.8st=0.0s t=0.7s t=1.4s t=2.1s t=2.8s

(a) Standard Walk 

t=0.0s t=0.7s t=1.4s t=2.1s t=2.8st=0.0s t=0.7s t=1.4s t=2.1s t=2.8st=0.0s t=0.7s t=1.4s t=2.1s t=2.8s

(b) Proposed Walk 
Figure 20. Straightness of Fast Dynamic Walking (2.5km/h) 

5. Conclusion 

In this chapter, the trunk-twistless walk of contact sport athletes was investigated from a 
motion measurement. The antiphase pelvic rotation was applied to the fast walk of 
humanoid HRP-2.The walking action including the momentum compensation was 
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completed only by the lower body, so that the upper body DOF can be used for 
accomplishing a task. Using the proposed walk, the stance foot torque and the fluctuation of 
the upper body were both reduced. 
The investigation on fast walking in the humanoid was limited to a simulation, and the 
applied walking velocity was not especially high when compared with human's walking 
velocity. A more efficient and safer hardware is required for actual experiments. The future 
work includes an evaluation of the energy efficiency of the trunk-twistless walk, both in 
humanoids and human athletes. An optimization program for an efficient walking pattern 
should be investigated. The authors wish to thank Ryoji Oyamada and Eishi Kidera for 
valuable discussions. The authors also wish to thank Dr. Hiroshi Takemura, Atsutoshi 
Ikeda, Kazuhiko Hiura, and Takashi Takeuchi of Nara Institute of Science and Technology 
for the data processing required for this research.  
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Vision-based Motion Control of a Biped Robot 
Using 2 DOF Gaze Control Structure 
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1. Introduction 

Why "a biped robot"? Although, for this question, we can give various answers, no doubt we 
are motivated by existence of powerful controller of human brain. Human can exhibit intel-
ligence and a flexible environmental adaptation ability. The concept of embodiment of robot, 
which is concerned with the human body and the function, allows us to give one of the ques-
tions from the point of view of intelligent mechanics. This concept suggests the necessity of the 
embodiment of humanoid robot in order to obtain an intelligence like human. 
Recently, in a community of control engineering and control theory area, a control biology 
and a bio-mimetic control, which aim to elucidate and mimic a control mechanism for various 
organisms respectively, are interested by many researchers. In their investigations, a hu-
manoid robot, in particular a motion control of a biped robot, has attracted attention for not 
only similarity of appearances between humanoid robots and humans but also the 
mechanism or intra-dynamics. 
For the motion control of biped robots, we can not escape the fact that human motor control 
depends upon vision. Some recent researches on human motion control (Seara et al., 2002; 
Seara and Schmidt, 2004) have revealed that vision plays a major role in human posture con-
trol systems. Also, for the biped robot, vision is the most important sensory system for his 
posture and motion control. 
On the other hand, the humanoid robots nowadays exploit a great variety of sensing tech-
nologies such as a angle and torque sensor of each joint, a gyroscope, a pressure sensor in a 
soul, a CCD camera, a microphone and a range finder. In fact, a humanoid robot shown in 
Fig. 1, which we use in our experiments, has above sensors in his body. Most of the 
sensorium of a robot is based on the so-called five senses of human. However, for a real 
humanoid robot, we have to assert that vision is one of underdeveloped sensors. This is 
mainly caused by two difficulties: 
a. Poor Hardware Resources for vision: Hardware performance for robot vision on a biped 

robot is extremely restrictive due to limitations of the available hardware resources. For 
a small-sized humanoid robot, we can not use large-sized CCD camera, a heavyweight 
powerful actuator of the vision system. 

b. An enormous amount of information in images: For image sequences from CCD camera, we 
have to extract useful information for robot control by using image processing. How ever, 
there is no systematic methodology of choosing a kind of visual information from an image. 
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Figure 1. The humanoid robot called HOAP-3 made by Fujitsu Automation Corporation 

The realization of vision of biped robots has many difficult problems to be tackled in aspects 
of both hardware and software (Afzulpurkar et al., 1996; Shibata and Schaal, 2001). 
We clarify the structure and the nature of visual information processing system which biped 
robot should have. For this purpose, human eye structure and the eye movements by brain 
motor control are considered as an analogy for the humanoid robot system. We shall show 
that a gaze control mechanism like human is indispensable for vision system of biped 
robots. Actually, on the humanoid robot, we implemented the 2 DOF gaze control system 
which consists of the feedback and feedforward factor. Furthermore, we investigate 
considerable differences between human eyes and the vision of biped robot. This allows us 
to propose a new, simple and intuitively understandable criterion, called the range of gaze, for 
evaluating gaze control performance. 

2. A Vision System of Human 

In a human ocular system, we briefly review how one can obtain visual information for 
motor control efficiently. 

2.1 Structure of Ocular 

Detail of components of human ocular system has already been investigated from an 
anatomical point of view. In particular, on robotics, there are two important factors, eyeball 
driving system and image formation system.
Human eye movement is driven by 4 rectus muscles and 2 oblique muscles as shown in Fig. 
2. 4 rectus muscles control a pan and tilt action of the eyeball. Since 2 muscles of rectus 
superior and inferior are not parallel on the gaze direction, these muscles cause not only tilt 
but also pan and slight roll. 2 oblique muscles cancel out this roll action. Hence, precise, 
quick and smooth eye movements of human can be achieved in superb combination with 6 
muscles each other. A remarkable feature of these eye movements is that a motor unit of 
these muscles is greatly smaller than other muscle. In fact, 1 nerve fiber controls only 6 
muscle fibers, whereas for a muscle for a finger movement 1 nerve fiber corresponds to 100-
300 muscle ones. A maximum angular speed of eyeball is 300-500 [deg/s] and 1 action 
finishes within 30-50 [ms]. The eyeball is surrounded with an adipose tissue called corpus 
adiposum orbitae which plays a role as a rotational bearing. 
Another important aspect of human ocular system on robotics is that the image formation 
system has also individual structure. An incident light from an external source through 
cornea is projected on retina after refraction by lens. Human eye has central visual field and 
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peripheral visual field. In the former field, we can achieve high-quality and powerful 
perception of the object, but its scope is extremely narrow. Its angle is about 2.5 [deg]. The 
central visual field corresponds to a photoreceptor cell on retina called  fovea centralis which 
enables us to realize keen vision. On the other hand, the latter is a visual field except for the 
central one and is used mainly as a motion detector. 

Figure 2. 6 Muscles for eye movement 

2.2 Some Ocular Movements 

The human eye movements are categorized by its function, a speed of eyeball, an organ 
caused the movement and so on. Here, we focus on voluntary eye movement and non-
voluntary one due to an intention of human. The voluntary eye movement consists of saccade 
and smooth pursuit movement, which are in order of the quickness of the speed. The saccade is 
stepwise response whose angular velocity is 200-500 [deg/s], whereas the other is smooth 
tracking movements with 20-120 [deg/s]. On the other hand, the non-voluntary eye 
movement is generated reflexively. The typical reflex action of an eyeball is called vestibulo-
ocular reflex (VOR), which is directly due to a stimulus from a vestibular organ for a 
rotational movement of head. The VOR is related to human gaze control. 

2.3 A Constancy of a Position and Hierarchical Structure on Human Motor Control 

A model of control mechanism of eye movements have been studied since the middle of the 
19th century from the various point of view of experimental psychology, medical science, 
physiology, engineering, robotics and so on. Due to complexity of human, however, it is 
difficult to capture the essential nature of eye movements and, therefore, the model in the 
individual theories, experiments and conjectures tend to be large-scale and complex. In this 
section, aiming at the applicability to robotics, we concentrate on two simple and intuitively 
understandable concepts called a constancy of a position in medical science, and a hierarchical 
structure on human motor control.
This constancy of a position means a constancy of visual world in our brain. For instance, 
when we are gazing an external object and moving ourselves by walking, running, bicycle 
and so on, we can feel the stationary visual world for a stationary scene whereas its image 
on our retina are moving due to a performance limitation of eye movements. This 
phenomenon has been conjectured by medical scientists that the transition of the image is 



Humanoid Robots, Human-like Machines 266

compensated via a cancellation signal from the central nervous system which is stimulated 
by an other organ except for the retina. 
The hierarchical structure on human motor control is related to the achievement of the 
constancy of a position which is realized by above eye movements such as a saccade and 
smooth pursuit movement. In this structure, we consider not only eye movements but also 
the constancy of a position based on eye movements, the perception of an object based on 
the constancy of a position, and the motor control based on the perception of an object, 
which form the hierarchical layers. This concept illustrated in Fig. 3, which was inspired by 
some results of experimental psychology (Recher and Oppenheim, 1955; Kinchla and Wolfe, 
1979) and robotics (Westelius, 1995), is used in a subsequent section. 

Figure 3. An integrated hierarchical structure on human motor control 

3. The Visual Information Processing System in a Biped Robot 

In this section, we discuss the visual information processing system which a biped robot 
should quip for vision-based motion control. 
A biped robot consists of multiple joints which are precisely controlled by the computer. 
Since the repeatability for same controlled inputs is very high, the posture control of a biped 
robot seems to be simple apparently. However, the actual behavior is extremely complex 
due to a dynamically unstable structure of the biped robot and an interaction between the 
body and uncertain environments. This implies that the biped robot with a motion can not 
detect the position and posture himself. The vision enables us to get essential solution for 
this situation. If a biped robot has some sort of visual information processing system, it can 
observe an external fixation points as shown in Fig. 4. The vision-based biped robot can 
control the motion for the external fixation point. This does not mean the robot navigation 
system for a mobile robot. For unexpected motion error mentioned above, a vision can be 
used for primitive and basic motion control for autonomous biped robot. A use of the vision 
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has some advantages. By using the fixed target, it can observe low-frequency postural 
change, which gyroscope sensors are hard to detect, and it is not affected by drift or 
accumulation of errors in the integration of sensor data (Seara et al., 2002). 

Figure 4. The visual information processing system in the biped robot 

3.1 A Necessity of Gaze Control Mechanism 

A robot control with a vision, usually called a visual servoing, has studied by many re-
searchers, e.g., (Kuniyoshi et al., 1995; Shibata and Schaal, 2001), who have dealt with a 
vision-based humanoid or robot arm fixed on a floor, a wheel-type mobile robot on which a 
CCD camera is installed and so on. However, a vision-based biped robot is absolutely 
different from others in the following points: 
a. A vision is indispensable since the behavior of a biped robot depends on uncertain 

environment.
b. The vision system is usually located at a robot head, which swings violently. 
c. In the motions of a biped robot such as walking and so on, the conflicts between legs 

and floor are repeatedly included. 
d. The heavy visual devises and its processing system decrease the performance of motion 

significantly. 
Under such a situation, the required features of the visual information processing system are 
the compactness and the enough performances, which, for example, are a wide view with-
out skew, high resolution, high speed, high frame rate, effective real-time image processing 
algorism. However, it is difficult to satisfy these two features simultaneously. For instance, 
when the wide view is realized by using all-round camera or fish-eye lens, the skew of the 
obtained image is not avoidable. The more we require high resolution or frame rate, the 
more an amount of information of an image and movie increases. This yields a longer 
processing time. Furthermore, in general, high performance computer causes an increase of 
the weight of the system (Afzulpurkar et al, 1996; Ishikawa et al, 2002; Kurazume and 
Hirose, 2000; Shibata and Schaal, 2001). 
In order to visual information for motor control on a biped robot without using such an 
inefficient architecture, introduction of gaze control mechanism is indispensable on biped 
robots. The human vision system in Sec. 2 gives effective suggestions for the situation of (a)-
(d). For an actuator which can pan and tilt the CCD camera for gazing, a concept of a 
constancy of a position and the hierarchical structure in Sec. 2.3 are useful. 
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We can point out the following two important advantages of using a gaze control mecha-
nism for a biped robot, the decrease of an amount of required information and the null method as 
measurement method.
For human as shown in Sec. 2.1, our perception with high-resolution is limited within nar-
row scope called central visual field. In fact, it is known that most of cortices of the visual 
area in the cerebrum are associated with information processing of the signals from the 
fovea centralis. In addition to this, an appropriate allocation of roles between the central 
visual field and the peripheral visual field can achieve a rapid and precise eye movements. 
In addition, it is known that the frame rate of human eye is at most or less than 30 [fps]. This 
fact implies that a use of image processing via brain in addition to gaze control can 
contribute to a decrease of an amount of visual information. On the other hand, in the CCD-
image processing system on a biped robot, we can obtain same amount of information from 
each pixel of which an image consists. Actually, there is no difference of amount of 
information between a center part and a near part of the edge of an image. This fact can 
become an advantage and a disadvantage which depend on a required resolution, frame 
rate, capacity of a memory, a permissible processing time and so on, i.e., we can obtain high 
resolution image from same amount of information by using an appropriate zoom lens, and 
however time lag of capturing an image and its processing time can become the bottle neck 
of a control signal flow. Furthermore, by using appropriate image processing method we 
can realize a constancy of a position with low frame rate. 
Another important nature of gaze control mechanism, the measurement of the posture of 
biped robot corresponds to a so-called null method in which a quantity to be measured is 
determined by making an adjustable quantity to be zero. When we consider the suitable 
resolution of an image, the capturing time and the processing time for a operating frequency 
of gaze control mechanism, this measurement method has some following advantages: 

• the achievement and its improvement of a high accuracy of gaze control, 

• the possibility of highly sensitive measurement for a motion of the robot, and 

• the feasibility of constructing the responsive measurement system by a simple feedback 
loop structure. 

The zero reference point corresponds to target to be gazed. 

3.2 A Concept of "the Range of Gaze" 

We introduce a notion of the range of gaze which is a simple and intuitively understandable 
criteria for evaluating gaze control performance. 
Assume that an external fixation point, we call a target, is located at a center of an image at a 
time t = t0. If a change of the view field of biped robot due to a motion happens at a time t,
the target moves in the image as shown in Fig. 5(a). After a simple image processing, we can 
center the target in the view field as shown in Fig. 5(b). The image area is characterized by 
the distances dT(t),dB(t),dL(t),dR(t) in Fig. 5(b), and we denote this area as A(dT(t), dB(t), dL,(t),
dR(t)). If the target is not framed in the image, we assume that the area A(dT(t), dB(t), dL,(t),
dR(t)) vanishes, i.e., all distances are d.. (t) = 0. Then, we can define a notion of the range of 
gaze for a motion in a time sequences t0 , ••• tn in the following: 

(1)
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 (a) The target position at time t (b) After image shift 
Figure 5. Concept of the range of gaze 

A meaning of this concept is very clear. This enables us to validate a gaze control 
performance. For a motion, a wide range of gaze is desirable because this implies that an 
applicability of various type of image processing methods to this area. We can also achieve a 
perfect tracking of the target, which is a visual world we, human, are usually seeing. In this 
sense, obtaining the range of gaze from image sequences corresponds to a part of image 
processing in our brain. 

3.3 A Feedforward and Feedback Control Architecture on a Biped Robot 

In this section, we propose a new gaze control mechanism whose structural feature is a feed-
forward controller part with a database of robot motions (See also (Takizawa et al., 2004)). 
Our system as shown in Fig. 6 is the novel motion stabilization system of a biped robot with 
two degrees of freedom adaptive gaze control system. 
This system consists of the fixed PID feedback controller and the adaptive feedforward 
controller vt which is based on a scheduled motion and drives a pan of CCD camera. It was 
assumed that the scheduled motion for a walking is a sinusoid. However, this assumption is 
not necessarily true, which is shown in this paper. According to the control theory, in the 2 
DOF control system, each role of the feedback and feedforward controller is mainly to 
stabilize the closed-loop systems and to improve the time responses, respectively. Therefore, 
an incorrect pan command generated by the feedforward controller adversely affects the 
behavior of CCD camera movements. 

Figure 6. Block diagram of (Takizawa et al., 2004) 
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To overcome this problem we propose a new feedforward controller which consists of a pan 
tilt command generator with a database of robot motions and a motion command generator 
as shown in Fig. 7. The data format in the database is a set of functions fk , k = 1, 2, • • •, N, 
where N denotes the number of kinds of motions. Each fk depends on parameters which 
determine the motion, e.g., a period and a distance of a step and so on. The information of 
the parameters is provided by the motion command generator which drives all joints of the 
biped robot, except for the pan-tilt joint, to realize a fe-th scheduled motion. The pan tilt 
command generator and the motion command generator are synchronized by a reference 
signal from a timer. 

Figure 7. 2 DOF gaze control system with a database structure 

As mentioned above, the function fk directly affects the performance of gaze control. In fact, 
for human motions which is quick, smooth and precise, it is known that a feedforward 
factor is predominantly used. Therefore, we can construct fk by using a precisely motion-
dependent signal which are measured by a high-speed external camera as a priori 
information. Hence, we can use a high performance camera system whose frame rate is 
approximately 20-50 times as a CCD camera of biped robot. 

3.4 Experiments 

We examined the feedforward control mechanism with a motion database and evaluate it 
via the range of gaze. To investigate an effect of the database to the gaze control system, we 
focused on the only feedforward part without any feedback loop. As mentioned in the pre-
ceding subsection, the feedforward factor determines predominantly the control 
performance. This is another reason why we dealt with only the feedforward part. The 
experimental setting is illustrated in Fig. 8. The biped robot is stepping/walking with the 
period 0.4 [Hz]. At first, in order to store the feedforward control inputs into the database, 
we measured these motions of biped robots, HOAP-1 and HOAP-3, by using a high-speed 
camera, nac Image Technology, Inc., HSV-500c3, 500 [fps]. Both HOAP-1 and HOAP-3 are 
made by Fujitsu Automation Cor. and HOAP-3, "3" means 3rd generation, is the successor 
robot of HOAP-1. Therefore, most of specs and performances of HOAP-3 surpass HOAP-1 
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ones. This setting is illustrated in Fig. 9. By this measurement, we can know how much the 
head of a biped robot fluctuates during the motions. The results are shown in Fig. 10 and 11. 
In both case of HOAP-1 and HOAP-3, the difference of the motions appears as the 
remarkable difference of the fluctuation of the head. This fact supports our proposed gaze 
control mechanism, which includes motion-dependent pan-tilt command generator in the 
feedforward controller with database. Furthermore, the differences of HOAP-1 and HOAP-3 
for same motions are also conspicuous, which implies that a desirable pan-tilt angle of a 
camera for gaze control extremely depends on an individual hardware of a biped robot. In 
our case, in particular, we observed that a structural difference of a pressure sensor in the 
soul of both robots causes the different behavior for both robots. Hence, as long as the 
hardware of a biped robot is developing nowadays, we must measure each motion and keep 
them in a database like our method. 

Figure 8. The experimental setting of the gaze control during motions 

Figure 9. The high-speed camera and the biped robot, HOAP-3 
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Fig. 12 and 13 show a time response of target displacement in an image and the range of 
gaze, respectively, during a step motion. The actual range of gaze is shown in Fig. 14. By 
using gaze control mechanism we can ensure a double and more area of the range of gaze. 

a) Stepping 

b) Walking 

Figure 10. The results of the body swing during stepping/walking of HOAP-1 
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a) Stepping 

b) Walking 

Figure 11. The results of the body swing during stepping/walking of HOAP-3 
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Figure 12. The result of a time response of target displacement for gaze control 

Figure 13. The result of a time response of the range of gaze for gaze control 

Figure 14. The actual range of gaze via gaze control 
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4. Conclusion 

In this paper, we discussed both a necessity and importance of gaze control mechanism on 
vision-based motion control of biped robots. Human eye structure and the eye movements, 
and brain motor control through a central nervous system were considered as an analogy 
with robotics. In fact, human has powerful control mechanism with vision in order to realize 
a various type of motions against uncertain environments. As a result, we showed that gaze 
control mechanism and integrated hierarchical structure like human motor control are 
indispensable for a vision system of biped robots. 
We can conclude that in order to overcome many difficulties of aspects of both a limitation 
of available hardware resources for a vision and a real-time image processing for motor 
control, we need not only gaze control mechanism but also use of the image processing tech-
nologies as shown in Fig. 15. We proposed a concept of the range of gaze and gaze control 
system with database structure. The use of both image processing and control theory allows 
us to realize an integrated hierarchical structure on the biped robot motion control as shown 
in Fig. 3. Furthermore, using the range of gaze, we can evaluate the gaze control 
performance from the point of view of the availability of visual information for robot motion 
control.

Figure 15. An integration of image processing and control theory on human motor control 
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1. Introduction     

This chapter introduces the paradigm `Limit Cycle Walking'. This paradigm for the design 
and control of two-legged walking robots can lead to unprecedented performance in terms 
of speed, efficiency, disturbance rejection and versatility. This is possible because this 
paradigm imposes fewer artificial constraints to the robot's walking motion compared to 
other existing paradigms. The application of artificial constraints is a commonly adopted 
and successful approach to bipedal robotic gait synthesis. The approach is similar to the 
successful development of factory robots, which depend on their constrained, structured 
environment. For robotic walking, the artificial constraints are useful to alleviate the difficult 
problem of stabilizing the complex dynamic walking motion. Using artificial stability 
constraints enables the creation of robotic gait, but at the same time inherently limits the 
performance of the gait that can be obtained. The more restrictive the constraints are, the 
less freedom is left for optimizing performance. 
The oldest and most constrained paradigm for robot walking is that of `static stability', used 
in the first successful creation of bipedal robots in the early 70's. Static stability means that 
the vertical projection of the Center of Mass stays within the support polygon formed by the 
feet. It is straightforward to ensure walking stability this way, but it drastically limits the 
speed of the walking motions that can be obtained. Therefore, currently most humanoid 
robots use the more advanced `Zero Moment Point' (ZMP) paradigm (Vukobratovic et al., 
1970). The stability is ensured with the ZMP-criterion which constrains the stance foot to 
remain in flat contact with the floor at all times. This constraint is less restrictive than static 
walking because the Center of Mass may travel beyond the support polygon. Nevertheless, 
these robots are still under-achieving in terms of efficiency, disturbance handling, and 
natural appearance compared to human walking (Collins et al., 2005).
The solution to increase the performance is to release the constraints even more, which will 
require a new way of measuring and ensuring stability. This is the core of `Limit Cycle 
Walking'; a new stability paradigm with fewer artificial constraints and thus more freedom 
for finding more efficient, natural, fast and robust walking motions. Although this is the first 
time we propose and define the term `Limit Cycle Walking', the method has been in use for 
a while now. The core of the method is to analyze the walking motion as a limit cycle, as 
first proposed by Hurmuzlu (Hurmuzlu and Moskowitz, 1986). Most of the research on 
`Passive Dynamic Walking' initiated by McGeer (McGeer, 1990a) follows this stability 
method. But also various actuated bipedal robots that have been built around the world fall 
in the category of `Limit Cycle Walkers'.
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This chapter continues as follows. In Section 2 we will give a short discussion on walking 
stability to create a background for the introduction of Limit Cycle Walking. The exact 
definition of Limit Cycle Walking follows in Section 3. In Section 4 we show how the 
stability of Limit Cycle Walking is assessed and clarify this with an exemplary Limit Cycle 
Walking model. Section 5 gives an overview of the current State of the Art Limit Cycle 
Walkers. In Sections 6 through 8 we will explain how Limit Cycle Walking is beneficial to 
the performance of bipedal walkers and substantiate this by showing the State of the Art 
performance. We will end with a conclusion in Section 9. 

2. Bipedal walking stability     

Stability in bipedal walking is not a straightforward, well defined concept (Vukobratovic et 
al., 2006; Goswami, 1999; Hurmuzlu et al., 2004). To create a background for the definition of 
Limit Cycle Walking, we discuss two extreme classifications of walking stability, the most 
generic one and an overly restrictive one. 
The most generic definition of stability in bipedal walking is `to avoid falling’. This concept 
is captured with the `viability kernel' by Wieber (Wieber, 2002), the union of all viable states 
from which a walker is able to avoid a fall. This set of states includes all kinds of possible 
(periodic) motions or static equilibria and should be established with the presence of 
possible disturbances. Ultimately, to get optimal performance, bipedal walkers should be 
designed using this notion of stability, without any more restrictions. However, it turns out 
that it is not practical for gait synthesis due to its highly nonlinear relation with the state 
space of a walker. Establishing stability using this definition requires a full forward dynamic 
simulation or actual experiment starting out at all possible states of the walker, including all 
possible disturbances, checking whether this results in a fall or not. Given the complex 
dynamics involved in walking this would be very expensive, numerically as well as 
experimentally. 
The limited practical value of `avoiding to fall' as a stability definition for gait synthesis, has 
lead a large group of robotic researchers (Sakagami et al., 2002; Ishida, 2004; Hirukawa, 
2003) to create bipedal walking based on an overly restrictive classification of stability. We 
refer to this stability classification as `sustained local stability'. In this case, gait is 
synthesized as a desired trajectory through state space (usually taken from human gait 
analysis), which is continuously enforced by applying stabilizing trajectory control. This 
control aims for sustained local stability, which is obtained if for every point on the nominal 
trajectory it can be proven that points in its local neighbourhood in state space converge to 
the trajectory. 
The aim for sustained local stability creates two important constraints for bipedal walking: it 
requires local stabilizability and high control stiffness. Local stabilizability exists when at 
least one foot is firmly placed on the ground. This constraint is guaranteed by satisfying the 
Zero Moment Point (ZMP) or Center of Pressure (CoP) criterion (Vukobratovic et al., 1970; 
Vukobratovic and Borovac, 2004). The constraint of high control stiffness is required to 
obtain local stability in spite of the presence of the inherently unstable inverted pendulum 
dynamics of the single stance phase.  
In the strive for increasing the performance of bipedal robots, recently a growing group of 
researchers has decided to let go of the restrictive aim for sustained local stability and adopt 
a new paradigm for synthesizing bipedal gait, `Limit Cycle Walking'. 
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3. Definition Limit Cycle Walking     

Here we formally define the new (yet popular) paradigm `Limit Cycle Walking': 

Limit Cycle Walking is a nominally periodic sequence of steps that 
is stable as a whole but not locally stable at every instant in time. 

With nominally periodic sequence of steps we mean that the intended walking motion (in 
the ideal case without disturbances) is a series of exact repetitions of a closed trajectory in 
state space (a limit cycle) putting forward each of the walker's two feet in turn. This 
trajectory is not locally stable at every instant in time, taking out the necessity of making all 
points on the trajectory attracting to their local neighbourhood in state space (as it is done in 
conventional trajectory control). The nominal motion is still stable as a whole because 
neighbouring trajectories eventually, over the course of multiple steps, approach the 
nominal trajectory. This type of stability is called `cyclic stability' or `orbital stability' 
(Strogatz, 2000). 

4. Stability analysis     

Cyclic stability is the core principle of Limit Cycle Walking. In this section we show how it 
can be analyzed. This explanation is followed by an example of a Limit Cycle Walking 
model which shows that it is possible to have cyclic stability without having sustained local 
stability. 

4.1 Method 

Cyclic stability of a Limit Cycle Walker is analyzed by observing its motion on a step-to-step 
basis. One step is considered as a function or `mapping' from the walker's state vn at a 
definite point within the motion of a step (for instance the moment just after heel strike) to 
the walker's state at the same point in the next step vn+1. This mapping is generally called a 
Poincaré map in nonlinear dynamics and the definite point within the motion is defined by 
the intersection of the motion with the Poincaré section (Strogatz, 2000). With regard to 
walking, the mapping was termed the `stride function' S by McGeer (McGeer, 1990a): 

( )nn vSv =+1  (1) 

This mapping S is defined by the equations of motion of the walker which are usually 
solved numerically and integrated over the course of one step. 
A periodic motion exists if the mapping of the walker's state gives exactly the same state one 
step later. This specific state v* is called the `fixed point' of the function S:

( )** vSv =  (2) 

The cyclic stability of this periodic motion is found by linearizing the function S at the fixed 
point v*, assuming only small deviations v:
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The matrix A, also called the monodromy matrix, is the partial derivative of the function S
to the state v. Stability of the cyclic solution is assured for small state deviations if the 
eigenvalues  of the matrix A are within the unit circle in the complex plane. In that case 
(small) deviations from the nominal periodic motion (fixed point) will decrease step after 
step. The eigenvalues  are called the Floquet Multipliers and were first used to study the 
stability of walking by Hurmuzlu (Hurmuzlu and Moskowitz, 1986). 

4.2 Example 

We will give an example to show what Limit Cycle Walking is and to show that cyclic 
stability is possible without the constraint of sustained local stability. 

Model
The model we will use as an example is the simplest walking model by Garcia et al. (Garcia 
et al., 1998), shown in Fig. 1. The 2D model consists of two rigid links with unit length l,
connected at the hip. There are three point masses in the model, one in the hip with unit 
mass M and two infinitesimally small masses m in the feet. The model walks down a slope 
of 0.004 rad in a gravity field with unit magnitude g.

φ

θ
m

m

M

γ

l

g

swing leg

stance leg

Figure 1. A typical walking step of the simplest walking model. Just after footstrike the 
swing leg (heavy line) swings forward past the stance leg (thin line) until the swing leg hits 
the ground and a new step begins.  is the angle between the stance leg and the slope 

normal, φ is the angle between the two legs, l is the leg length, M is the hip mass, m is the 
foot mass, g is the gravitational acceleration and  is the slope angle. Adapted from Garcia et 
al. (Garcia et al., 1998) 

The dynamics of the model consists of two parts. The first part is the continuous dynamics 
that describes the motion of the stance and swing leg in between footstrikes: 
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The second part of the dynamics is the discrete impact that describes the footstrike, as this is 
modeled as a fully inelastic instantaneous collision: 

( )
( ) ( )( ) −−−+

−−+

−+

−+

−=

=

−=

−=

θθθφ
θθθ

θφ
θθ

2cos12cos

2cos

2
 (5) 

Note that these equations also incorporate the re-labeling of stance and swing leg angles 

and φ.
The nominal cyclic motion that results for these dynamic equations is shown in Fig. 2.
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Figure 2. The nominal cyclic motion trajectory of the simplest walking model in phase space 
(left) and in time (right). In the left plot the solid and dash-dotted lines give the stance leg ( )

and swing leg (φ) trajectories respectively, resulting from the continuous dynamics of the 
model. The dotted lines show the jump conditions that correspond to the discrete footstrike. 
The large dots along the trajectory indicate the amount of time t that has elapsed with 
increments of 1/10 of the nominal step period T. The right plot shows the nominal values of 

 (solid) and φ (dash-dotted) in time 
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Cyclic stability 
To prove the simplest walking model is cyclically stable, we will perform the stability 
analysis as described in Section 4.1. 
The Poincaré section we choose to use for this cyclic stability analysis is defined as the 

moment just after heelstrike (2  = φ). The `stride function' S is the mapping from the system 

states on the Poincaré section of step n: [ ]nnn φθθ ;;=nv , to the states on the Poincaré section 

of step n + 1: [ ]1111 ;; ++++ = nnn φθθnv . First we find the fixed point v* of the function S through 

a Newton-Raphson search: 
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The monodromy matrix A is found by simulating one step for a small perturbation on each 
of the three states of the fixed point v*. The eigenvalues  of matrix A for the simplest 
walking model turn out to be: 
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These eigenvalues are all within the unit circle in the complex plane, rendering the motion 
of the simplest walking model cyclically stable. 

No sustained local stability 
Not only is the motion of the simplest walking model cyclically stable, but we can also 
prove it is not sustained locally stable around its nominal trajectory. This second proof is 
needed before we can categorize the simplest walking model as a Limit Cycle Walker. 
For this proof, we study the behavior of the motion in the neighbourhood of the nominal 
trajectory. This behavior is described by the dynamics of the deviations from the nominal 

trajectory e  =  - nom and eφ = φ - φnom:

( ) ( )
( ) ( ) ( )

( ) ( )( )
( ) ( )γθγθ

γθθφ

γθθφ

γθγθ

θ

θθφφ

θθ

−−−++
−−−

−+−++=

−−−+=

nomnom

nomnomnom

nomnomnom

nomnom

e

eeee

ee

sinsin

cossin

cossin

sinsin

2

2

 (8) 

We linearize these equations by assuming small deviations e  and eφ. The local stability of 
this linearized continuous system is evaluated by calculating its poles (roots) along the 
nominal trajectory depicted in Fig. 2. The resulting root-locus diagram and time plot of the 
real part of the poles are shown in Fig. 3. There is a pole located in the right-half plane 
(positive real part) along the whole trajectory, indicating that the simplest walking has no 
sustained local stability; even more it is not locally stable at any point in time. Thus the 
motion of the simplest walking model is a clear example of Limit Cycle Walking. 
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Figure 3. The root locus diagram (left) and time plot of the real part of the poles (right) of the 
simplest walking model along its nominal trajectory. The pole locations only change slightly 
throughout the trajectory. The diagrams show that throughout the continuous motion of the 
simplest walking model there is always a pole in the right-half plane (positive real part); the 
model is not sustained locally stable 

The unnecessary cost of sustained local stability 
With this example, we can also show the unnecessary extra constraints that are induced by 
keeping sustained local stability. 
The unstable pole of the simplest walking model corresponds to the inherently unstable 
motion of the stance leg, being an inverted pendulum. To locally stabilize this motion, the 

simplest walking model would first need to be able to create a torque τ relative to the 
ground through a firmly placed foot. Locally stable trajectory tracking (all poles outside the 
right-hand plane) can be obtained with tracking error feedback with a purely proportional 
gain Kp only if this feedback gain Kp (normalized for this model) is greater or equal to one: 

1where ≥⋅= pp KeK θτ  (9) 

Clearly this shows that the aim for sustained local stability results in unnecessary 
constraints and unnecessarily high system and control demands. While stable Limit Cycle 
Walking can be obtained without any effort, sustained local stability requires an extra 
actuator and tight feedback. 

5. State of the Art

There is already a large group of researchers active on Limit Cycle Walking, as we will show 
in this section. So, one could ask why the concept has not been properly defined earlier. The 
reason is that many of their robots are derivatives of the so-called Passive Dynamic Walkers 
(McGeer, 1990a), a subgroup of Limit Cycle Walkers. Passive Dynamic Walking robots will 
be treated first in this section, followed by actuated Limit Cycle Walkers. Many of these 
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have been referred to as `Passive-based' walking robots, but here we will show that Limit 
Cycle Walking is a much more accurate label. 

5.1 Passive Dynamic Walkers 

Passive Dynamic Walking robots are robots that show a perfectly stable gait when walking 
down a gentle slope without any control or actuation. The simplest walking model that we 
used in Section 4.2 is a passive dynamic walking model. The stance leg basically is an 
unstable inverted pendulum and each step is a fall forward. The absence of control clearly 
places Passive Dynamic Walking as a subgroup of Limit Cycle Walking. 
The concept of Passive dynamic walking was introduced in the early 90's by McGeer 
(McGeer, 1990a), who simulated and built 2D walkers with (McGeer, 1990a) and without 
knees (McGeer, 1990b) (Fig. 4). As follow-up research, Ruina's group at Cornell University 
built a 3D “uncontrolled toy that can walk but cannot stand still” (Coleman and Ruina, 1998) 
(Fig. 5a), the ultimate demonstration of stable Limit Cycle Walking without the existence of 
any local stability. This group also built a more anthropomorphic 3D prototype with knees 
and arms (Collins et al., 2001) (Fig. 5b), to show the viability of the concept for the 
development of humanoid robots. Also in other labs throughout the world passive dynamic 
walkers have been developed (Mayer et al., 2004; Tedrake et al., 2004a; Ikemata et al., 2006). 

(b)(a)
Figure 4. McGeer's straight legged passive dynamic walker (a) and Cornell University's 
copy of McGeer's passive dynamic walker with knees (b). Both walkers have 2D dynamics 
thanks to the double leg pairs (the outer legs form a unit and the inner legs form a second 
unit) 

5.2 Actuated point/arced feet walkers 

Perhaps the largest group of typical Limit Cycle Walkers are the actuated robots with point 
feet or arced feet. They have actuation and control in some of the joints, but the shape of 
their feet and the resulting point contact or line contact makes these systems underactuated. 
Although underactuated systems theoretically can be locally stabilized (using the actuated 
joints, as in the Acrobot (Spong, 1994)), this is not applied in the 2D and 3D robots described 
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here. They depend solely on cyclic stability and thus fall under the category of Limit Cycle 
Walking.

(b)(a)

Fig. 5: Cornell University's “uncontrolled toy that can walk but cannot stand still” (a) and 
3D walker with knees and counter-swinging arms (b) 

(b)(a) (c) (d) (e)

Figure 6. Two-dimensional actuated point/arced feet walkers: from Carnegie Mellon (a), 
`Rabbit' from Centre National de Recherche Scientifique (CNRS) and the University of 
Michigan (b), `Dribbel' from the University of Twente (c), `Cornell Ranger' from Cornell 
University (d) and `Mike' from Delft University of Technology (e) 

The 2D prototypes (Fig. 6) use a four-legged symmetric construction (similar to McGeer's 
machines) or a guiding boom. Fig. 6a shows a robot with direct drive electric actuators in the 
hip and knee joints. These weak and highly backdrivable motors make accurate trajectory 
control practically impossible. Nevertheless, successful walking was obtained with ad-hoc 
controllers (Anderson et al., 2005), through reinforcement learning (Morimoto et al., 2004) 
and with CPG control (Endo et al., 2004), demonstrating the potential of the concept of Limit 
Cycle Walking. At the other end of the spectrum we find the robot `Rabbit' (C.Chevallereau 
et al., 2003) (Fig. 6b) which has heavily geared electric motors at the hips and knees. The 
control is based on the concepts of `Hybrid zero dynamics' and `virtual constraints' 
(Westervelt et al., 2003; de Wit, 2004). It applies tight control on all internal joints, based on 
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the angle of the lower leg with the floor which is left unactuated. As a result, this is a 
machine with one passive degree of freedom, and so the cyclic stability is calculated with 
one Floquet multiplier. Between these two extremes, there are currently quite a few 2D 
Limit Cycle Walking robots (Geng et al., 2006; Dertien, 2006; Wisse and v. Frankenhuyzen, 
2003; Wisse et al., 2006), see Fig. 6, including our own pneumatically actuated machines 
'Mike' (Wisse and v. Frankenhuyzen, 2003) (Fig. 6e) and 'Max' (Wisse et al., 2006). The great 
variety of successful controllers and hardware configurations is yet another hint towards the 
potential of Limit Cycle Walking. 

(b)(a) (c) (d)

Figure 7. Three-dimensional actuated arced feet walkers: the `Cornell biped' from Cornell 
University (a), `Toddler' from Massachusetts Institute of Technology (MIT) (b), `Pneu-man' 
from Osaka University (c) and `Denise' from Delft University of Technology (d) 

There are a few fully three-dimensional (unconstrained) actuated arced feet walkers, as 
shown in Fig. 7. Cornell University built their `Cornell biped' (Fig. 7a), having an upper 
body, swinging arms, upper legs, lower legs and arced feet (Collins and Ruina, 2005; Collins 
et al., 2005). Because of internal mechanical couplings the number of degrees of freedom is 
only five. The (one DoF) hip joint and knee joints of the `Cornell biped' are fully passive. The 
only actuation in this machine is a short ankle push-off in the trailing leg just shortly after 
foot strike at the leading leg. The push-off force is delivered by a spring that is being loaded 
throughout one step by a small electric motor. `Toddler' (Fig. 7b) is a walker that has been 
built at MIT (Tedrake et al., 2004a; Collins et al., 2005). It consists of two legs and two arced 
feet. The (one DoF) hip joint is fully passive, the ankle joint has two degrees of freedom (roll 
and pitch) which are both activated by position controlled servo motors. Successful gait was 
obtained with fully feedforward ankle angle trajectories, hand tuned feedback and by 
applying reinforcement learning (Tedrake et al., 2004b). The `Pneu-man' (Fig. 7c) was 
developed at Osaka University (Hosoda et al., 2005). It has an upper body, arms, upper legs, 
lower legs and arced feet. The machine has ten degrees of freedom, two for the arms, two in 
the hip, two knees and two ankles with two degrees of freedom each. All these joints are 
actuated by pneumatic McKibben muscles. The `Pneu-man' is controlled through a state 
machine which is initiated every step at foot strike and subsequently opens and closes 
pneumatic valves for fixed amounts of time. `Denise' (Fig. 7d) has been developed in our 
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own lab at Delft University of Technology (Wisse, 2005; Collins et al., 2005). It has an upper 
body, arms, upper legs, lower legs and arced feet. Because of mechanical couplings it only 
has five internal degrees of freedom. The hip joint is actuated by McKibben muscles while 
the knee and ankle joints are fully passive. 

5.3 Actuated flat feet walkers 

We only know of two Limit Cycle Walkers with flat feet, see Fig. 8. `Spring Flamingo' (Fig. 
8a) has been built at Massachusetts Institute of Technology and consists of seven links 
(upper body, upper legs, lower legs and flat feet) (Pratt et al., 2001). All six internal joints are 
actuated by series elastic actuators, in which springs are intentionally placed in series with 
geared electric motors (Pratt and Williamson, 1995). This setup allows torque control on all 
joints. The desired torques for all joints are determined by `Virtual Model Control', an 
intuitive approach to bipedal walking control, implementing virtual elements such as 
springs and dampers (Pratt et al., 2001). 

(b)(a)

Figure 8. Actuated flat feet Limit Cycle Walkers: `Spring Flamingo' from Massachusetts 
Institute of Technology (MIT) (a) and `Meta' from Delft University of Technology (b) 

`Meta' (Fig. 8b) is a prototype which is currently being used for research in our lab at Delft 
University of Technology. It has the same links as `Spring Flamingo', but only applies series 
elastic actuation at the hip joint and the ankles, the knee joints are passive. Various control 
strategies are currently being applied to this prototype. 
`Spring Flamingo' is constrained to 2D by a boom construction and `Meta' by a symmetric 
construction of its legs. Currently there are no fully 3D flat feet Limit Cycle Walkers in 
existence. We have adopted this as a research challenge for our lab for the near future. 

6. Energy efficiency 

With the introduction of the paradigm Limit Cycle Walking we argue that the reduction of 
unnecessary constraints can result in increased performance. In this section we discuss the 
performance of Limit Cycle Walking in terms of energy efficiency. We explain how Limit 
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Cycle Walking is crucial for increasing energy efficiency and we show that State of the Art 
Limit Cycle Walkers are indeed highly efficient. First we need to explain how the energy 
efficiency of bipedal walkers is measured to be able to make a fair comparison. 

6.1 Measuring energy efficiency 

The energy efficiency of bipedal gait is quantified by the specific cost of transport or specific 
resistance. This dimensionless number ct gives the amount of energy that the biped uses per 
distance traveled per weight of the walker: 

 traveledDistanceWeight

energyUsed

⋅
=tc  (10) 

To distinguish between the efficiency of the total system design and the efficiency of the 
mechanical design and the applied forces by the controller, the specific energetic cost of 
transport cet and the specific mechanical cost of transport cmt are defined. The specific 
energetic cost of transport cet takes into account the total amount of energy used by the 
system where the specific mechanical cost of transport cmt only takes into account the 
amount of mechanical work performed by the actuators. 
To give a fair comparison between different walkers, the specific cost of transport should be 
measured at equal normalized walking speeds. Normalized walking speed is given by the 
Froude number Fr, which is the actual walking speed divided by the square root of gravity 

times leg length: glvFr = .

6.2 Limit Cycle Walking improves energy efficiency

Limit Cycle Walking is energy efficient because it allows the use of zero feedback gains or 
lower feedback gains than are required for sustained local stability.  
When disturbances make a walker deviate from its nominal desired trajectory, high 
feedback gains forcefully redirect the motion to the nominal trajectory. This often results in 
excessive active braking by the actuators (negative work) and thus increasing energy 
consumption. The use of high feedback gains actively fights the natural dynamics of the 
system at the cost of extra energy expenditure. In contrast, Limit Cycle Walking allows the 
natural dynamics of a walking system to help ensure convergence to the desired motion 
which takes away (at least part of) the active braking by the actuators. 
In case of uncertain or changing system parameters, the use of zero or low feedback gains in 
Limit Cycle Walking allows a walker to adapt its gait to the changing natural dynamics. 
This also results in less energy consumption then forcefully maintaining the originally 
intended motion which constantly requires the walker to fight its natural dynamics. 

6.3 State of the Art energy efficiency

Limit Cycle Walkers show high energy efficiency. For instance, McGeer's first passive 
dynamic machine has a specific cost of transport of approximately cet = cmt = 0.025, walking 
at a Froude number of Fr = 0.2. In comparison, the specific energetic cost of transport cet of 
humans is about 0.2 based on oxygen consumption, humans' specific mechanical cost of 
transport cmt is estimated at about 0.05 (Collins et al., 2005). Honda's state of the art 
humanoid Asimo is estimated to have cet  3.2 and cmt  1.6 (Collins et al., 2005). 
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The actuated Limit Cycle Walkers show mechanical costs of transport that are similar to the 
passive dynamic walkers: cmt = 0.06 for `Dribble, cmt = 0.055 for the `Cornell biped', cmt = 0.08 
for `Denise' and cmt = 0.07 for `Spring Flamingo' all at a speed of about Fr = 0.15. The specific 
energetic cost of transport cet for these machines vary significantly, depending on the effort 
that was put into minimizing the overhead energy consumption of the system. It ranges 
from cet = 0.2 for the `Cornell biped' to cet  5.3 for `Denise'. 
Clearly, the performance of the State of the Art Limit Cycle Walkers shows that energy 
efficiency is improved through the application of Limit Cycle Walking. 

7. Disturbance rejection 

This section discusses the performance of Limit Cycle Walking in terms of disturbance 
rejection, the ability to deal with unexpected disturbances. We explain how Limit Cycle 
Walking is necessary for increasing disturbance rejection and we show the present 
disturbance rejection in the State of the Art Limit Cycle Walkers. First we need to explain 
how the disturbance rejection of bipedal walkers is measured to be able to make a fair 
comparison. 

7.1 Measuring disturbance rejection

The way disturbance rejection is measured in Limit Cycle Walkers unfortunately is quite 
diverse. A range of disturbance rejection measures exists, relating to the rate at which 
disturbances are rejected (the largest Floquet multiplier (McGeer, 1990a; Tedrake et al., 
2004b)), the maximum allowable size of disturbances (the Basin of Attraction (Schwab and 
Wisse, 2001)) or a combination of the two (the Gait Sensitivity Norm (Hobbelen and Wisse, 
2006)).
The currently most commonly used measure is the maximal floor height variation a walker 
can handle without falling. A Limit Cycle Walker is perturbed by a single floor height 
difference (step-up/down) of a specific size to observe whether it is able to recover. The size 
of this perturbation is varied to establish for which maximal size the walker can still 
consistently prevent falling. The size of this floor height difference is normalized to the 
walker's leg length for comparison to other walkers. 

7.2 Limit Cycle Walking necessary for large disturbance rejection 

Obtaining disturbance rejection of large disturbances in walking is not possible with the 
application of high feedback gains and sustained local stability as it results in inadmissibly 
high actuation torques. These overly high desired torques will result in saturation of 
actuators and loss of full contact between the walker's feet and the floor, violating the 
necessary condition of local stabilizability for obtaining sustained local stability. The 
solution to this problem is Limit Cycle Walking as it works with lower actuation torques 
(lower feedback gains) and it does not depend on full contact between the feet and the floor. 
The crucial notion is that it is allowed to reject a disturbance over an extended amount of 
time, as long as falling is avoided. 
The application of Target ZMP Control (adjustment of the nominal trajectory) by Honda's 
ASIMO (Website Honda's ASIMO) is a recognition of the fact that Limit Cycle Walking is 
necessary for increasing disturbance rejection. We feel that the fact that trajectory 
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adjustment control is applied, makes ASIMO’s tight trajectory tracking excessive and 
unnecessary and thus we would recommend the reduction of this constraint altogether. 
For Limit Cycle Walkers there are two ways to increase disturbance rejection: (1) minimizing 
the divergence of motion throughout a step and (2) increasing the stabilizing effect of step-
to-step transitions. An exemplary way to minimize motion divergence is the commonly 
used application of arced feet instead of point feet in Limit Cycle Walkers. A way to increase 
the stabilizing effect of step-to-step transitions is foot placement, for instance by applying 
swing leg retraction (Wisse et al., 2005). 

7.3 State of the Art disturbance rejection 

The disturbance rejection of passive dynamic walkers is limited. The maximal allowable 
floor height difference has been established on a passive dynamic walking prototype in our 
lab. This prototype could handle a step-down of ~1.5% of its leg length (Wisse and v. 
Frankenhuyzen, 2003). 
More information on the maximally allowable size of floor height variations is known from 
the actuated Limit Cycle Walkers. For two-dimensional Limit Cycle Walkers typical values 
for a single floor height difference (step-down) that they can handle are: ~1% of its leg 
length for `Max', ~2% for `Mike' and ~4% for `RunBot'. `Spring Flamingo' was able to handle 
slope angles of 15°, a disturbance that is comparable to a step-down/up of ~9% of its leg 
length. For three-dimensional walkers the only data that is available is that `Denise' can 
handle a single step-down disturbance of ~1% of its leg length. 
How this State of the Art disturbance rejection compares to other non-Limit Cycle Walkers 
is hard to say as there is a limited amount of published data available. From personal 
communication with other robotic researchers we learned that the amount of unexpected 
floor variation other robotic walkers can handle is probably in the same order of magnitude. 
This expectation is supported by the fact that high floor smoothness standards are 
demanded for bipedal robot demonstrations. 
The State of the Art disturbance rejection of bipedal robots certainly is small compared to 
the human ability to handle unexpected disturbances during walking. We expect that Limit 
Cycle Walking is an essential paradigm for increasing the disturbance rejection of bipedal 
robots. Proving this in actual prototypes is a main topic of our lab's future work. 

8. Versatility 

The last aspect of Limit Cycle Walking performance that we will discuss is gait versatility. 
The versatility of a Limit Cycle Walker is its ability to purposefully perform different gaits. 
An important aspect of this versatility is the ability to walk at different speeds. We explain 
how Limit Cycle Walking creates the opportunity to increase versatility and show the 
versatility of State of the Art Limit Cycle Walkers. First we need to explain how the 
versatility of bipedal walkers is measured to be able to make a fair comparison. 

8.1 Measuring versatility

The versatility of a bipedal walker is largely described by the range of speeds a walker can 
obtain in three orthogonal directions. In the sagittal/fore-aft direction the range of walking 
speeds tells whether a walker is able to walk at high speeds and low speeds, but also if it is 
able to come to a standstill (zero speed). In the other two directions (lateral/left-right and 
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vertical) it is the ratio between the speed in that direction and the sagittal walking speed that 
is of importance. In the lateral direction this defines the rate at which a walker can turn (the 
turn radius it can obtain) or, when the ratio is infinite, whether it can walk sideways. In the 
vertical direction it defines what types of slopes (or stairs) the walker can handle 
purposefully. To make walking speeds comparable between different walkers the speed is 

generally normalized by giving the dimensionless Froude number: glvFr = .

8.2 Limit Cycle Walking increases speed range

Limit Cycle Walking enables walking at high speeds because it uses the more frequent and 
more violent step-to-step transitions at high speed as a way to create stability instead of 
having to fight them as disturbances. 
In case a bipedal walker applies sustained locally stabilizing control around its nominal 
trajectory, the step-to-step transitions generally are mainly a source of deviations from the 
nominal motion which have to be rejected by the trajectory controller. For increasing 
walking speed, these induced deviations tend to grow in size and occur at a higher 
frequency, which increases the demands on the trajectory controller. Eventually, the 
obtainable walking speed is limited by the control bandwidth. 
In Limit Cycle Walking this control bandwidth limitation on walking speed does not exist as 
it does not depend on continuous stabilizing control to reject deviations. Step-to-step 
transitions are the main source of stabilization and the `bandwidth' of this stabilizing effect 
automatically increases with increasing walking speed. 

8.3 State of the Art versatility 

Some of the State of the Art Limit Cycle Walkers have shown to be able to walk at different 
walking speeds: 'Rabbit' shows a speed range from about Fr = 0.15 to Fr = 0.3, `Toddler' 
from 0 (it is able to start from standstill) to about Fr = 0.09 and the relatively fast and small 
`RunBot' from Fr = 0.25 to Fr = 0.5. In comparison Honda's Asimo has a speed range from 0 
to Fr = 0.3 and humans from 0 to about Fr = 1. 
Research with Limit Cycle Walkers focusing on the ability to purposefully perform turns or 
walk stairs has gotten little attention so far. Only the prototype `Cornell Ranger' is able to 
make turns with a minimal radius of about 25 meters. None of the State of the Art Limit 
Cycle Walkers has shown the ability to purposefully walk up or down stairs. 
The State of the Art versatility of Limit Cycle Walkers is quite limited at present in spite of 
the fact that the paradigm is promising on this aspect. Showing that Limit Cycle Walking 
prototypes can have a large versatility is another main topic of our lab's future work. 

9. Conclusion 

In this chapter we have introduced the paradigm `Limit Cycle Walking'. This paradigm has 
been used for some time by a group of bipedal robotics researchers, but the concept had not 
been properly defined before: 

Limit Cycle Walking is a nominally periodic sequence of steps that 
is stable as a whole but not locally stable at every instant in time. 

Limit Cycle Walking releases the unnecessary stability constraint of sustained local stability 
that is often applied in bipedal robots. It only requires the much less restrictive cyclic 
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stability. This gives extra freedom for finding better walking performance, it is expected 
that:

• Limit Cycle Walking increases energy efficiency because it does not apply high 
feedback gains that fight the natural dynamics of the system in case of disturbances or 
uncertain parameters. 

• Limit Cycle Walking is necessary to increase disturbance rejection because large 
disturbances tend to violate the constraints that are necessary to enforce local stability. 

• Limit Cycle Walking increases versatility by enabling higher walking speeds; the more 
frequently and violently occurring step-to-step transitions are inherently used for 
stabilization in contrast to being an increasing source of unwanted disturbances 
demanding higher control bandwidth. 

The increase of energy efficiency has been demonstrated by the State of the Art Limit Cycle 
Walkers. The expected increase in disturbance rejection and versatility has not yet been 
shown in existing bipedal walkers. Doing this is the main goal of our lab's future work. 
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1. Introduction 

Terrains in our everyday environment such as homes and offices are custom-designed for 
biped walkers i.e., human beings. Evolution of humanoid robots was, thus, a natural 
development in the field of mobile robotics. However, giving legs to a robot instead of 
wheels gives it a lot more than just resemblance to a human being. Unlike ordinary mobile 
robots, humanoids have the ability to cross obstacles by stepping over and upon them. This 
ability is left unexploited if the algorithms used for ordinary mobile robot navigation among 
obstacles are employed for humanoids too. 
Various approaches have been adopted in order to address this problem in the past. 
(McGhee & Iswandhi, 1979) developed a method that divides the terrain into ‘permissible’
and ‘impermissible’ stepping positions. Keeping in view the direction in which the ultimate 
goal position is located, the robot selects the next foothold from amongst the permissible 
ones in the immediately reachable footholds while taking care of postural stability 
constraints. While this method targeted a general application to legged robotics, (Yagi & 
Lumelsky, 1999) presented another one that deals specifically with humanoid robots. 
Depending upon the distance with the obstacle nearest to the robot in the direction of 
motion (presumably the direction in which the goal position is located) the robot adjusts the 
length of its steps until it reaches the obstacle. Now, if the obstacle is small in size, it is 
overcome by stepping over or upon it whereas if it is too tall to be overcome in this way, the 
robot starts sidestepping until it moves clear of the obstacle. Obviously, whether to sidestep 
left or right is also a pre-programmed decision. These and other such localized reactive 
approaches have the tendency to lead the robot into a local loop or a deadlock in which case 
the robot would have to be backtracked in order to follow an alternate path. 
(Kuffner et al., 2001) argued that since such reactive algorithms failed to consider 
complexities occurring in the path at a later stage before opting to take it, they ended up 
stuck in local loops and deadlocks. In order to tackle this problem they presented a footstep 
planning algorithm based upon game theory that takes into account global positioning of 
obstacles in the environment. This technique has been tested on H6 (Kuffner et al., 2001), H7 
(Kuffner et al., 2003), Asimo Honda (Chestnutt et al., 2005; Michel et al., 2005) and HRP-2 
(Michel et al., 2006) humanoid robots with some improvements. The algorithm selects a 
discrete set of predefined stepping locations in the robot’s immediate vicinity while 
balancing on one leg only. Also predefined are intermediate postures that the robot assumes 
while moving its feet between any two of these stepping locations. Selecting a set of these 
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possible stepping locations that lead to an equal number of descendants, a tree is spread out 
from the initial footstep position. Now, after pruning from the tree those branches that do 
not end up with a step in the destination area, a two-leveled polygon-polygon collision 
search is conducted in order to identify trajectories that result in collision with the obstacles 
in the environment. Once these are discarded too, a greedy search is conducted in order to 
hunt out the best among the paths generated. This strategy cannot distinguish between the 
paths without obstacles and with some obstacles that can be stepped over due to which the 
robot always needs to execute high stepping profiles resulting in larger overall energy 
consumption. In addition, because of generation of a large search tree of possible stepping 
locations, greedy search has to be applied instead of an exhaustive one. On the other hand, a 
human in such a situation would start by searching for an obstacle-free path directly 
connecting initial and goal locations. If found, it would simply be opted. Whereas some 
options would be considered once an obstacle-free direct path is not found. Again, an 
obstacle can be dodged from the right, or dodged from the left, or is crossed by stepping 
over it. 
(Ayaz et al., 2006) starts by checking if it is possible for the robot to go directly from the 
initial to final locations. If so, such a path is adopted. If not, trajectories are formed in order 
to dodge the hindering obstacle from the right and the left. In addition, keeping in view the 
dimensional constraints, obstacles are classified into three types. The smallest ones that can 
be stepped over: type-1. For these an additional trajectory considering stepping over is also 
formed. The larger ones that cannot be stepped over but the robot can pass right next to 
them: type-2. And the largest ones that might collide with the robot’s arms (sticking out 
wider than its feet) if the robot passes right next to them: type-3. The robot keeps a larger 
distance from obstacles of type-3 as compared to those of type-2 in order to avoid collision. 
In this way, the algorithm starts by considering the shortest path and then expands its 
alternates on either side spreading out considering the obstacle type and proximity. In 
addition, by identifying obstacles once encountered, it avoids getting stuck into the local 
loops and deadlocks. It is noticeable here that branches formed from every node in the 
search tree can be a maximum of 3, and for several straight line segments each node leads to 
only one child. This reduces the branching factor making a smallest possible search tree 
which in turn enables us to apply the exhaustive search for seeking the best possible path. It 
can be immediately noticed that this search, though exhaustive, is computationally cheap. 
This chapter explains our proposed method in detail. In section 2 we analyse the game 
theory based footstep planning strategy under reference. Section 3 introduces the concept of 
human-like footstep planning and analyses how it measures up to some existing 
approaches. Section 4 deals with planning for taking a single step. The footstep planner is 
explained in detail in section 5. Section 6 presents results of simulation of the proposed 
algorithm on a model of our humanoid robot ‘Saika-3’ (Konno et al., 2000) whereas section 7 
concludes the chapter while highlighting salient future research prospects. 

2. Game Theory Based Footstep Planning 

Kuffner’s algorithm for footstep planning among obstacles for biped robots (Kuffner et al., 
2001; Kuffner et al., 2005) is a global motion planning strategy based on using game theory 
for finding alternate paths in an obstacle cluttered environment by considering a discrete set 
of heuristically chosen statically stable footstep locations for a humanoid robot and 



A Human-Like Approach to Footstep Planning 297

identifying the better path via cost heuristic implementation using greedy search. The 
assumptions made by the algorithm are as under: 
1. The environment floor is flat and cluttered with non-moving obstacles of known 

position and height, 
2. A discrete set of feasible, statically-stable footstep placement positions and associated 

stepping trajectories are pre-computed, 
3. Only the floor surface is currently allowed for foot placement (not obstacle surfaces). 
A static stability analysis is carried out for the stepping motion of the humanoid robot as a 
result of which a continuous region is identified where the robot can place its lifted foot 
(while balanced on one leg) without losing stability. Since it is computationally extensive to 
check every single point in this region for a footstep placement possibility in every step, a 
discrete set of ‘feasible’ footstep locations is heuristically identified in this region. Standing 
balanced on one foot, the robot would alternatively consider placing its foot at each of these 
locations and from each stepping possibility more nodes are generated in a similar manner. 
Foot transition from each location to the next is carried out via heuristically identified 
statically stable intermediate postures Qright and Qleft (for standing balanced on right and left 
foot respectively) in order to limit the number of possible transition trajectories considered 
in every step. This is followed by better path identification through greedy search by 
employing a heuristic cost function which attempts to approximate an exhaustive search 
while applying a greedy one since exhaustive search itself would be very time consumptive 
given the large search tree of possible stepping locations the algorithm generates (Kuffner et 
al., 2001; Kuffner et al., 2005). 
The algorithm was simulated on a model of H6 humanoid robot (Kuffner et al., 2001; 
Kuffner et al., 2005). Considering 15 discrete footstep placement options in each step in a 
room with 20 obstacles, it formed search trees of 6,700 and 830,000 nodes in (Kuffner et al., 
2001) and (Kuffner et al., 2005) respectively. Better path was traced out using greedy 
(Kuffner et al., 2001) and A* (Kuffner et al., 2005) search strategies with total processing time 
of 12 s on 800 MHz Pentium-II and 4 s on 1.6 GHz Pentium-IV running Linux respectively. 
The main drawback of this algorithm is high computational complexity because of 
generation of a large search tree of possible stepping locations which reflects in terms of 
time consumption. Moreover, a closer look reveals that since this algorithm is not reactive in 
nature, it does not distinguish between steps taken to cross over obstacles and those taken 
ordinarily. Since the same intermediate postures as in ordinary steps (Qright and Qleft) have to 
provide the robot with trajectories capable of stepping over obstacles too, they involve 
lifting of the foot to a high position as if stepping over obstacles in every step. This, 
inevitably, is quite consumptive in terms of energy and also tends to make the stepping 
profiles quite unlike human walk. In addition, when it comes to searching for the best path 
amongst those traced out by the algorithm, an exhaustive search cannot be applied because 
of the large tree of possible stepping locations generated (Kuffner et al., 2001; Kuffner et al., 
2005). A greedy search, however, might not hunt out the best solution under many 
circumstances (Cormen et al., 1994).  
In order to tackle some of these problems a tiered planning strategy has been introduced 
that splits the planner into high, middle and low level layers in order to traverse different 
terrain types (Chestnutt & Kuffner, 2004). 



Humanoid Robots, Human-like Machines 298

3. Human-Like Footstep Planning – The Concept 

3.1 Human-Like Approach 

One of the fundamental rationale behind development of humanoid robots is their 
suitability for navigation in human environments due to these being custom designed for 
biped walkers. Nevertheless, resemblance in terms of construction alone does not guarantee 
a superior locomotive ability in such obstacle cluttered terrains unless coupled with a path 
planner that thinks like a human.  
As humans we know that, unlike localized reactive navigation strategies, paths adopted by 
us to traverse obstacle cluttered terrains are planned taking into account global position of 
obstacles in the environment. Also, humans do not conduct navigation planning by random 
spreading of footstep placement possibilities throughout the terrain while ignoring the 
relative position of obstacles in the environment and later evaluating which of these would 
result in collision as is done by the game theory based approaches. Quite differently, 
humans start by first searching for the path directly connecting the start and destination 
points. If found available, this path is simply taken without considering alternate paths. On 
the other hand, if the direct path is found unavailable due to presence of an obstacle, paths 
are considered to dodge it as well as step over it with the better one of these being adopted. 
This is precisely the approach we seek to adopt. In our method the planner starts by looking 
for presence of obstacles in the path directly connecting the initial and goal locations. If 
available, this path is taken without heed to alternate possibilites. If unavailable, paths are 
generated from the right and the left of the nearest obstacle hindering the direct passage. In 
addition, if the obstacle is ‘small’ enough, a path is also planned by stepping over it. If while 
planning these alternate steps another obstacle is found hindering an alternate path, paths 
from right, left and over this obstacle are also analyzed in a similar fashion. In this way the 
graph starts from the simplest path and moves on to the more complex ones. Being human-
like, the method itself is of reactive nature (Ayaz et al., 2006), however, it takes into account 
global positioning of obstacles in the environment. 

3.2 Comparison with Visibility Graph 

At a casual glance the algorithm might seem to resemble the well known Visibility Graph 
Approach (Latombe, 1991) for mobile robot motion planning. However, apart from one 
obvious difference of planning paths by stepping over obstacles, more fundamental 
differences of approach reveal themselves upon a keener analysis. 
A visibility graph comprises the initial and goal locations and the vertices of all obstacles as 
nodes in the graph. Contrary to this, our algorithm may not, and in most cases, does not 
include the vertices of all the obstacles present in the environment in the graph. This is 
because planning to overcome obstacles not hindering the path of the robot in order to reach 
the destination intended is unlike the human approach. As explained in the previous 
subsection, our algorithm expands the graph from simpler to more complex paths. The 
graph complexity is increased only whenever an obstacle in the environment is found 
hindering the robot’s path towards the destination. Of course, while planning a path to 
overcome such an obstacle, if another obstacle comes in the way, paths are generated to 
overcome it as well in a similar fashion and only in such case do its vertices become a part of 
the graph. In this way, obstacles in the environment not hindering the robot’s way are not 
taken into consideration while expanding the graph. 
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Another salient difference comes to light when considering graph generation with the same 
obstacles for two different initial and goal locations. In case of visibility graph approach, the 
part of the graph formed by linking the obstacle vertices will remain the same in both cases. 
The only difference would be nodes representing initial and goal positions connected to 
every node directly connectable to them. However, in case of human-like path planning, 
nearly the entire graph might change. One reason being that since our intension is to dodge 
obstacles from right and left, the nodes marking the edges of the near side (and likewise the 
far side) of an obstacle are not generally interconnected in the graph since this does not 
represent a meaningful path while moving in this direction. So if the line of motion in case 
of one set of initial and goal locations is perpendicular to the other, this would result in 
connections previously absent from the graph even if the same obstacle is dodged in both 
cases. This is because the sides attributed to as near and far sides in one case (along which 
paths do not exist in the graph) might become right and left in the other (which would 
represent meaningful paths). 
Thus neither the resulting graph nor the way this graph is formed is similar to the visibility 
graph. In addition, due to the human-like approach towards trajectory generation, the graph 
formation is efficient and the graph itself is much smaller, taking into account only the 
obstacles necessarily hindering the robot’s way. 

4. Taking One Step 

While planning footsteps for humanoid robot locomotion in obstacle cluttered environments 
it is vital to first analyse the kinematics and stability constraints on the robot for taking a 
single step. In simple words, we have to know the stepping area in which the robot can 
place one of its feet while balanced on the other without losing stability. Also, there can be 
numerous trajectories that can be followed by the foot during transition from previous to 
next stepping locations. Which to adopt out of these is also critical especially when it comes 
to stepping over obstacles. 

4.1 Kinematics and Stability Constraints 

We trace forward and inverse kinematics for the humanoid (Saika-3 in our case) by treating 
both legs as 6-DOF serial manipulator chains originating from the same base link. In our 
current stepping strategy we only use steps in which the angle of twist in the lifted leg is 
similar to the angle of extension of the foot. Upper body of the robot is assumed to be static 
in the body frame at all times (i.e. the robot does not move its arms as it walks).  

4.1.1 Stability Criterion 

When navigating in indoor human environments, (Kuffner et al., 2001) and (Kuffner et al., 
2005) use statically stable footstep locations for the reason that steps in such terrains are to 
be taken in a careful, and thus slow, manner on account of safety concerns. At the moment 
we also employ a static stability criterion for our analysis for similar reasons.  
For static stability analysis, COG (Centre of Gravity) location for the robot is determined as: 
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Where:
m   = Total mass of the robot 

im   = Mass of link i of the robot 

0
COGP   = Position vector of COG in Σ0  (i.e. base frame) 

i
iP   = Position vector of COG of link i in Σi

0
iT            = Matrix for transforming coordinates given in frame Σi  to ones in Σ0

                              = 0 1 1
1 2

i
i

−T T

As in a static stability analysis, no forces other than gravitation are assumed to be acting on 
the robot, its ZMP (Vukobratovi  & Borovac, 2004) must lie directly under the COG during 
the entire walking motion (Ayaz et al., 2004). 

= =
0 0

0

0 0

ZMP COG
ZMP

ZMP COG

x x
y y

P   (1) 

Position of the robot’s feet at any time can be calculated using forward kinematics as: 

=0 0 6
6RF RFP T P  (2) 

=0 0 12
12LF LFP T P   (3) 

Where:
i

RFP   = Position vector of right foot in Σi

i
LFP   = Position vector of left foot in Σi

Using above model, if (and only if) the ZMP of the robot is found within the support 
polygon at all times, the robot is regarded as stable. 

4.1.2 Normal Stepping Area 

We opt the robot to adopt its normal standing posture such that it stands with its knee bent 
but hip straight (Fig. 1) to ensure minimum energy consumption while holding its ZMP at 
the centre of its support polygon. Shifting weight to one foot, ZMP is brought to the foot-
centre of one foot so that the other foot can be lifted off the ground (Fig. 1) with maximum 
manoeuvrability in all directions. Now, using inverse kinematics we find limb angles for 
placing the lifted foot at a certain point and then using (1) along with (2) and (3) (whichever 
is applicable keeping in view the current supporting foot), we find whether the robot is 
statically stable or not. Stability analysis for Saika-3 was conducted for a 0.4 m a side square 
block (around where its right foot-centre would be in normal posture) with a period of 0.01 
m between every two successive stability checks. Fig. 2 displays the results obtained. Areas 
in Fig. 2 marked by different colour/hatching patterns correspond to placement of the 
robot’s right foot with its foot centre at any point within this area. Each colour indicates the 
suitability of this point for stepping keeping in view constraints on stability and kinematics. 
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Figure 1. Achieving normal standing posture for taking a step 

Figure 2. Stepping area for the right foot while balanced on the left with normal step posture 
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Boxed Pattern : 
(Yellow)

Vertical Lines : 
(Blue)

Horizontal Lines : 
(Red)

Robot is stable and the point is included in the workspace of the 
right leg. 

Placing the foot here, the robot would have been stable but the point 
is unavailable for stepping due to constraints on movement of leg 
joints if the twist in the leg is same as the foot orientation. 

Satisfies criteria for Boxed Pattern but is unavailable for stepping 
because placing the right foot here would result in stepping over 
the other foot. 

In fact, since in order to stabilize the robot on left foot, the left foot has been moved inwards, 
we discard the whole left semicircular area for fear of stepping over the other foot. In 
addition, since we are making a footstep planning algorithm, the area marked by Boxed
Pattern in the lower half of the circle is not required. This is because this area represents 
steps taken backwards, a condition which a global footstep planning algorithm is primarily 
meant to avoid. Thus the area marked by a continuous line in Fig. 2 is the area we shall 
assume to be available to Saika-3 for stepping while footsteps are planned for its navigation 
in a human environment. 
It is to be noted here that unavailability of the area marked by vertical lines in Fig. 2 is 
subject to the inverse kinematics used by our step-selection strategy which at the moment 
only considers those steps in which the angle of twist of the leg is equal to the angle of 
turning of the foot. For steps in which these two are different, this area could of course be 
made available for stepping. However this would not change the algorithm’s planned 
footsteps since these areas are to be discarded anyway in order to avoid ‘stepping back’ and 
‘stepping on the other foot’ conditions as explained above. 

4.2 Basic Step Selection 

Unlike the game theory based approaches, we do not arbitrarily identify a discrete set of 
footstep locations to be considered for next step in every step cycle. Instead, we adopt the 
approach of identifying a direction of motion for the robot; in this direction the step of 
maximum possible length (0.17 m for Saika-3 using normal posture) is taken during 
ordinary walk. When approaching the destination or an obstacle (for stepping over), the 
final step in the walking pattern is shortened in order to just reach the destination or step 
just short of the obstacle. 
Also, while achieving the direction of motion in order to orient the robot to face a certain 
target location, it has to be borne in mind that humanoids, being nonholonomic robots, 
cannot turn about their body centre (in most cases for instance in our humanoid robot Saika-
3). Thus, if the angle of motion in order to reach a target location is measured with respect to 
the body centre, the eventual position reached would not be the same as the target position 
intended (Fig. 3 (a)). Thus we adopt the strategy of measuring the angle of turning of the 
robot in order to reach the destination according to the initial position of the foot about 
which the robot would turn.  Thus is illustrated in Fig. 3 (b).  
The first step in this process is to draw a circle of radius r = (foot width + distance between two 
feet)/2 around the destination point. As obvious, both feet of the robot would have their 
centres somewhere on this circle when the robot reaches the destination. In order to exactly 
identify the location of feet at the destination, we drop a tangent from the current footstep 



A Human-Like Approach to Footstep Planning 303

location to this circle around the destination point. The point at which this tangent reaches 
the circle is our required destination for the foot from which the tangent was dropped. The 
turning process begins with the robot first orienting its foot (about which it intends to turn) 
along the tangent dropped in this way. Following this, the weight of the robot is shifted to 
the now turned foot and the rest of the body is turned about this foot to bring the robot back 
to the double support phase with both feet parallel to each other and its orientation towards 
the required destination. 

d

r

(x , y )f f

(x , y )d d

Figure 3. Turning towards a goal location 

If the angle of turning is more than the angle of twist achievable by the robot’s leg in one 
step, the turning motion is split into two turnings. Also, apart from simple turning, we also 
use another turning motion attributed to as ‘Extended’ or ‘On-Walk’ turning in which the 
turning motion is coupled with the stepping motion (i.e. the robot does not place its foot 
down after twisting the leg only; instead, it twists the leg and then also extends it forwards 
to take a step before putting it down again and rotating the rest of the body about it to 
complete the turning motion). 
Coming to stepping trajectories for a normal step, any trajectory can be used with minimum 
foot-lift since no crossing over obstacles is intended (we use foot-lift of 0.05 m for Saika-3). 

4.3 Stepping Over Obstacles 

4.3.1 Enhancing the Stepping Area 

From Fig. 2 it can easily be seen that using this stepping area only, the robot is unable to step 
over obstacles since even after stretching the right foot forward to its limit, the next 
placement position overlaps the current one. In order to tackle this constraint we enhance 
the robot’s stepping area by lowering its upper body (and thus the hip joint from where the 
leg extends forwards). This is done by bending the knee and hip joints of the humanoid 
robot’s supporting leg keeping ZMP of the robot at the centre of the support polygon while 
lowering its upper body. Repeating the procedure for stability analysis as in section 4.1.2 for 
this standing posture, we are able to enhance the robot’s stepping area by almost three times 
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(Fig. 4), thus providing a gap between current and next footstep placement locations (0.09 m 
for Saika-3). 
As obvious, enhanced stepping posture is more energy consuming, therefore, it is used only 
when crossing over obstacles. 

0
.0

9
 m

Figure 4. Enhanced stable stepping area. Right foot is extended to its limit 

4.3.2 Foot Trajectory 

There exist strategies to compute optimum trajectory for the non-supporting foot while 
stepping over obstacles located perpendicular to the robot’s line of motion (Guan et al., 
2005; Guan et al., 2006). However, conducting such analysis every time obstacles of different 
sizes are encountered from different angles would be computationally extensive (Kuffner et 
al., 2001). On the other hand, if in one step even if the foot is lifted to a height slightly more 
than minimally required to step over a certain obstacle, it would not amount to much 
additional energy consumption while making the computation significantly faster. The 
strategy we adopt, thus, is to fix a trajectory for stepping over obstacles as long as the 
obstacle satisfies certain dimensional constraints. The foot trajectory we use is shown in Fig. 
5.
We assign ankle joints the job of keeping the foot parallel to the ground at all times. Thus, 
the whole part of the leg below the ankle top remains pointed straight downwards during 
the stepping motion. Any obstacle with height below the ankle top (0.106 m in case of Saika-
3) would thus, not cause a collision while stepping over using this enhanced stepping 
trajectory if it is small enough to fit into the gap between current and next footstep locations 
as traced out in the previous subsection. Thus for Saika-3, obstacles fitting within the 0.09 m 
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x 0.1 m dimensional constraint are marked as scalable by stepping over. A point to be noticed 
here is that the limitation of 0.1 m on the height of the scalable obstacle is there because of 
the simple strategy employed for stepping over. Surely, for future work, by using more 
sophisticated stepping over trajectories it is possible to relax this limit. 
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Figure 5. Stepping over an obstacle 

4.3.3 Tilted Obstacle 

While traversing an obstacle cluttered terrain, the robot might approach obstacles placed at 
orientations other than directly perpendicular to its line of motion. In this case, where the 
foot trajectory becomes somewhat complex, the limit on the allowable width of the obstacle 
possible to be stepped over might be somewhat relaxed (however, we do not make use of 
this relaxation in our simulations currently). This is achieved by hovering one foot over the 
obstacle while stepping over instead of placing it down at the mean position (Fig. 6 (c)). 
As is evident from Fig. 6, the strategy is for the robot to stop and balance itself in double 
support state one step short of (i.e. at a distance of Length of one step +Length of Foot/2 before) 
reaching the point of intersection between the obstacle’s near side and the robot’s line of 
motion (Fig. 6 (a)). Next, if the obstacle’s tilt is rightwards compared with the direction of 
motion, the left foot of the robot is extended one step forward (Fig. 6 (b)) or vice versa. 
Balanced on this foot now, the robot lifts the right foot to a height of 0.12 m (as for the 
trajectory in Fig. 5) and then brings it to the mean position. At this point, the foot, while 
continuously lifted up from the ground, is turned to cross over the obstacle such that it is 
oriented perpendicular to the obstacle’s away side. Extending the foot forward using a 
similar trajectory as in Fig. 5, only now at the newly acquired orientation, brings the robot to 
the state shown by Fig. 6 (c). Balancing itself on the right foot now, the left foot is also lifted 
and then turned to the same orientation as the right, followed by achievement of double 
support state as shown in Fig. 6 (d) by moving the left foot over the obstacle as well to 
complete the stepping over process. 
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(a) (b) (c) (d)

Figure 6. Stepping over an obstacle placed at an angle to the direction of motion. 
(a) Stopping one step short of the obstacle to achieve enhanced stepping posture. 
(b) Extending foot to balance on while stepping over based upon obstacle’s tilt. 
(c) Moving one foot over the obstacle. Dotted impression shows foot while lifted. 
(d) Moving other foot over the obstacle to complete stepping over. 

5. Footstep Planning 

Our algorithm inherits assumptions (i) and (iii) from the game theory based footstep 
planner described in section 2. The aim, as described in section 3, is to follow a human-like 
strategy for footstep planning moving from simpler to more complex paths while only 
considering those obstacles that necessarily hinder the robot’s way during graph expansion. 

5.1 Obstacle Classification 

In human environments, obstacles are of a variety of shapes and sizes. Our algorithm 
requires identification of a box-like boundary around each obstacle such that the obstacle of 
arbitrary shape is entirely contained inside it. This box-like boundary must be a four 
cornered shape when viewed from the top but there is no restriction on it being a rectangle 
or a parallelogram as long as it is a four cornered shape in top view. However, stepping 
over is only attempted in case the width and height of the boundary that binds the obstacle 
satisfy the constraints described in Section 4.3.2. Our algorithm at this stage considers the 
entire area inside this boundary in which the obstacle of arbitrary shape is contained as an 
obstacle. These obstacles are classified into three groups: 

Type-1: Height   0.1 m 

Type-2: 0.1 m < Height < 0.6 m 

Type-3: Height  0.6 m 

Can be crossed by stepping over if width  0.09 m. 

Cannot be crossed by stepping over but while dodging 
it if the foot does not strike it, nothing else will either. 

 Cannot be crossed by stepping over and while 
dodging we have to make sure the robot’s arms 
(which stick out wider than its feet) do not collide 
with it. The 0.6 m height is the distance of the ground 
surface from the lowest point of Saika-3’s arms. This 
distance will obviously vary from one humanoid 
robot to another. 
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5.2 Collision Detection 

Extending lines from the current body-corners of the robot to the to-be body-corner 
locations at the goal position, a gallery is formed. Using two of these boundary-lines and 
more drawn between corresponding current and destined points, we form a mesh. If any of 
these line segments is found intersecting a side of an obstacle (marked by a line between two 
of its neighboring corners), we say that a collision has been detected. Then, based upon 
distance from intersection point and angles made from current position, near and far sides 
and left and right corners of the obstacle are identified respectively. 

Figure 7. Mesh of lines drawn for collision checking 

The collision detection strategy can be understood more easily using Fig. 7. As explained in 
section 4.2, due to the nonholonomic nature of a humanoid robot, the location of its body 
center changes while turning. Thus, we have to obtain its intended direction of motion in 
order to reach the destination using the foot on which it will turn instead of measuring it 
with respect to the body center. Using this angle of the intended line of motion, an 
imaginary set of initial footstep locations is generated at the current position which indicates 
the initial position of the robot after it will orientate itself towards the destination. In this 
direction of motion, another set of imaginary footstep locations is generated at the 
destination point, which marks the locations at which the robot will place its feet upon 
reaching the destination. Joining the outer boundaries of these initial and final imaginary 
footstep locations, a gallery is formed. Inside this gallery, a mesh of equidistant line 
segments joining corresponding points at the initial and final locations is generated. Each of 
these lines is checked for intersection with each of the walls of all obstacles in the 
environment (which are also marked by line segments when looked at from the top). If an 
intersection is found, a collision is said to have been detected and the robot seeks to form 
trajectories in order to overcome this obstacle in the path. This type of collision detection is 
performed not only between the starting point and the ultimate destination, but between 
every two points which mark the initial and final locations of every intermediate path the 
robot considers traversing. 
From Fig. 7 it can also be seen that a part of the mesh of lines extends beyond the outer 
boundary of the footholds (drawn in blue). These are drawn by joining the outer ends of the 
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arms of the robot (which stick out wider than its feet) at initial and goal locations. Only if an 
obstacle of type-3 is found to be colliding with a line in this outer part of the mesh (between 
the feet and the arms), a collision is said to have been detected. 
With respect to collision detection, two kinds of simulation results are presented in this 
chapter. In one, the mesh comprises only 3 lines (two joining body ends and one joining 
body center at initial and goal locations). In the other, we form a mesh of 27 lines with a 
distance of less than 2 cm between every two neighboring line segments. 

5.3 Overcoming an Obstacle 

To dodge an obstacle from a side we choose pivot points near the obstacle corners as shown 
in Fig. 8. 

d
d

d
d

Figure 8. Choosing pivots to dodge an obstacle from right 

The distance ‘d’ along the extended side is chosen such that no part of the robot’s body 
collides with the obstacle as the robot stands in double support phase with its body centre at 
the pivot point. For instance in case of type-1 and type-2 obstacles, this distance is equal to 
half the length of the diagonal of the rectangular support polygon formed when the robot 
stands in the double support phase. This is because the outer most edges of the feet are the 
points closest to the obstacle with which there might be a chance of collision. ‘d’ can thus be 
different for each obstacle type but not for obstacles of one group. It is obviously greater for 
obstacles of type-3 since there is a possibility of collision with the robot’s upper body. 
As explained in section 4.3, to step over an obstacle, the robot balances itself on both legs 
one step short of the closest step-location near the obstacle. Next, based on rightward or 
leftward tilt of the obstacle in relevance with the robot’s trajectory, it places forward left or 
right foot respectively and balances itself on it. Using enhanced stepping motion, the robot 
now takes a step forward with its movable leg, making sure that the extended foot lands 
with its back-side parallel to the obstacle’s away-side. Fig. 9 displays the trajectories taken to 
overcome an obstacle of type-1. 
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Figure 9. Overcoming an obstacle of type-1 

5.4 Local Loops and Deadlocks 

Each obstacle in the surroundings is allotted an identification number. The planner keeps a 
history of the obstacles it has overcome in a path as it plans footsteps. Whenever an obstacle 
occurs twice, it indicates a local loop or deadlock since attempting to overcome it again is 
bound to bring the planner back to the same position again and again. Such a trajectory is 
immediately abandoned and pruned from the search tree. 

Figure 10. Avoiding local loops and deadlocks while crossing obstacle ’1’ of type-1 
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One such situation where the robot encounters a local loop and deadlocks while trying to 
dodge the obstacle labelled ‘1’ from both right and left sides is shown in Fig. 10. For 
instance, when trying to dodge the obstacle labelled ‘1’ in Fig. 10 from the right, the robot 
chooses pivot points to pass from its right side as elaborated upon in section 5.3. However, 
this path is obstructed by another obstacle on the robot’s right. To dodge this newly 
encountered obstacle, once again the robot forms trajectories from its right and left. The one 
attempted to pass from left finds the obstacle labelled ‘1’ in the way again. Since this 
obstacle is present in the history as one that has already been attempted to be dodged, the 
trajectory for dodging the newly encountered obstacle from the left is discarded as a 
situation where a deadlock is encountered. The trajectory formed to dodge it from the right, 
however, finds another obstacle (indicated as a type-3 obstacle in Fig. 10). Attempting to 
dodge this type-3 obstacle from the left results in a deadlock just as in the previous case 
whereas the one attempted from its right encounters yet another obstacle. This process is 
repeated twice more until, in an effort to dodge from the right the obstacle to the left of the 
obstacle labelled ‘1’, the obstacle labelled ‘1’ is encountered again. This trajectory, therefore, 
is also abandoned and a local loop is said to have been encountered. 
A similar situation occurs while trying to dodge the obstacle labelled ‘1’ in Fig. 10 from its 
left side. Thus the only trajectory possible to overcome this obstacle which is free of local 
loops and deadlocks is the one formed by stepping over. As we can see, the planner only 
plans the successful trajectory, avoiding getting stuck in local loops and deadlocks. 

5.5 Cost Assignment 

A heuristic cost based on the order of complexity of each stepping motion is given at Table 
1.  These costs are assigned to foot placements of each type as they are planned. 

Step type Cost 

Straight 1 

Turning 2 

Extended  3 

Enhanced 4 

Table 1. Heuristic costs assigned to steps of different types 

5.6 Intermediate Paths 

If, in order to proceed towards a pivot point while dodging an obstacle from its side, 
another obstacle is encountered along the way, alternate paths based upon the obstacle type 
are formed. All these alternate paths converge at the pivot point, meaning that they will all 
have similar descendants. Thus, the number of these intermediate alternate paths is 
multiplied by the number of descendent paths and added to the total number of possible 
alternate paths. Thus, evaluating cost of each intermediate path and keeping only the best 
during alternate path creation reduces the number of paths to only useful ones. 

5.7 Search for Best Path 

In order to identify the best one of the paths formed by our algorithm, we employ a depth 
first exhaustive search since greedy or A* search would not filter out for us the best path in 
every scenario (Cormen, 1994). 
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6. Results 

Figure 11. Various paths for reaching the destination in an obstacle cluttered environment 

Figure 12. Best path determined using depth first exhaustive search 
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Figs. 11 and 12 show results of a simulation of Saika-3 planning footsteps in a room with 20 
obstacles. We see that a graph of only 1,529 nodes is formed consisting of 54 paths all 
reaching the destination. The whole process takes only 437 ms using a mesh of 3 lines (for 
collision detection) and 864 ms using a mesh of 27 lines on a 1.86 GHz Pentium-IV Centrino 
(1.5 GB RAM) running Windows XP. A comparison with previous techniques reviewed in 
section 2 shows reduction in the number of nodes as well as in processing time even though 
the algorithm employs exhaustive search for hunting out best path which guarantees 
optimality of the chosen path among those traced out by the algorithm. 
Some more simulation results are given in Figs. 13-15. We see that the fastest result with the 
extensive collision checking strategy (27 line mesh) is obtained in Fig. 15. The reason for this 
is the very small branching that has taken place in the graph. This also reduces the time 
taken in search for best path. Also, Fig. 14 shows the trajectories formed around the obstacle 
of type-3 (hatched). It is readily observed that the robot keeps a greater distance with this 
obstacle than with obstacles of other types. 

(a) Alternate paths (b) Best path 

Figure 13. Result 2: Nodes formed 752, paths 28, time taken 234 ms (3 line mesh) 

 (a) Alternate paths   (b) Best path 

Figure 14. Result 3: Nodes formed 582, paths 17, time taken 688 ms (27 line mesh) 
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(a) Alternate paths    (b) Best path 

Figure 15. Result 4: Nodes formed 401, paths 8, time taken 422 ms (27 line mesh) 

7. Conclusion 

Our algorithm successfully demonstrates a novel global reactive footstep planning strategy 
with a human-like approach. Incremental graph expansion from simpler to more complex 
paths ensures formation of a simpler and more useful graph as compared to that formed by 
approaches such as the visibility graph. The trajectory generated is more energy-efficient 
since the robot does not have to lift its foot to a high location in every step as in case of game 
theory based approaches. The algorithm is considerably fast and reduces computational 
complexity by minimizing the number of alternate steps considered after planning each 
step. However, basing the cost of each step on energy or time optimisation criteria instead of 
just the complexity level of the stepping motion can further improve the performance of the 
algorithm. Possibilities for future work include implementation on real humanoid robot and 
incorporation of measures for dealing with dynamic obstacles in the environment. In 
addition, identification of alternate paths by considering postural changes also seems 
interesting e.g. constraints on many obstacles of type-3 can be reduced to those for type-2 if 
the robot only lifts up its arms. 
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1. Introduction  

Walking control of biped robots is classically performed in two steps: (i) the synthesis of 
walking patterns (Chevallereau et al., 1998) and (ii) the control of the robot to track the 
prescribed trajectory (Chew & Pratt, 2000; Park & Chung, 2000). The problems of these 
approaches are that the movements are non-adaptable to environment, and unexpected 
events are not pre-computable. In this meaning, despite the huge amount of works on the 
topic, biped control is still inefficient especially in terms of adaptability, robustness and 
stability. Contrast with this, human being decides his path on line adaptively according to 
the environment rather than predicting it a very long time ahead. A consideration inspired 
by human behavior is to introduce the path changes on line while guarantee stability and 
motion in environment. The automation of biped robots is very difficult but challenging.  
The control problem of on line walking adaptation has been studied by some researchers. 
For instance, the zero moment point (ZMP) was controlled for preserving the dynamic 
equilibrium (Park & Chung, 1999). However, this adaptation can only involve small changes 
of the original trajectory. Different with this, a trajectory better adapted to the encountered 
situation is chosen on line between a set of stored trajectories (Denk & Schmidt, 2001). The 
correspondent problem is that switching from one trajectory to another may lead to 
unexpected effects in control. To cope with this problem, a continuous set of parameterized 
trajectories was used as the candidate of choice (Chevallereau & Sardain, 2000). By it the 
switches were suppressed, but the set of trajectories has to be defined beforehand.  
Different with the previous considerations, a notable approach is to adopt the model 
predictive control (MPC) for walking adaptation (Azevedo et al., 2004; Kooij et al., 2003). By 
optimizing on line the joint motion over a receding horizon, biped robots have been 
controlled without pre-computed reference trajectory and switches at the algorithm level.  
The walking can auto-adapts to environment changes. However, in (Kooij et al., 2003),  
accompanying with the approaching of collision, the length of the optimization horizon is 
shortened step by step within the single support motion phase and finally the landing 
motion is controlled with only one sampling period optimization. The intendment of the 
authors is to avoid the difficulty of control when impact phenomenon occurs within the 
optimization horizon. But consequently, the adaptability to environment is weakened. In 
(Azevedo et al., 2004), how to predict the occurrence of impact then compensate positively 
for the effect of impact by MPC is not stated clearly.   



Humanoid Robots, Human-like Machines 316

A model of biped walker should encapsulate phases of continuous motion, switching 
between types of motion, and occurrence of impacts. The overall system is naturally a 
hybrid one. In this research, we provide a unified modeling framework for the biped motion 
from the hybrid system point of view, model the biped movement as a mixed logic 
dynamical (MLD) system by emphasizing impact and its effect on the walking dynamics. 
Based on the MLD model, we adapt MPC approach to the on line walking control of biped 
robot.  The MPC of a MLD system can be solved using powerful mixed integer quadric 
programming (MIQP) algorithm.  Its solution corresponds to the objective-oriented 
optimization of the gaits. Simulation results validate the effectiveness of our proposal.  

2. Modeling of planar biped robots 

The robot is comprised of rigid links, connected by revolute joints shown in Fig.1. The 
model considered is a planar open kinematic chain connected at the hip joint, comprising 
two identical legs. Torque is applied at hip joint and between the stance leg and the support 
foot.

Figure 1. Coordinate of a planar biped robot. X is the progressing direction.  The vertical 
axis is in a parallel but opposite direction with gravitaty g .

1θ ,
2θ   is the angle of link 1, link 

2 from the vertical axis. 
1τ and

2τ are the torque for driving joint 1 and joint 2. 
hm is the 

mass of hip, m is the mass of link 1 and 2,  is the length of link 1 and 2, 
gr is the distance 

between hip and the center of mass of each link, respectively 

Motions are assumed to take place in the sagittal plane, consist of successive phases of single 
support and collision event, without slip. The dynamics of feet is neglected. The two phases 
of the walking cycle naturally lead to a mathematical model of the biped walker consisting 
of two parts: the differential equation describing the dynamics during the single support 
phase, and a velocity discontinuity caused of the impact phase. The model equations and its 
basic features are describing in the following.  

2.1 Dynamic equation of swing phase 

In the single support phase, one leg is pivoted to the ground while the other is swinging in 
the forward direction. The dynamic equation of the biped robot during the swing phase can 
be derived to be 

,)(),()( τθθθθθθ =++ gCM   (1) 
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where T][ 21 θθθ = is the joint angular vector,  
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The parameter
0g is the gravitational acceleration. 

In general, the control variable is bounded because of the power limit of actuator,  

,ττ τ Mm ≤≤   (2) 

where ττ Mm ,  are the lower bound, the upper bound of τ , respectively.  

2.2 Impact model 

For simplicity, the collision between the swing leg and the ground is assumed to be inelastic. 
The contact phenomenon produces two simultaneous events: 1) impact, which causes a 
discontinuity in the joint angular velocities, with the configuration remaining continuous, 
and 2) switching due to the transfer of pivot to the point of contact.  
Following the law of conservation of angular momentum, we obtain a transition equation of 
the angular velocity as 

,)( −+ = θαλθ   (3) 

where −+ θθ ,  denote the angular velocity of post- impact and pre-impact, respectively. α is 

the half inter-leg angle at the transition instant,  
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The switching of the pivot to the point of contact is described as  

.
01

10
, == −+ SSθθ   (4) 

The transition from one leg to another is assumed to take place in an infinitesimal length of 
time. Hence there exists no double support phase.   

2.3 A mixed logic dynamical model 

The model of a biped walker is hybrid in nature, consisting of continuous dynamics (single 
support phase) separated by abrupt changes (impact phase) of velocity. How to describe the 
hybrid system is very important which affects directly the synthesis of biped motion and the 
control performance.   
For a general hybrid dynamical system, one may have several points of view: continuous-
time, discrete-event, or mixed. Whether one of these manners applies better than the others 
depends a lot on the task. For the biped walking problem, we stress the walking motion 
transmissions, the adaptability to environment, and the robustness to unexpected 
disturbance. For that, we consider both continuous and discrete dynamics simultaneously 
including switching between different motion phases, express all the motions in a unified 
framework, which will allow the synthesis of the walking system in a systematic way.  
Define the state variable vector as  

.=
θ
θ

x   (5) 

Then, the dynamical equation of single support phase (1) becomes  

)()( tbtBxAx cc ++= τ   (6) 
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The transition equations of the angular velocity and joint angle, (3) and (4), become  

−+ = xRx )(α   (7) 

Where −x is the pre-impact state, +x  is the post-impact state, and 

.
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After impact, the biped robot progresses with switched pivot and its state evolves along the 
dynamical equation (6) again from the reset post-impact state of (7). The right side time 
derivation of the post-impact state satisfies the following relation.  

,)(ˆ)()(

)()(
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cc
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τα

τ   (8) 
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where
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tbtBtB cc

Here we introduce an auxiliary logic variable 
cδ to associate the event of collision in order to 

describe (6) and (8) in a unified equation. 

}.1{}occurringimpact{ =↔ cδ   (9) 

Then for both the single support phase and the impact phase, the state of the biped robot 
evolves monotonically along the following unified dynamical equation,  

),())()(ˆ())(()( tbtbtbzIRAtBxAx cccc +−+−++= δατ   (10) 

where z  is the auxiliary variable defined as  

.cxz δ=   (11) 

It is remarkable that (11) can be equivalently expressed by a set of inequalities (Bemporad & 
Morari, 1999),   

.)max()1(

),max(0 14

xzxx
xz

c

c

≤≤−−
≤≤×

δ
δ   (12) 

In practice, collision can be measured experimentally or predicted mathematically according 
to the toe position of swing leg. For a robot with two identical legs walking on smooth 

plane, a collision occurs if the joint angles satisfy the relation of .21 θθ −=  If 021 >+θθ , it is 
the case of an interpenetration to the ground. For the convenience of numerical calculation, 
the condition of collision is practically represented as    

,0 221 εθθ ≤+≤

where
2ε  is arbitrary small positive constant. The right side of the inequality is added to 

avoid taking deep interpenetration as collision.  
In addition, the erected posture of robot, i.e. the case of  021 == θθ ,  has to be distinguished 

from collisions. Since the point of collision is always in front of the pivot in a nature 
walking, we set another condition for evaluating the occurrence of collision, 

01 >θ .

Concluding the previous two conditions, one can see that for a robot with two identical legs 
walking on smooth plane,  the swing leg is in collision with the plane if the following linear 
inequalities are satisfied,  

.0

,

221

11

εθθ
θε

≤+≤
≤   (13) 

where 01 >ε .
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By using (13), we have more concrete expression for (9),  

}.1{}}0{}{}{{ 2122111 =↔≤+∧≤+∧≥ cδθθεθθεθ   (14) 

The Boolean relation of (14) can be equivalently expressed by a set of linear inequalities. For 
that, we induce new logical variables 

321 ,, δδδ , which are associated with the following 

relations,

,}1{}{ 111 =↔≥ δεθ   (15) 

,}1{}{ 2221 =↔≤+ δεθθ   (16) 

.}1{}0{ 321 =↔≥+ δθθ   (17)

Consequently, we obtain 

321 δδδδ =c
 .                                                                  

According to the known knowledge (Bemporad & Morari, 1999), the equivalent inequalities 
of (15) are  

,))(max(

,))(min()min(

1011011

11111

δεεθεεθ
δεθθθ

+−+−≤
−−≥   (18) 

where
0ε is arbitrary small positive constant. Similarly, the equivalent inequalities of (16) are  
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,)1)()(max(
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The equivalent inequalities of (17) are 

3021021

32121

))(max(

)1)(min(

δεθθεθθ
δθθθθ

+++−≤+
−+≥+   (20) 

It means that the joint angles 
1θ  and 

2θ  determinate the logical values of 
321 ,, δδδ  through 

the linear inequality set (18)-(20), thus the value of the impact flag  
321 δδδδ =c
 . However, 

the nonlinear relation 
321 δδδδ =c
requires special solver and complicates calculation. For this 

problem, we induce one more logical variable 
4δ for variable linearization, 

.324 δδδ =   (21) 

By it the relation 
321 δδδδ =c
 finally becomes  

.41δδδ =c
  (22) 

The Boolean relation (21), (22) can be equivalently expressed by linear inequalities. For (21), 
the equivalent inequalities are 
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  (23) 
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For (23), the equivalent inequalities are 
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  (24) 

Concluding the previous discussion, one can see that we get the unified dynamical equation 
(10) for the hybrid biped motion, which is subject to constraints of (2), (12), (18)-(20), (23), 
and (24). In the context, (10) is rewritten as (25). The constraints (2), (12), (18)-(20), (23), and 
(24) are integrated into (26).  

),()()()( tbtBztBtBxAx zcc ++++= δτ δ   (25) 

,54321 EEzEExE ≤+++ δτ   (26) 

where

].0000)()(ˆ[)(),)(()(,][ 4321 tbtbtBIRAtB cz
T

c −=−== δαδδδδδδ

The coefficient 
iE of (26), ,5,...,1=i can be known from the context.  

For computational convenience, (25) is generally put in discrete-time domain 
representation.,

),()()()()()()()()1( 0321 kBkkBkzkBkkBkAxkx ++++=+ δτ   (27) 

where with the sampling period sT ,
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The MLD model of (25), (26) or (27), (26) describes both the continuous dynamics and the 
impact event within one framework, which provides the possibility of systematic synthesis 
and control for the biped motion.  

3. Progressing constraint 

A successful walking should be stable and successive progress forward.  For that, conditions 
of stable and successive walking  have to be taken into account as constraints subject to the 
optimal gait generation problem.  

3.1 Erected body 

For supporting the body against gravity, the position of hip should be above a positive level 
to avoid falling. For example, to achieve    

,* ≤≤ hipy
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where
hipy  is the vertical position of hip, we can set  

*

11

*

1 θθθ ≤≤−   (28) 

With ./arccos ** =θ .   

3.2 Progression 

For propel the body in the intended direction with a progression rhythm, horizontal velocity 
of hip should be kept positive, and strictly monotonically increased. The horizontal position 
of hip is  

1sinθ=hipx .

Its time derivation is the horizontal velocity of hip, which should satisfy 

.0cos 11 >= θθhipx

For that, we set the following constraint to ensure the forward progression of the body.  

vεθ ≥1
    (29) 

where 0>vε .

3.3 Environment 

For walking at non-smooth ground, we suppose that the environment at the next steps can 
be detected by sensor such as camera. Then the non-smooth walking surface can be 
mathematically expressed by a set of equalities, denoted as   

).(xy ψ=

Note that in this case, the occurrence condition of collision,  
)(xytoe ψ=
, has to be derived to 

substitute for (13).  Corresponding with this, within single support phase, the toe of the 
swing leg has to be controlled above the walking surface,   

).(xytoe ψ>   (30) 

These control constraint (28)-(30) can be integrated together with (26) which is the constraint 
part of the MLD model of the biped robot. The integrated MLD model of (25), (26), (28)-(30) 
is the unified description for the biped motion, including both the physical modeling and 
the motional requirement.      

4. Optimal control 

The problem is to generate on line the biped motion without pre-defined trajectory, by the 
simultaneous synthesis and control of walking gait. The optimal gait to current environment 
consists of the continuous trajectory within each single support phase and the transition 
time of stance leg.  
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Basing on our derived MLD model, we handle the control objective by using a systematical 
method such as the model predictive control (MPC). Note that traditionally, MPC is used to 
solve the control problem of a constrained but continuous dynamical system. For the biped 
motion control, because of the existence of logical variables in the MLD model, the MPC of 
the MLD system is more complex. The idea is to carry out optimization of the biped motion 
in a receding finite horizon, which can be transformed to solve a mixed integer quadric 
programming (MIQP) problem (Bemporad and Morari, 1999). Its solution corresponds to 
the optimal walking gait of the biped robot.   
The criterion for minimization is as the following. 

−

=

−++−++++−++=
1

0

))()()()|1((
4321

N

i
QrQrQQr ikzikzikxkikxL δδτ   (31) 

which is subject to the MLD model of  (27), (26), (28)-(30).  
In (31), the real number N  is the horizon for each minimization. )|1( kikx ++  is the state  

in the 1+i steps future of the current state )(kx , and can be predicted by the MLD model 

according to the applied torque sequence )(),...,( ikk +ττ . rx  is the desired state at pre-

impact point,  can be time invariant or time-varying.  rz is the corresponding auxiliary 

continuous variable of rx . rδ is the corresponding auxiliary logical variable of rx .
41,...,QQ

are the weighting matrices.  
The first term in (31) is for achieving a progressive walking. In the N  steps optimization, the 

state before impact will be driven to approach the impact point rx . The state post or after 

impact will be driven to access the next impact point rx  in order to keep progression. It 

implies that the criterion (31) and the MLD model can handle the impact effect well even if 
the impact point appears as an interior point of the optimization, and its solution is optimal 
for both before impact and after impact state. The second term in (31) is for achieving a 
minimal torque control purpose.
Note that (27) is a nonlinear MLD model in the sense that it has nonlinear and time-varying 

coefficients such as )(2 kB . However, the optimization of a nonlinear MLD system is difficult 

to solve because of the system nonlinearity and the curse of dimension. In this study, we 
linearize the nonlinear MLD system so as to avoid the computational difficulty. The 
linearization is carried out by freezing the coefficient matrices at the current values )(kx  for 

the next N steps. Basing on the linearized MLD system, we can solve its MPC problem by 

using a MIQP solver to get the future N steps control inputs ).1(),...,( −+ Nkk ττ Then, we 

apply only the first control input )(kτ to the actual nonlinear mechanical system for one 

sampling period, which results in a new state ).1( +kx  At this updated working point, the 

above linearization and optimal calculation are repeated for keeping control.   
The control procedure is concluded as follows.  

1. Set the sampling period 
sT and the horizon N  for optimization. 

2. Substituting the current state )(kx into the nonlinear MLD model (27), and freezing the 

coefficient matrices at the current values for the next N steps.   

3. Based on the linearized MLD model, solve the MPC problem by MIQP solver.  



Humanoid Robots, Human-like Machines 324

4. Select only the control input for the next step, and apply it to the nonlinear biped robot. 
Get the updated state ).1( +kx      

5. The time is shift from k to 1+k . Then repeat the step 2-5.  

The proposed linearization and the MPC are based on the updating state. This feedback 
brings robust property to the control system, by which the nonlinear model error and 
external disturbance can be effectively treated. On the other hand, larger number  N results 
in better control performance. But it increases the number of variables and leads the optimal 
problem more complex. Especially, the number of logical variables determinates the 
computational time exponentially. The computational burden will obstruct the real time 
implementation of the control.  For this problem, the use of lookup table and the technique 
of mp-MIQP (Bemporad et al., 2002), which moves the complex computation to off line 
work, will drastically reduce the on line processing time.

5. Application to a biped walker system 

The proposed MLD modeling and MPC approach are applied to a 2 D.O.F. planar biped 
robot system as shown in Fig.1. The physical parameters of the biped robot are given in 
Table 1. 

hm m gr

10kg 5kg 1m 0.5m 

Table 1. Physical parameters of the 2 D.O.F. biped walker 

For simplicity, the walking ground is assumed to be smooth plane. The motion of the biped 
is the automatic transition of single support phase and impact phase. The movement range 
of link 1 and link 2 is set within 4/π± (rad) which ensures the position of hip above 0.7m to 

the ground. The torque limitation of link 1 is supposed to be 100(Nm), and that of link 2 is 
30(Nm). The minimal progressing velocity of hip, 

vε , is set to be 0.1(rad/s). 

¶(6pt)

In our simulations, the biped robot started to walk with an initial state  

[ ] .4.08.022.022.00

Tx −−=

To carry out the MPC for generating the walking gait optimally, a reference pre-impact state 
is required as stated in (31), which is taken as  

[ ] .63.130.123.023.0 T
rx −=

The corresponding auxiliary variables are   

[ ]
[ ] .1111

,63.130.123.023.0

T
r

T
rz

=

−=

δ

The weighting matrix is chosen to be  

.)10,10,10,10( 7744

1

−−−−= diagQ
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The other weighting matrices 
432 ,, QQQ  are appointed to be diagonal matrices, and all of 

their diagonal elements are equal to 1010 − .

All simulations are executed by a computer with a Pentium 3.20GHz CPU and 3G memory. 
The calculation for the synthesis of walking motion is carried out using MATLAB. The 
sampling period 

sT  is 10ms.

The first simulation is for the synthesis of biped motion. The simulation results are shown in 
Fig.2 and Fig.3.  In Fig.2(a), the real line is the trajectory of joint )(1 tθ , and the dot line  is the 

trajectory of joint )(2 tθ . In Fig.2(b),  the real line is the trajectory of the angular velocity )(1 tθ ,

and the dot line is the trajectory of the angular velocity )(2 tθ . In Fig.3(a), it shows the profile 

of the applied torque
1τ . In Fig.3(b),  it is the profile of the applied torque

2τ .
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Figure 2. The time histories of joint angle and velocity: (a) the angle of support leg, 
1θ (rad)

(the real line) and the angular of swing leg,
2θ (rad) (the dot line). (b) angular velocity of 

support leg, 
1θ (rad/s)  (the real line) and angular velocity of swing leg, 

2θ (rad/s) (the dot 

line)

From these Fig.2 and Fig.3, one can see that the biped robot is controlled to progress 5 steps 
in 2s. The first step period is 0.5s, slower than the left 4 steps. Leg transition occurred at the 
position of less than the desired 0.23(rad). Thus the stride is relative small.       
The second simulation is to check the robust property of the approach. For that, a pulse type 
of disturbance vector [ ]Tw 104=  is added to the torque at 1s.The profiles of the disturbed 

torques are shown in Fig.4. From Fig.4 (a) and (b), it is seen that both of the torques 
converge to their stable trajectories after the disturbance disappeared.  The trajectories of 
angles and angular velocities have not big change from those shown in Fig.2.    
By these simulation results, we see that the MLD approach is effective for generating gait 
pattern, and is robust to external disturbance. However, the computation time for both 
simulations is about 88s for the 2s walking. Note that these simulations are preliminary 
studies for validating the effectiveness of MLD modeling and the feasibility of MPC, the 
computation time is absolutely not optimized and the used MIQP solver is not fast. This 
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provides us another important research topic of how to decrease the computation time for 
real time implementation.      
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Figure 3. The profiles of torques: (a) torque 
1τ (Nm) of the support leg, (b) torque 

2τ (Nm) of 

the swing leg 
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6. Conclusion 

In this study, we proposed a MLD modeling and MPC approach for the on line optimization 
of biped motion. Such modeling approach possesses advantage that it describes both the 
continuous dynamics and the impact event within one framework, consequently it provides 
a unified approach for mathematical, numerical and control investigations. This MLD model 
allows model predictive control (MPC) and subsequent stability from the numerical analysis 
viewpoints, by powerful MIQP solver. Hence the biped robot can be on line controlled 
without pre-defined trajectory. The optimal solution corresponds to the optimal gait for 
current environment and control requirement. The feasibility of the MLD model based 
predictive control is shown by simulations. How to effectively decrease the computation 
time in order to realize the real time implementation is an important research topic left to 
future.
Finally, we mention that a human uses his predictive function based on an internal model 
together with his feedback function for motion, which is considered as a motor control 
model of a cerebellum (Kawato, 1999). Stimulated by this, a general theoretical study for 
motion control of hybrid systems is reported in (Yin & Hosoe, 2004) which is based on the 
MLD model of a hybrid system. We are further developing this theory to help the biped 
motion synthesis and control. It will be also useful for the realization of complex motion of 
other bio-mimetic robots. 
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1. Introduction 

In these two decades, the technology of bipedal and humanoid robots has been made great 
progress. Up so far, many bipedal and humanoid robots are successfully developed (Hirai et 
al., 1998; Takanishi et al., 1985; Ogura et al., 2004; Kaneko et al., 2004; Nakasaka et al., 2004; 
Löffler et al., 2003; Lohmeier et al., 2004). In these robots, the gait planning and control for 
bipedal walking are based on ZMP concept (Vukobratovich et al., 1990; Goswami, 1999; 
Kakami, 2000). There are generally two methods for implementation of the dynamic and 
stable walking. The first one is based on a multiple rigid body robot model (Takanishi et al., 
1985). This model is comparatively precise, but it requires a huge computation cost. The 
second one is simply based on the assumption that the whole robot mass is concentrated to 
robot’s CoG (Center of Gravity). The typical approach is using a 3D inverted pendulum 
model (Kajita & Kobayashi, 1987; Kajita et al., 2002; 2003; Zhu et al., 2003, 2004), in which, 
the robot locomotion in the sagittal and lateral planes are supposed to be independent. 
However, up to now, the bipedal walking nature and limitations of walking speed, stride, 
stride motion time, and so on, have not been completely understood. Partially this is because 
(1) few attentions are paid on the motion in double support phase and its effect to whole 
bipedal walking; (2) the investigation is not done intensively even for single support phase; for 
example, motion in sagittal plane are simply dealt with independent of the motion in lateral 
plane in most literatures on biped and humanoid robots. As revealed latter, in fact, such an 
approach is improper since the motions in the two planes are strongly coupled together. (3) 
ZMP is fixed to a point in robot sole for most of bipedal or humanoid robots. 
This paper mainly discusses the above first two problems based on ZMP concept and an 
inverted pendulum model with the assumption that ZMP is fixed at the center of the robot 
sole in single support phase. To do this, the relation between the motions in the sagittal and 
lateral planes is investigated first. By dividing a whole bipedal walking cycle into a double 
support, a deceleration, and an acceleration phases, and synchronizing the motions in the 
sagittal and lateral planes, we point out that the motions in these two planes are strongly 
coupled together, in other words, the motion in the lateral plane greatly restricts the motion 
in the sagittal plane, vice versa. Then, the role of the double support phase in biped walking 
is discussed. By changing the start and finish points of the double support phases in the 
lateral plane, the walking parameters such as walking speed, walking period, phase stride 
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and so forth, are consequently altered. With this, it comes a conclusion that a short double 
support phase is necessary in the viewpoint of both of a smooth and fast walking after a 
high enough instantaneous speed in the sagittal plane is obtained at the end of acceleration 
phase.  Consequently, an approach for adjusting the instantaneous speed at the end of the 
acceleration phase is presented, and a biped walking planning procedure is proposed. 
Finally a numerical example is given out.  
This paper is organized as follows. In Section 2, robot model, trajectories of the robot CoG 
and ZMP, and the general motion equations of the robot are described. In Section 3, a 
walking pattern with fixed ZMP is analyzed by being synchronized the motions in the two 
planes. In Section 4, the effects of the double support phase on bipedal walking are 
analyzed. Walking speed adjustment, walking planning, and an example are presented in 
Section 5, and the conclusion is given out in Section 6. 

2. Robot Model and Bipedal Walking 

2.1 Robot Model and Assumptions 

 In this study, a bipedal robot is modeled as a 3D inverted pendulum of which the mass of 
the robot is supposed to concentrate on the point C, the CoG of the robot, as shown in Fig.1. 
OXYZ is the world coordinate system, where X, Y axes are respectively the walking and 
swinging directions. XZ plane and YZ plane are respectively called the sagittal plane and 
lateral plane; and oxyz is the local system fixed to the center of the support sole of the robot. 
For simplicity, the following assumptions are made. 

1. The height of the robot’s CoG is a constant, i.e., 0=z .

2. The origin o of the local system oxyz is always set at the sole center of support foot.  
3. The desired ZMP in single support phase (SSP) is also always set at the sole center of 

the support foot; hence, the desired ZMP in SSP is identical to o.  
4. The equivalent foot length of two feet is b. 
5. The robot moves with constant speed in the double support phase. 

Figure 1. 3D inverted pendulum model of biped robot. (a) motion in sagittal plane. (b) 
motion in lateral plane 

6. The robot just walks forward, i.e., the distance d0 in the lateral plane is a constant (Fig. 
2).
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 Figure 2. Trajectories of CoG and ZMP in bipedal walking 

7. In single support phase, the CoG never passes over the X axis (the midline) of its two 
feet. This means that the single support phase ends and the double support phase starts 
before the CoG crosses the X axis. 

Here, we make some explanations for the assumptions (2) and (3).  
In theory, the origin o of the local system oxyz can be set at any place. Assumption (2) just 
brings a simple expression of the robot’s motion equations (refer to Eqs. (5) and (6)). Hence, 
it leads great convenience for discussing the robot motion. Otherwise, if the origin o is not at 
the sole center of support foot, there would be respectively a constant offset in equations (5) 
and (6).
In SSP, ZMP (Zero moment point) is in fact a center of pressure of the support foot sole, or 
saying, the acting point of the resultant reaction force of the support floor. Therefore, ZMP is 
always within the inside of the sole of the support foot in SSP, even when the robot is falling 
down (at this moment, the ZMP is at one of the edges of the support foot). Consequently, 
the safest case is that the desired ZMP is at the sole center of the support foot in SSP. 
Concretely, with the assumption of the desired ZMP at the sole center of the support foot, 
the motion equations of the CoG of the robot can be easily derived (as shown by Eqs. (5) and 
(6)), then this CoG motion is decomposed into each joint’s motion (trajectory). The control 
system is just controlling each joint’s motion as planned trajectory. In this way, the control 
system not only makes the biped robot stable walking, but also guarantees the real ZMP at 
the desired position (the sole center of the support foot). This approach is being used in 
most of biped humanoid robots, ex., (Kakami et al., 2000) and (Kajita et al., 2003).  
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When the real ZMP of the robot deviates from the desired ZMP, an additional on-line ZMP 
control scheme is necessary by modifying the CoG’s motion (in fact, changing some or all 
joint’s motion), for example, as did in (Zhu et al., 2004). 
This paper just discusses the CoG’s trajectory of the robot with the precondition of the 
desired ZMP at the sole center of the support foot in SSP, and doesn’t consider the detail 
control problem. 

2.2 Trajectories of Robot CoG and ZMP 

The robot motion, in which its CoG trajectory is shown in Fig.2, is as follows. Before the 
robot starts to walk, its CoG is at the midpoint O of the two support feet. When the robot 
starts to walk, the CoG is first shifted from the point O to A. Here the distances between OA 
in X and Y direction are respectively Xs0 and es1. From the point A, the left leg of the robot 
(here, assume the left leg of the robot first steps out) steps forward while the right leg 
supports the robot, and the robot moves forward along the curve AB. When the CoG moves 
to the point B, the left leg lands to the floor and the robot enters into the double support 
phase. When the CoG reaches to the point C, the right leg lifts off and the robot is in the 
single support phase again. During the left leg support phase, the CoG moves along the 
curve CDE. When the CoG reaches to E, the right leg lands to the floor and the robot is in 
the double support phase again. In this way, the swing leg and the support leg switches 
each other in turn at the points B, E, H, the robot moves forward in X direction (sagittal 
plane) while swings in Y direction (lateral plane). The positions of each point from A to H 
are shown in Fig.2. 
As our assumptions indicate, the ZMP is fixed at the sole center of the support foot in the 
single support phase, such as points A0, D0, G0, and J0, and the ZMP moves from A0 to D0,
from D0 to G0 in the double support phase as shown in Fig.2. In the local system oxyz, the 
ZMP can be expressed as 

g
zxxxZMP −=   (1) 

g
zyyyZMP −=   (2)

The above two equations can be rewritten as 

θcot)( ⋅=−= gxx
z
gx ZMP  (3) 

αcot)( ⋅=−= gyy
z
gy ZMP  (4) 

Eq.(3) shows that for the motion in the sagittal plane XZ, when the robot is forward leaning 

(the CoG of the robot is in front of the support foot, 0≥− ZMPxx , the robot has to accelerate 

forward. Contrarily, when the robot is backward leaning (the CoG is at the rear of the 

support foot, 0≤− ZMPxx ), the robot should decelerate. Therefore, with the switching of 

the support leg and swinging leg in walking, the robot continually accelerates and 
decelerates.
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In a single support phase, the general motion equations (the solutions of Eqs. (3) and (4) of 
the CoG of the robot in the two planes are respectively as follows,  

tt
ZMP ececxtx ωω −⋅+⋅+= 21)(  (5) 

tt
ZMP ececyty ωω −⋅+⋅+= 43)(  (6) 

where, ZMPx and ZMPy are respectively constants as our assumption; zg /=ω ; c1 to c4 are 

coefficients determined by initial conditions. 

3. Motions in Sagittal and Lateral Planes 

In our previous work (Zhu et al., 2003, 2004), a bipedal walking is divided into initial 
acceleration, double support, deceleration and acceleration phases.  Here the motion in each 
phase is investigated in more detail by combining and synchronizing the motion in the 
lateral plane. In this paper, the distances esn (n=0, 1, 2, ···) from the robot's CoG to X axis in Y 
direction (See Fig. 2) are supposed positive, i.e., esn> 0 (n=0, 1, 2, ···). 

3.1 Initial acceleration phase AB 

(Motion time: 00 att ≤≤ , travelled distance in X and Y direction: 00 )( as StxX ≤≤ ,

21 )( ss etye −≤≤− )

In this phase, the robot starts walking from the standstill and the robot has to accelerate. 
According to the motion equations (3) and (4), in order to guarantee the ZMP at the sole 
center of the support foot, the robot has to lean forward in the XZ (sagittal) plane and lean 
left in the YZ (lateral) plane, respectively. Thus, at the start point A, the offsets Xs0 and es1

respectively in X and Y axes are necessary as shown in Fig.2. (If Xs0 = 0, then xZMP = x. It 

leads 0=x .  This means the robot cannot move from the rest ( 0=x ). If es1=0, then the robot 

will have to move to left and pass over the X axis. This violates the assumption (7)). 
This condition implies that the projection of the CoG must be within the support polygon. 
This is (refer to Fig.1)

2
0 0

bX s ≤<  (7) 

With the initial conditions x(0)=Xs0, 0)0( =x , y(0)=-es1, y(0)=0, xZMP=0, and yZMP=-d0, the 

coefficients of Eqs.(5) and (6) are respectively c1=c2=Xs0/2, and c3=c4=(d0 - es1)/2. Therefore 
the two motion equations are respectively 

)cosh()(
2

1
)( 00 tXeeXtx s

tt
s ωωω ⋅=+= −   (8) 

)cosh()(
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tedd

eeeddty
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ω

ωω

−+−=

+−+−= −

  (9) 
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In the sagittal plane, the terminal conditions at the point B are  

000 )(
2

1
)( 00

a
tt

sxa SeeXtx xaxa =+= −ωω
 (10) 

000 )(
2

1
)( 00

h
tt

sxa VeeXtx xaxa =−= −ωωω  (11) 

where, txa0 and Vh0 are respectively the motion time and terminal speed in the sagittal plane 
in this phase. From (10) and (11), txa0 and Vh0 can be respectively expressed as 

00

002 0

ha

hat

VS
VSe xa

−
+=

ω
ωω

 (12) 

2

0

2

00 sah XSV −= ω  (13) 

On the other hand, for the motion in the lateral plane, with the terminal conditions y(tya0)=-

es2 and 00 )( yaya Vty =  (here, tya0 and Vya0 are respectively the motion time and the terminal 

speed of the phase in the lateral plane).  With the same way as done for the motion in the 
sagittal plane, tya0 and Vya0 can be respectively expressed as  

020

0202
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)(
0

yas

yast

Ved
Ved

e ya

−−
+−

=
ω
ωω

 (14) 

2

10

2

200 )()( ssya ededV −−−= ω  (15) 

Obviously, those two motions in the two planes should be synchronized, that is, there 
should be txa0=tya0. Thus, substituting Eqs. (13) and (15) into Eqs. (12) and (14) yields  

10

20

10

0

0 <=
−
−= a

s

s

a

s

ed
ed

S
X ρ  (16) 

By substituting (16) into (12) or (14), we can get 
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attt yaxaa eee
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 (17) 

Hence, the motion time in this phase is 

−+=== 2
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a
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By substituting (16) into (13) and (15), we can find the following relation  
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Moreover, from (16), there is 
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Since there should be 02 ≥se  as shown in Fig.2, there is 

0

0

1
0

0
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0 1 a

s
a

s
s S

d
eS

d
edX −=−≤  (21) 

If es1 and es2 are determined, then from (7) and (16), Sa0 should be 

0

0
2 a

a
bS
ρ

<  (22) 

Eqs.(16), (20), and (21) show that the motions in the sagittal and lateral planes are tightly 
coupled together. The determination of the initial and terminal positions in one plane 
automatically and simultaneously decides the initial and terminal positions in another 
plane, therefore completely decides the motions in the two planes.   
Eqs. (16) and (18) show that the motion time is independent of the moving distance, but 
determined by the ratio of the distance from the CoG to ZMP at the terminal time to the 
distance at the initial time in either of two planes. Eq. (19) shows that the ratio of the 
terminal velocities in the two planes is equal to the ratio of two distances from the CoG to 
ZMP at the terminal time in the two planes.  Note that in this phase, an offset xs0 is 
necessary, otherwise the robot cannot start walking. 

3.2 Double support phase BC 

(Motion time: 10 dstt ≤≤ , travelled distance in X and Y direction: 1)(0 bStx ≤≤ ,

32 )( ss etye ≤≤− )

Once the CoG of the robot moves over the point B, the robot enters into the double support 
phase. We assumed that the robot moves forward with constant velocities Vh0 and Vya0

respectively in X and Y directions. But its ZMP shifts from A0 to D0 (Fig. 2) in the double 
support phase. There are following initial and terminal conditions for ZMP's motion in this 
phase,

0)0(,0)0( == ZMPZMP yx  (23) 

0)0(,0)0( dyx ZMPZMP −==  (24) 

0)(,0)( 11 == dsZMPdsZMP tytx  (25) 

011101 )(,)( dtySSStx dsZMPdbadsZMP =++=  (26) 

Therefore, a third order polynomial function of time t is employed to represent ZMP's 
trajectory.
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3.3 Deceleration phase CD 

(Motion time: 10 dtt ≤≤ , travelled distance in X and Y direction: 1)(0 dStx ≤≤ ,

43 )( ss etye ≤≤ )

After the robot moves over the point C, its former support leg (here, is the right leg) will lift 
off and the robot is in the single support. Since the CoG of the robot is at the behind and 
right of its support foot, the robot must decelerate in both of two directions. This phase CD 
is called the deceleration phase.

With initial conditions x(0)=-Sd1, 0)0( hVx = , y(0)=es3, 0)0( yaVy = , and xZMP=0, yZMP=d0,

from Eqs.(5) and (6), the motion equations in the sagittal and lateral planes are respectively 
expressed as follows,  

)cosh()sinh()( 1
0 tStVtx d

h ωω
ω

−=  (27) 

)cosh()()sinh()( 30

0

0 tedt
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ya ωω
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−−+=  (28) 

The terminal condition in the sagittal plane is x(td1)=0, but 0)( 1 =dty  for the lateral plane. In 

the same way as shown in subsection 3.1, the terminal speed Vl1 (the lowest in this phase) in 
the sagittal plane is expressed as  

2
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2

01 )( dhl SVV ω−=   (29) 

the swinging amplitude es4 in this phase is  
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Further, the motion times in the two planes are respectively as follows,  
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The above two motion times should be the same; therefore there exists the following 
condition,  
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Consequently, by substituting (13), (15), and (16) into (33), the phase stride Sd1 can be 
expressed as  
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Meanwhile, to guarantee the robot continually moving forward, the terminal speed should 
be Vl1>0, that is 

01 hd VS <ω   (35) 

With (13) and (14)), the condition (35) implies that 
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02003 1)(0 ass edde ρ−−−<<   (36) 

Further, by substituting Eqs. (29) and (30)) into Eqs. (31)) and (32), we can get  
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Thus, there are the following relations,  
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and the motion time td1 is  
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Note that when es3=es2, there is a following relations,   

)(asand 230114 ssadss eet tee ===   (42) 

3.4 Acceleration phase DE 

(Motion time: 10 att ≤≤ , travelled distance in X and Y direction: 1)(0 aStx ≤≤ ,

45 )( ss etye ≤≤ )

In the sagittal plane, once passing over the point D, the CoG of the robot will be in front of 
its support foot. Thus, the robot must accelerate. On the other hand, the robot reaches its 
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swinging peak at D with zero speed, and its CoG is in the right of its support foot. 
Therefore, the robot will accelerate in the lateral plane, too.  This phase is called the 
acceleration phase.

With the initial conditions x(0)=0, 1)0( lVx = , y(0)=es4, 0)0( =y , and xZMP=0, yZMP=d0, from 

Eqs.(5) and (6), the motion equations in the sagittal and lateral planes are respectively, 

)sinh()( 1 tVtx l ω
ω
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)cosh()()( 400 teddty s ω−−=   (44) 

The terminal conditions are x(ta1)=Sa1, y(ta1)=es5. In the same way as shown in subsection 3.1, 
the terminal speed Vh1 and Vya1 in the two planes are respectively  
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These two velocities are the highest in this phase. Further, the motion time in the two planes 
can be respectively expressed as follows,  
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With the condition txa1=tya1, by rewriting (45) to express 1aSω  in terms of Vh1 and Vl1, and by 

substituting (46) into (48), then we can get the following condition,   
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From (49), es5 can be expressed as 

41015 )1( saas ede ρρ +−=   (50) 

Further, from Eqs. (29), (39), (45), and (49), the following three relations can be derived out,  
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These three equations are used to adjust the terminal speed Vh1 of the acceleration phases. It 
will be discussed in Section 5.  Note that es4 is a function of es3 and determined by eq.(30). 
 According to our assumptions, there is es5>0, hence from (45) and (49), the phase stride Sa1

should be determined by 
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Similar to be done in subsection 3.1, the motion time ta1 in this phase is  
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Note that BCDE is a whole walking cycle which consists of a double support, a deceleration, 
and a acceleration phases. After the acceleration phase, the robot will enter into the double 
support phase and start a new walking cycle again. Similar to the deceleration phase CD, for 
the second deceleration phase FG, we can get   
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From the second deceleration phase, the motion is repetitive and the equations are also the 
same. 

4. Double Support Phase and Bipedal Walking 

The discussion in Section 3 shows that the motions in the sagittal and lateral planes are 
strongly coupled together. It also indicates that the initial and terminal points of the double 
support phases, such as points B, C, E, F, H, I in Fig. 2, greatly affects the robot motion. This 
section further illustrates the effects of the double support phase to the bipedal walking.   
To let the discussion be more general, we discuss the motion in the second walking cycle 
EFGH in Fig. 2, where, EF is the double support phase, FG and GH are respectively the 
deceleration and acceleration phases. We assume that when the robot travels to the point E, 
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the parameters before E such as es4, es3, Sd1, and etc, are determined and known. Here, the 
parameters used are z=0.50 [m], es1=0.07 [m], es2=es3=es5=0.02 [m]. 

4.1 Double support phase and deceleration phase 

As discussed in Section 3, es5, or saying, the position of the point E, determines the velocities 
at the point E that is equal to the velocities at the point F as we assumed. Meanwhile, es6, the 
terminal position of the point F of the double support phase EF, affects the motion in phase 
FG, too.   Therefore, both es5 and es6 determine the motion in deceleration phase FG.  Note 
that the selection of es6 should satisfy the condition of ineq.(57), in which, es6max is the 
function of es5, i.e., es6max=es6max (es5).
With the variations es5 and es6, in the phase FG, the motion parameters such as the swinging 
amplitude es7, motion time td2, phase stride Sd2, the speed Vl2 at point G (the lowest one in a 
whole walking cycle), and the average speed Avl2, will correspondingly change. Their 
relations with es5 and es6 are respectively shown from Fig. 3 to Fig. 7. In these figures, there 
are 7 curves corresponding to es5=0 to es5=0.07[m] of which the interval of es5 is es5=0.01 
[m], and all of these 7 curves start from es6=0 and end at es6=es6max (es5).   
Fig. 3 to Fig. 7 respectively show that for  

• es5 fixed but es6 variable case 
es7, td2, and Sd2 increase, but  Vl2 and Avl2 decrease with es6. Note that (1) a fixed es5

implies that phase stride Sa1, the velocities of Vh1 and Vya1 are determined; (2) when 
es6=es5, there are es7=es4, td2=ta1, Sd2=Sa1, and Vl2=Vl1; (3) if es6=es6max (es5), then es7=d0,

∞→2dt ,  Sd2=Sd2max=Vh1/ , Vl2=0, and Avl2=0 since the robot will stop at the point G 

in this extreme case.  

• es6 fixed but es5 variable case 
es7, td2, and Sd2 monotonously decrease with es5, but Vl2 and Avl2 have not such 
monotonicity (es5 and es6 should be subject to the condition of ineq.(57). Note that (1) 
the increase of es5 means the decrease of Sa1, Vh1, and Vya1; (2) when es5=es5max=es4

(=0.07[m], there are es7=es6, Sd2=Sa1=0, td2=ta1=0, and Vl2=Vl1; in other words, the 
acceleration phase DE and the deceleration phase FG will disappear; (3) when 
es5=es6=0, there is Vl2=Vl1; (4) for a given es6, there exists a Vl2max occuring at a es5; for 
example, when es6=0, Vl2max=1.00[m/s]; as es5=0.0248[m]; (5) similarly, for a given es6,
there exists a Avl2max at a es5; for instance, when es6=0,  Avl2max=1.16[m/s]; as 
es5=0.0167[m] as shown in Fig. 7.  

The above phenomena can be explained by the equations discussed in above section just by 
substituting es4, es5, Sd1, Sa1 respectively with es7, es8, Sd2, Sa2, and so forth.  
A big Vl2 (here, Vh1 is fixed with a fixed es5) implies a small speed fluctuation (Vh1 - Vl2) and a 
smooth bipedal walking; meanwhile a big Avl2 means the robot walks fast. Therefore, Fig. 6 
and Fig. 7 show that small es5 and es6 should be selected in the view of both of smooth 
walking and fast walking. 
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Figure 3. Variation of swinging amplitude es7 with es5 and es6 

Figure 4. Variation of td2 with es5 and es6

 Figure 5. Variation of Sd2 with es5 and es6
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Figure 6. Variation of Vl2 with es5 and es6

Figure 7. Variation of average speed Avl2 with es5 and es6

4.2 Double support phase and acceleration phase 

Here, we mainly discuss the effects of es6 and es8 to the motion in acceleration phase GH, 
because these two parameters determine the motion of the acceleration phase GH. For 
simplicity, here es5 is set to be equal to es3, i.e., es5=es3=0.02[m] (refer to Table. 1. Therefore, 
the variable ranges of es6 and es8 are respectively 0<es6<es6max (es5) (=0.0229[m] and 0<es8< es7

(es6). As described in subsection 4.1, here es7 is the function of es6, and es7 (es6max)= d0.
Similarly to subsection 4.1, with the variations of es6 and es8, the motion parameters, such as 
the phase stride Sa2, motion time ta2, speed Vh2 and Vya2 at point H, and the average speed 
Ava2 in phase GH, will change. Their change figures are respectively illustrated from Fig. 8 
to Fig. 12. In these figures, there are 8 curves corresponding to es6=0 to es6=0.021[m] of which 
the interval of es6 is es5=0.03[m], and all of these 8 curves start from es8=0 and end at 
es8max=es7 (es6), where es7 (es6) means es7 is the function of es6.
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Figure 8. Variation of Sa2 with es6 and es8

Figure 9. Variation of ta2 with es6 and es8

Figure 10. Variation of Vh2 with es6 and es8



Humanoid Robots, Human-like Machines 344

Figure 11. Variation of Vya2 with es6 and es8

Figure 12. Variation of Vya2 with es6 and es8

Fig. 8 to 12 show that  

• es6 fixed but es8 variable case 
All of Sa2, ta2, Vya2, Vh2, and Ava2 decrease with es8. For a fixed es6, the position of point 
G (es7, Sd2) and the velocity at G are determined. Thus, the above phenomenon is very 
straightforward. Note that when es8=es7(es6), then there are Sa2=0, ta2=0, Vya2=0, Vh2=Vl2,
i.e., the double support phase HI will be longest and the acceleration phase GH will 
disappear.

• es8 fixed but es6 variable case
Sa2, ta2, Vya2, and Vh2 increase, but Ava2 decrease with es6. Note that as aforementioned, 
when  es6=es6max(es5), the robot will stop at the point G and cannot enter acceleration 
phase. Here, this extreme case is omitted.  
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A high Vh2 means a high terminal speed, while a low Vh2 implies a smooth walking.  
Meanwhile a big Ava2 means a fast walking. Thus, Fig. 10 and 12 show that both of small es6

and es8 are favorite in the view of both of smooth walking and fast walking.  

5. Motion Planning and Numerical Example 

5.1 Speed Adjustment during Walking

In section 4, we repeatedly point out that a short double support phase (saying, small es5, es6,
es7, and etc.) is necessary for a smooth and fast walking. Of course, there is a premise for fast 
walking, that is, the robot should possess a high enough speed in the sagittal plane before 
entering a new double support phase. If not, because a short double support phase results in 
short phase stride and cannot change the robot velocities greatly, therefore the short double 
support phase cannot produce a fast walking (in this sense, the ability of speed adjustment 
of a short double support phase is weak).  Consequently, we are confronted with a problem: 
how to get a high speed before entering a new walking cycle.   
(The Vh1 below means the terminal speed at the end of an acceleration phase, while Vh0

implies the terminal speed at the end of the previous acceleration phase.)  
With Eqs. (51) to (53), it is easily concluded that  
1. Vh1=Vh0 requires Sa1=Sd1 or es5=es3.  The walking cycle is called isometric speed cycle.
2. Vh1>Vh0 implies Sa1>Sd1 or es5<es3. The walking cycle is accelerated. In other words, if the 

start point (ex., point E) of a double support phase is closer to the midline (X axis) of 
two feet than the finish point (ex., point C) of the previous double support phase, the 
robot will be accelerated.  

3. Contrarily, Vh1<Vh0 means Sa1<Sd1 or es5<es3. The walking cycle is decelerated.
Note that the above three conditions also imply that if the landing point D0 is just at the 
midpoint of CE (Fig. 2), then the robot will just make an isometric speed walking; if the 
landing point D0 is at the rear of the midpoint of CE, the robot will accelerate; contrarily, the 
robot will decelerate if the point D0 is in front of the midpoint of CE. Thus, by adjusting the 
phase stride Sa and Sd, or the positions es2, es3, es5, es6, and es8 of which the start and finish 
points of double support phases, the walking speed can be changed.    

5.2 Motion Planning 

To generalize the above discussions, an example of bipedal walking planning for ZMP fixed 
case is given out, in which, there are two walking cycles BCDE and EFGH. The first one, 
BCDE, makes an isometric speed walking and the second one, EFGH, is acceleration 
walking. Here, parameters z or , and d0 are known.   
Initial acceleration phase: 
1. Determine es1, es2 and calculate a0.
2. Determine Sa0 with condition (22). 
3. Calculate Xs0, Vya0, Vh0, and ta0.
Generally, a big es1 results in a big Sa0 and a high Vh0.
Double support phase:
1. Determine es3 or es6.   
2. Calculate motion time tb1 and tb2.
3. Calculate Sd1 or Sd2 with (34) or (56).  
4. Determine moving distances of CoG in two directions and determine ZMP function in 

sagittal plane.  
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Deceleration phase:
1. Calculate Vl1 and d1 or Vl2 and d2.   
2. Calculate es4 or es7, and td1, td2.
Acceleration phase:
1. Determine es5 or es8.
2. Calculate Sa1 or Sa2.
3. Calculate a1, Vya1, Vh1, ta1, or a2, Vya2, Vh2, and, ta2.

5.3 Numerical Example 

Parameters used for motion planning are as follows: z=0.50[m], b=0.22[m]. Here, for the first 
walking cycle BCDE, es5=es3=es2, thus this cycle is an isometric speed one. For the second 
one EFGH, es8<es6<es5, it means this cycle is accelerated.  In this example, the robot is simply 
accelerated in the initial acceleration phase AB, since the speed Vh0 is high enough because 
of a big Sa0. Further, the robot is slightly accelerated in the second walking cycle.  
The trajectories and velocities in X and Y directions of the robot's CoG, and ZMP's 
trajectories in X and Y directions are respectively shown in Fig. 13 to 18. The motion 
parameters shown in Fig. 13 to Fig. 18 are listed in Table 1. The average speed of the first 
cycle is about 3.05[km/h], while the one of the second cycle is about 4.04[km/h]. Note that 
in the second walking cycle, the swinging amplitude es7 gets more narrow, the motion time 
td2 and ta2 are shorter, but the phase strides Sd2 and Sa2 only get slightly shorter.  Such a 
walking pattern is very similar to what a walker does in walking race, where the walker's 
swinging amplitude is small and the walking period is short, but his step length is not 
changed so much. Resultantly his walking speed is high. (In our example, the speed of the 
robot is about 4[km/h], but generally a walker's speed in walking race is over 10 [km/h], 
since the ZMP is variable from the heel to the toe in walking. The bipedal walking based on 
variable ZMP is beyond the scope of this paper.) 

6. Conclusion 

In this paper, a new design approach of bipedal walking pattern based on the 
synchronization of the motions in the sagittal and lateral planes are presented. With the 
discussion on the motions in these two planes, the fact is clarified that the motions in the 
sagittal and lateral planes are tightly coupled together. The motion parameters in the sagittal 
plane such as walking speed, walking time, and phase stride can be easily adjusted by 
altering the start and finish points of the double support phase in the lateral plane. 
Therefore, an approach for adjusting the walking speed by controlling the double support 
phase is naturally developed. Moreover, it is pointed out that a smooth and fast walking can 
be obtained by shortening the double support phase after a high speed is reached at the end 
of acceleration phase. Such a walking pattern is very similar to a walker's patter in walking 
race. The motion planning is also presented and a numerical example is given out. It is 
expected to apply this theory to a real bipedal robot and extend it to the jumping and 
running robot.  
(This paper is originally published in IEEJ Trans. IA, Vol. 126, No. 8, pp. 1069-1078, 2006) 
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Figure 13. CoG's trajectory in X direction 

Figure 14. CoG's trajectory in Y direction 

Figure 15. CoG's speed in X direction 
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Figure 16. CoG's speed in Y direction 

Figure 17. ZMP trajectory in X direction 

Figure 18. ZMP trajectory in X direction 
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Sa0 Sb1 Sd1 Sa1 Sb2 Sd2 Sa2 SZMP1 SZMP2 Xs0 d0 Z0

0.35 0.20 0.32 0.32 0.15 0.28 0.31 0.87 1.62 0.10 0.09 0.50 

ta0 tb1 td1 ta1 tb2 td2 ta2 Vh0 Vl1 Vh1 Vl2 Vh2

0.43 0.13 0.43 0.43 0.10 0.27 0.29 1.48 0.42 1.48 0.81 1.58 

d0 es1 es2 es3 es4 es5 es6 es7 es8 Vya0 Vya1 Vya2

0.09 0.07 0.02 0.02 0.07 0.02 0.01 0.046 0.005 0.30 0.30 0.32 

Table 1. Motion Parameters for ZMP fixed case
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1. Introduction  

Much effort in recent years has focused on the development of such mechanical-looking 
humanoid robots as Honda’s Asimo and Sony’s Qrio with the goal of partnering them with 
people in daily situations. Just as an industrial robot’s purpose determines its appearance, a 
partner robot’s purpose will also determine its appearance. Partner robots generally adopt a 
roughly humanoid appearance to facilitate communication with people, because natural 
interaction is the only task that requires a humanlike appearance. In other words, humanoid 
robots mainly have significance insofar as they can interact naturally with people. Therefore, 
it is necessary to discover the principles underlying natural interaction to establish a 
methodology for designing interactive humanoid robots.  
Kanda et al. (Kanda et al., 2002) have tackled this problem by evaluating how the behavior 
of the humanoid robot “Robovie” affects human-robot interaction. But Robovie’s machine-
like appearance distorts our interpretation of its behavior because of the way the complex 
relationship between appearance and behavior influences the interaction. Most research on 

interactive robots has not evaluated the effect of appearance (for exceptions, see (Goetz et 
al., 2003; DiSalvo et al., 2002)) — and especially not in a robot that closely resembles a 

person. Thus, it is not yet clear whether the most comfortable and effective human-robot 
communication would come from a robot that looks mechanical or human. However, we 
may infer a humanlike appearance is important from the fact that human beings have 
developed neural centers specialized for the detection and interpretation of hands and faces 
(Grill-Spector et al., 2004; Farah et al., 2000; Carmel & Bentin, 2002). A robot that closely 
resembles humans in both looks and behavior may prove to be the ultimate communication 
device insofar as it can interact with humans the most naturally.1 We refer to such a device 
as an android to distinguish it from mechanical-looking humanoid robots. When we 
investigate the essence of how we recognize human beings as human, it will become clearer 
how to produce natural interaction. Our study tackles the appearance and behavior problem 
with the objective of realizing an android and having it be accepted as a human being 
(Minato et al., 2006).  

                                                                
1 We use the term natural to denote communication that flows without seeming stilted, forced, bizarre, 

or inhuman.
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Ideally, to generate humanlike movement, an android’s kinematics should be functionally 
equivalent to the human musculoskeletal system. Some researchers have developed a joint 
system that simulates shoulder movement (Okada et al., 2002) and a muscle-tendon system 
to generate humanlike movement (Yoshikai et al., 2003). However, these systems are too 
bulky to be embedded in an android without compromising its humanlike appearance. 
Given current technology, we embed as many actuators as possible to provide many 
degrees of freedom insofar as this does not interfere with making the android look as human 
as possible (Minato et al., 2006). Under these constraints, the main issue concerns how to 
move the android in a natural way so that its movement may be perceived as human.  
A straightforward way to make a robot’s movement more humanlike is to imitate human 
motion. Kashima and Isurugi (Kashima & Isurugi, 1998) extracted essential properties of 
human arm trajectories and designed an evaluation function to generate robot arm 
trajectories accordingly. Another method is to copy human motion as measured by a motion 
capture system to a humanoid robot. Riley et al. (Riley et al., 2000) and Nakaoka et al. 
(Nakaoka et al., 2003) calculated a subject’s joint trajectories from the measured positions of 
markers attached to the body and fed them to the joints of a humanoid robot. In these 
studies the authors assumed the kinematics of the robot to be similar to that of a human 

body. However, since the actual kinematics and joint structures are different between 
human and robot bodies, calculating the joint angles from only the human motion data 

could in some cases result in visibly different motion. This is especially a risk for androids 
because their humanlike form makes us more sensitive to deviations from human ways of 

moving. Thus, slight differences could strongly influence whether the android’s movement 
is perceived as natural or human. Furthermore, these studies did not evaluate the 
naturalness of robot motions. 
Hale et al. (Hale et al., 2003) proposed several evaluation functions to generate a joint 
trajectory (e.g., minimization of jerk) and evaluated the naturalness of generated humanoid 
robot movements according to how human subjects rated their naturalness. In the computer 
animation domain, researchers have tackled a motion synthesis with motion capture data 
(e.g., (Gleicher, 1998)). However, we cannot apply their results directly; we must instead 
repeat their experiment with an android because the results from an android testbed could 

be quite different from those of a humanoid testbed. For example, Mori described a 
phenomenon he termed the “uncanny valley” (Mori, 1970; Fong et al., 2003), which relates to 
the relationship between how humanlike a robot appears and a subject’s perception of 
familiarity. According to Mori, a robot’s familiarity increases with its similarity until a 
certain point is reached at which slight “nonhuman” imperfections cause the robot to appear 
repulsive (Fig. 1). This would be an issue if the similarity of androids fell into the chasm. 
(Mori believes mechanical-looking humanoid robots lie on the left of the first peak.) This 
nonmonotonic relationship can distort the evaluation proposed in existing studies. 
Therefore, it is necessary to develop a motion generation method in which the generated 
“android motion” is perceived as human.  
This paper proposes a method to transfer human motion measured by a motion capture 
system to the android by copying changes in the positions of body surfaces. This method is 
called for because the android’s appearance demands movements that look human, but its 

kinematics is sufficiently different that copying joint-angle information would not yield 
good results. Comparing the similarity of the android’s visible movement to that of a human 
being enables us to develop more natural movements for the android.  
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Figure 1. Uncanny valley (Mori, 1970; Fong et al., 2003) 

In the following sections, we describe the developed android and mention the problem of 
motion transfer and our basic idea about the way to solve it. Then we describe the proposed 
method in detail and show experimental results from applying it to the android.  

2. The Developed Android 

Fig. 2 shows the developed android called Repliee Q2. The android is modeled after a 
Japanese woman. The standing height is about 160 cm. The skin is composed of a kind of 
silicone that feels like human skin. The silicone skin covers the neck, head, and forearms, 
with clothing covering other body parts. Unlike Repliee R1 (Minato et al., 2004), the silicone 
skin does not cover the entire body so as to facilitate flexibility and a maximal range of 
motion. Forty-two highly sensitive tactile sensors composed of PVDF film are mounted 
under the android’s skin and clothes over the entire body, except for the shins, calves, and 
feet. Since the output value of each sensor corresponds to its deforming rate, the sensors can 

distinguish different kinds of touch ranging from stroking to hitting. The soft skin and 
tactile sensors give the android a human appearance and enable natural tactile interaction.  
The android is driven by air actuators (air cylinders and air motors) that give it 42 degrees of 
freedom (DoFs) from the waist up. The legs and feet are not powered; it can neither stand 
up nor move from a chair. A high power-to-weight ratio is necessary for the air actuator in 
order to mount multiple actuators in the human-sized body. 
The configuration of the DoFs is shown in Table 1. Fig. 4 shows the kinematic structure of 
the body, excluding the face and fingers. Some joints are driven by the air motors and others 
adopt a slider-crank mechanism. The DoFs of the shoulders enable them to move up and 
down and backwards and forwards; this shoulder structure is more complicated than that of 
most existing humanoid robots. Moreover, parallel link mechanisms adopted in some parts 
complicate the kinematics of the android, for example in the waist. The android can 
generate a wide range of motions and gestures as well as various kinds of micro-motions 
such as the shoulder movements typically caused by human breathing. Furthermore, the 
android can make some facial expressions and mouth shapes, as shown in Fig. 3. Because 
the android has servo controllers, it can be controlled by sending data on the desired joint 
angles (cylinder positions and rotor angles) from a host computer. The compliance of the air  
actuator makes for safer interaction, with movements that are generally smoother than other 
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systems typically used. Because of the complicated dynamics of the air actuator, executing 
the trajectory tracking control is difficult. 

Figure 2. The developed android “Repliee Q2” 

Figure 3. Examples of motion and facial expressions 

Degree of freedom 

Eyes pan×2 + tilt×1

Face eyebrows×1 + eyelids×1 + cheeks×1

Mouth 7 (including the upper and lower lips) 

Neck 3 

Shoulder 5×2

Elbow 2×2

Wrist 2×2

Fingers 2×2

Torso 4 

Table 1. The DoF configuration of Repliee Q2. 
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Figure 4. Kinematic structure of the android 

3. Transferring Human Motion 

3.1 The basic idea 

One method to realize humanlike motion in a humanoid robot is through imitation. Thus, 
we consider how to map human motion to the android. Most previous research assumes the 
kinematics of the human body is similar to that of the robot except for the scale. Thus, they 
aim to reproduce human motion by reproducing kinematic relations across time and, in 
particular, joint angles between links. For example, the three-dimensional locations of 
markers attached to the skin are measured by a motion capture system, the angles of the 
body’s joints are calculated from these positions, and these angles are transferred to the 
joints of the humanoid robot. It is assumed that by using a joint angle space (which does not 

represent link lengths), morphological differences between the human subject and the 
humanoid robot can be ignored. 
However, there is potential for error in calculating a joint angle from motion capture data. 
The joint positions are assumed to be the same between a humanoid robot and the human 

subject who serves as a model; however, the kinematics in fact differs. For example, the 

kinematics of Repliee Q2’s shoulder differs significantly from those of human beings. 
Moreover, as human joints rotate, each joint’s center of rotation changes, but joint-based 
approaches generally assume this is not so. These errors are perhaps more pronounced in 
Repliee Q2, because the android has many degrees of freedom and the shoulder has a more 
complex kinematics than existing humanoid robots. These errors are more problematic for 
an android than a mechanical-looking humanoid robot because we expect natural human 
motion from something that looks human and are disturbed when the motion instead looks 
inhuman.  
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To create movement that appears human, we focus on reproducing positional changes at the 
body’s surface rather than changes in the joint angles. We then measure the postures of a 
person and the android using a motion capture system and find the control input to the 
android so that the postures of person and android become similar to each other. 

3.2 The method to transfer human motion 

We use a motion capture system to measure the postures of a human subject and the 
android. This system can measure the three-dimensional positions of markers attached to 
the surface of bodies in a global coordinate space. First, some markers are attached to the 
android so that all joint motions can be estimated. The reason for this will become clear 
later. Then the same numbers of markers are attached to corresponding positions on the 

subject’s body. We must assume the android’s surface morphology is not too different from 
the subject’s. 
We use a three-layer neural network to construct a mapping from the subject’s posture xh to 
the android’s control input qa, which is the desired joint angle. The reason for the network is 

that it is difficult to obtain the mapping analytically. To train a neural network to map from 
xh to qa would require thousands of pairs of xh, qa as training data, and the subject would 
need to assume the posture of the android for each pair. We avoid this prohibitively lengthy 
task in data collection by adopting feedback error learning (FEL) to train the neural network. 
Kawato et al. (Kawato et al., 1987) proposed feedback error learning as a principle for 
learning motor control in the brain. This employs an approximate way of mapping sensory 
errors to motor errors that subsequently can be used to train a neural network (or other 
method) by supervised learning. Feedback-error learning neither prescribes the type of 
neural network employed in the control system nor the exact layout of the control circuitry. 
We use it to estimate the error between the postures of the subject and the android and feed 
the error back to the network. 

Figure 5. The android control system 

Fig. 5 shows the block diagram of the control system, where the network mapping is shown 
as the feedforward controller. The weights of the feedforward neural network are learned 
by means of a feedback controller. The method has a two-degrees-of-freedom control 
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architecture. The network tunes the feedforward controller to be the inverse model of the 
plant. Thus, the feedback error signal is employed as a teaching signal for learning the 
inverse model. If the inverse model is learned exactly, the output of the plant tracks the 
reference signal by feedforward control. The subject and android’s marker positions are 

represented in their local coordinates xh, xa R 3m
; the android’s joint angles qa R n

can be 
observed by a motion capture system and a potentiometer, where m is the number of 
markers and n is the number of DoFs of the android. 

Fig 6. The feedback controller with and without the estimation of the android’s joint angle 

The feedback controller is required to output the feedback control input qb so that the error 
in the marker’s position xd = xa - xh converges to zero (Fig. 6(a)). However, it is difficult to 
obtain qb from xd. To overcome this, we assume the subject has roughly the same 

kinematics as the android and obtain the estimated joint angle q̂h simply by calculating the 

Euler angles (hereafter the transformation from marker positions to joint angles is described 

as T).2 Converging qa to q̂h does not always produce identical postures because q̂h is an 

                                                                
2 There are alternatives to using the Euler angles such as angle decomposition (Grood & Suntay, 1983), 

which has the advantage of providing a sequence independent representation, or least squares, to  
calculate the helical axis and rotational angle (Challis, 1995; Veldpaus et al., 1988). This last method 
provides higher accuracy when many markers are used but has an increased risk of marker crossover.
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approximate joint angle that may include transformation error (Fig. 6(b)). Then we obtain 

the estimated joint angle of the android q̂a using the same transformation T and the 

feedback control input to converge q̂a to q̂h (Fig. 6(c)). This technique enables xa to approach 

xh. The feedback control input approaches zero as learning progresses, while the neural 
network constructs the mapping from xh to the control input qd. We can evaluate the 
apparent posture by measuring the android posture. 
In this system we could have made another neural network for the mapping from xa to qa

using only the android. As long as the android’s body surfaces are reasonably close to the 
subject’s, we can use the mapping to make the control input from xh. Ideally, the mapping 

must learn every possible posture, but this is quite difficult. Therefore, it is still necessary for 
the system to evaluate the error in the apparent posture. 

4. Experiment to Transfer Human Motion 

4.1 Experimental setting 

To verify the proposed method, we conducted an experiment to transfer human motion to 
the android Repliee Q2. We used 21 of the android’s 42 DoFs (n = 21) by excluding the 13 
DoFs of the face, the 4 of the wrists (the cylinders 11, 12, 20, and 21 in Fig. 4), and the 4 of the 
fingers. We used a Hawk Digital System,3 which can track more than 50 markers in real-
time. The system is highly accurate with a measurement error of less than 1 mm. Twenty 
markers were attached to the subject and another 20 to the android as shown in Fig. 7 (m = 
20). Because the android’s waist is fixed, the markers on the waist set the frame of reference 
for an android-centered coordinate space. To facilitate learning, we introduce a 

representation of the marker position xh, xa as shown in Fig. 8. The effect of waist motions is 
removed with respect to the markers on the head. To avoid accumulating the position errors 
at the end of the arms, vectors connecting neighboring pairs of markers represent the 
positions of the markers on the arms. We used arc tangents for the transformation T, in 
which the joint angle is an angle between two neighboring links where a link consists of a 
straight line between two markers.  

The feedback controller outputs qb = K q̂d, where the gain K consists of a diagonal matrix. 

There are 60 nodes in the input layer (20 markers × x, y, z), 300 in the hidden layer, and 21 in 
the output layer (for the 21 DoFs). Using 300 units in the hidden layer provided a good 

balance between computational efficiency and accuracy. Using significantly fewer units 
resulted in too much error, while using significantly more units provided only marginally 
higher accuracy but at the cost of slower convergence. The error signal to the network is t =

qb, where the gain  is a small number. The sampling time for capturing the marker
 positions and controlling the android is 60 ms. Another neural network which has the same 
structure previously learned the mapping from xa to qa to set the initial values of the 
weights. We obtained 50,000 samples of training data (xa and qa) by moving the android 
randomly. The learned network is used to set the initial weights of the feedforward 
network.

                                                                
3 Motion Analysis Corporation, Santa Rosa, California. http://www.motionanalysis.com/
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Figure 7. The marker positions corresponding to each other 

Figure 8. The representation of the marker positions. A marker’s diameter is about 18 mm 
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4.2 Experimental results and analysis 

4.2.1 Surface similarity between the android and subject 

The proposed method assumes a surface similarity between the android and the subject. 
However, the male subject whom the android imitates in the experiments was 15 cm taller 
than the women after whom the android was modeled. To check the similarity, we 
measured the average distance between corresponding pairs of markers when the android 
and subject make each of the given postures; the value was 31 mm (see the Fig. 7). The gap is 
small compared to the size of their bodies, but it is not small enough. 

4.2.2 The learning of the feedforward network 

To show the effect of the feedforward controller, we plot the feedback control input 
averaged among the joints while learning from the initial weights in Fig. 9. The abscissa 
denotes the time step (the sampling time is 60 ms.) Although the value of the ordinate does 
not have a direct physical interpretation, it corresponds to a particular joint angle. The 
subject exhibited various fixed postures. When the subject started to make the posture at 
step 0, error increased rapidly because network learning had not yet converged. The control 
input decreases as learning progresses. This shows that the feedforward controller learned 
so that the feedback control input converges to zero.  
Fig. 10 shows the average position error of a pair of corresponding markers. The subject also 
gave an arbitrary fixed posture. The position errors and the feedback control input both 
decreased as the learning of the feedforward network converged. The result shows the 
feedforward network learned the mapping from the subject’s posture to the android control 
input, which allows the android to adopt the same posture. The android’s posture could not 
match the subject’s posture when the weights of the feedforward network were left at their 
initial values. This is because the initial network was not given every possible posture in the 

pre-learning phase. The result shows the effectiveness of the method to evaluate the 
apparent posture. 

4.2.3 Performance of the system at following fast movements 

To investigate the performance of the system, we obtained a step response using the 
feedforward network after it had learned enough. The subject put his right hand on his knee 
and quickly raised the hand right above his head. Fig. 11 shows the height of the fingers of 
the subject and android. The subject started to move at step 5 and reached the final position 
at step 9, approximately 0.24 seconds later. In this case the delay is 26 steps or 1.56 seconds. 
The arm moved at roughly the maximum speed permitted by the hardware. The android 
arm cannot quite reach the subject’s position because the subject’s position was outside of 
the android’s range of motion. Clearly, the speed of the subject’s movement exceeds the 
android’s capabilities. This experiment is an extreme case. For less extreme gestures, the  
delay will be much less. For example, for the sequence in Fig. 12, the delay was on average 
seven steps or 0.42 seconds. 
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Figure 9. The change of the feedback control input with learning of the network 

Figure 10. The change of the position error with learning of the network 

Figure 11. The step response of the android 



Humanoid Robots, Human-like Machines 362

Figure 12. The generated android’s motion compared to the subject’s motion. The number 
represents the step. 
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4.2.4 The generated android motion 

Fig. 12 shows the subject’s postures during a movement and the corresponding postures of 
the android. The value denotes the time step. The android followed the subject’s movement 
with some delay (the maximum is 15 steps, that is, 0.9 seconds). The trajectories of the 
positions of the android’s markers are considered to be similar to those of the subject, but 
errors still remain, and they cannot be ignored. While we can recognize that the android is 
making the same gesture as the subject, the quality of the movement is not the same. There 
are a couple of major causes of this: 

• The kinematics of the android is too complicated to represent with an ordinary neural 
network. To avoid this limitation, it is possible to introduce the constraint of the body’s 
branching in the network connections. Another idea is to introduce a hierarchical 
representation of the mapping. A human motion can be decomposed into a dominant 
motion that is at least partly driven consciously and secondary motions that are mainly 
nonconscious (e.g., contingent movements to maintain balance, such autonomic 
responses as breathing). We are trying to construct a hierarchical representation of 
motion not only to reduce the computational complexity of learning but to make the 
movement appear more natural.  

• The method deals with a motion as a sequence of postures; it does not precisely 
reproduce higher order properties of motion such as velocity and acceleration because 
varying delays can occur between the subject’s movement and the android’s imitation 
of it. If the subject moves very quickly, the apparent motion of the android differs. 
Moreover, a lack of higher order properties prevents the system from adequately 
compensating for the dynamic characteristics of the android and the delay of the 
feedforward network.  

• The proposed method is limited by the speed of motion. It is necessary to consider the 
properties to overcome the restriction, although the android has absolute physical 
limitations such as a fixed compliance and a maximum speed that is less than that of a 
typical human being.  

Although physical limitations cannot be overcome by any control method, there are ways of 
finessing them to ensure movements still look natural. For example, although the android 
lacks the opponent musculature of human beings, which affords a variable compliance of 
the joints, the wobbly appearance of such movements as rapid waving, which are high in 
both speed and frequency, can be overcome by slowing the movement and removing 
repeated closed curves in the joint angle space to eliminate lag caused by the slowed 
movement. If the goal is humanlike movement, one approach may be to query a database of 
movements that are known to be humanlike to find the one most similar to the movement 
made by the subject, although this begs the question of where those movements came from 
in the first place. Another method is to establish criteria for evaluating the naturalness of a 
movement (Kashima & Isurugi, 1998). This is an area for future study.  

4.3 Required improvement and future work 

In this paper we focus on reproducing positional changes at the body’s surface rather than 
changes in the joint angles to generate the android’s movement. Fig. 6(a) is a 
straightforward method to implement the idea. This paper has adopted the transformation T
from marker positions to estimated joint angles because it is difficult to derive a feedback 
controller which produces the control input qb only from the error in the marker’s 
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positional error xd analytically. We actually do not know which joints should be moved to 
remove a positional error at the body’s surface. This relation must be learned, however, the 
transformation T could disturb the learing. Hence, it is not generally guaranteed that the 

feedback controller which converges the estimated joint angle q̂a to q̂h enables the marker’s 

position xa to approach xh. The assumption that the android’s body surfaces are reasonably 
close to the subject’s could avoid this problem, but the feedback controller shown in Fig. 6(a) 
is essentially necessary for mapping the apparent motion. It is possible to find out how the 
joint changes relate to the movements of body surfaces by analyzing the weights of the 
neural network of the feedforward controller. A feedback controller could be designed to 
output the control input based on the error in the marker’s position with the analyzed 
relation. Concerning the design of the feedback controller, Oyama et al. (Oyama et al., 2001a; 
Oyama et al., 2001b; Oyama et al., 2001c) proposed several methods for learning both of 
feedback and feedforward controllers using neural networks. This is one potential method 
to obtain the feedback controller shown in Fig. 6(a). Assessment of and compensation for 
deformation and displacement of the human skin, which cause marker movement with 
respect to the underlying bone (Leardini et al., 2005), are also useful in designing the 
feedback controller.  
We have not dealt with the android’s gaze and facial expressions in the experiment; 
however, if gaze and facial expressions are unrelated to hand gestures and body 
movements, the appearance is often unnatural, as we have found in our experiments. 
Therefore, to make the android’s movement appear more natural, we have to consider a 
method to implement the android’s eye movements and facial expressions. 

5. Conclusion 

This paper has proposed a method of implementing humanlike motions by mapping their 
three-dimensional appearance to the android using a motion capture system. By measuring 
the android’s posture and comparing it to the posture of a human subject, we propose a new 
method to evaluate motion sequences along bodily surfaces. Unlike other approaches that 
focus on reducing joint angle errors, we consider how to evaluate differences in the 
android’s apparent motion, that is, motion at its visible surfaces. The experimental results 
show the effectiveness of the evaluation: the method can transfer human motion. However, 
the method is restricted by the speed of the motion. We have to introduce a method to deal 
with the dynamic characteristics (Ben=Amor et al., 2007) and physical limitations of the 
android. We also have to evaluate the method with different subjects. We would expect to 
generate the most natural and accurate movements using a female subject who is about the 
same height as the original woman on which the android is based. Moreover, we have to 
evaluate the human likeness of the visible motions by the subjective impressions the android 
gives experimental subjects and the responses it elicits, such as eye contact (Minato et al., 
2006; Shimada et al., 2006), autonomic responses, and so on. Research in these areas is in 
progress. 

6. Acknowledgment 

We developed the android in collaboration with Kokoro Company, Ltd 



Generating Natural Motion in an Android by Mapping Human Motion 365

7. References 

Ben=Amor, H., Ikemoto, S., Minato, T., Jung, B., and Ishiguro, H. (2007). A neural 
framework for robot motor learning based on memory consolidation. Proceedings of 
International Conference on Adaptive and Natural Computing Algorithms, Warsaw, 
Poland, 2007.04. 

Carmel, D. and Bentin, S. (2002). Domain specificity versus expertise: Factors influencing 
distinct processing of faces. Cognition, Vol. 83, (1–29), ISSN:0010-0277. 

Challis, J. H. (1995). A procedure for determining rigid body transformation parameters. 
Journal of Biomechanics, Vol. 28, (733–737), ISSN:0021-9290.  

DiSalvo, C. F., Gemperle, F., Forlizzi, J., and Kiesler, S. (2002). All robots are not created 
equal: The design and perception of humanoid robot heads. Proceedings of the 
Symposium on Designing Interactive Systems, pp. 321–326, ISBN:1-58113-515-7, 
London, England, 2002.06.  

Farah, M. J., Rabinowitz, C., Quinn, G. E., and Liu, G. T. (2000). Early commitment of neural 
substrates for face recognition. Cognitive Neuropsychology, Vol. 17, (117–123), 
ISSN:0264-3294.  

Fong, T., Nourbakhsh, I., and Dautenhahn, K. (2003). A survey of socially interactive robots. 
Robotics and Autonomous Systems, Vol. 42, (143–166), ISSN:0921-8890.  

Gleicher, M. (1998). Retargetting motion to new characters. Proceedings of the International 
Conference on Computer Graphics and Interactive Techniques, pp. 33–42, ISBN:0-89791-
999-8, Florida, USA, 2003.07.  

Goetz, J., Kiesler, S., and Powers, A. (2003). Matching robot appearance and behavior to 
tasks to improve human-robot cooperation. Proceedings of the Workshop on Robot and 
Human Interactive Communication, pp. 55–60, ISBN:0-7803-8136-X, California, USA, 
2003.10.

Grill-Spector, K., Knouf, N., and Kanwisher, N. (2004). The fusiform face area subserves face 
perception, not generic within-category identification. Nature Neuroscience, Vol. 7, 
No. 5, (555–562), ISSN:1097-06256.  

Grood, E. S. and Suntay, W. J. (1983). A joint coordinate system for the clinical description of 
three-dimensional motions: Application to the knee. Journal of Biomechanical 
Engineering, Vol. 105, (136–144), ISSN:0148-0731.  

Hale, J. G., Pollick, F. E., and Tzoneva, M. (2003). The visual categorization of humanoid 
movement as natural. Proceedings of the IEEE-RAS/RSJ International Conference on 
Humanoid Robots, ISBN:3-00-012047-5, Munich, Germany, 2003.10.

Kanda, T., Ishiguro, H., Ono, T., Imai, M., and Mase, K. (2002). Development and evaluation 
of an interactive robot “Robovie”. Proceedings of the IEEE International Conference on 
Robotics and Automation, pp. 1848–1855, ISBN:0-7803-7272-7, Washington D.C., USA, 
2002.05.

Kashima, T. and Isurugi, Y. (1998).Trajectory formation based on physiological 
characteristics of skeletal muscles. Biological Cybernetics, Vol. 78, No. 6, (413–422), 
ISSN:0340-1220.  

Kawato, M., Furukawa, K., and Suzuki, R. (1987). A hierarchical neural network model for 
control and learning of voluntary movement. Biological Cybernetics, Vol. 57, (169–
185), ISSN:0340-1220.  



Humanoid Robots, Human-like Machines 366

Leardini, A., Chiari, L., Croce, U. D., and Cappozzo, A. (2005). Human movement analysis 
using stereophotogrammetry Part 3. Soft tissue artifact assessment and 
compensation. Gait and Posture, Vol. 21, (212–225), ISSN:0966-6362.  

Minato, T., Shimada, M., Ishiguro, H., and Itakura, S. (2004). Development of an android 
robot for studying human-robot interaction. Proceedings of the 17th International 
Conference on Industrial & Engineering Applications of Artificial Intelligence & Expert 
Systems, pp. 424–434, ISBN:3-540-22007-0, Ottawa, Canada, 2004.05.  

Minato, T., Shimada, M., Itakura, S., Lee, K., and Ishiguro, H. (2006). Evaluating the human 
likeness of an android by comparing gaze behaviors elicited by the android and a 
person. Advanced Robotics, Vol. 20, No. 10, (1147–1163), ISSN:0169-1864.  

Mori, M. (1970). Bukimi no tani [the uncanny valley] (in Japanese). Energy, Vol. 7, No. 4, (33–
35), ISSN:0013-7464.  

Nakaoka, S., Nakazawa, A., Yokoi, K., Hirukawa, H., and Ikeuchi, K. (2003). Generating 
whole body motions for a biped humanoid robot from captured human dances. 
Proceedings of the IEEE International Conference on Robotics and Automation, ISBN:0-
7803-7737-0, Taipei, Taiwan, 2003.09.  

Okada, M., Ban, S., and Nakamura, Y. (2002). Skill of compliance with controlled 
charging/discharging of kinetic energy. Proceeding of the IEEE International 
Conference on Robotics and Automation, pp. 2455–2460, ISBN:0-7803-7272-7, 
Washington D.C., USA, 2002.05.  

Oyama, E., Agah, A., MacDorman, K. F., Maeda, T., and Tachi, S. (2001a). A modular neural 
network architecture for inverse kinematics model learning. Neurocomputing, Vol. 
38–40, (797–805), ISSN:0925-2312.  

Oyama, E., Chong, N. Y., Agah, A., Maeda, T., Tachi, S., and MacDorman, K. F. (2001b). 
Learning a coordinate transformation for a human visual feedback controller based 
on disturbance noise and the feedback error signal. Proceedings of the IEEE 
International Conference on Robotics and Automation, ISBN:0-7803-6576-3, Seoul, 
Korea, 2001.05.  

Oyama, E., MacDorman, K. F., Agah, A., Maeda, T., and Tachi, S. (2001c). Coordinate 
transformation learning of a hand position feedback controller with time delay. 
Neurocomputing, Vol. 38–40, (1503-1509), ISSN:0925-2312.  

Riley, M., Ude, A., and Atkeson, C. G. (2000). Methods for motion generation and 
interaction with a humanoid robot: Case studies of dancing and catching. 
Proceedings of AAAI and CMU Workshop on Interactive Robotics and Entertainment,
pp.35-42, Pennsylvania, USA, 2000.04. 

Shimada, M., Minato, T., Itakura, S., and Ishiguro, H. (2006). Evaluation of android using 
unconscious recognition. Proceedings of the IEEE-RAS International Conference on 
Humanoid Robots, pp. 157–162, ISBN:1-4244-0200-X, Genova, Italy, 2006.12.  

Veldpaus, F. E., Woltring, H. J., and Dortmans, L. J. M. G. (1988). A least squares algorithm 
for the equiform transformation from spatial marker co-ordinates. Journal of 
Biomechanics, Vol. 21, (45–54), ISSN:0021-9290.  

Yoshikai, T., Mizuuchi, I., Sato, D., Yoshida, S., Inaba, M., and Inoue, H. (2003).  
Behavior system design and implementation in spined muscle-tendon humanoid ”Kenta”. 

Journal of Robotics and Mechatronics, Vol. 15, No. 2, (143–152), ISSN:0915-3942.  



19

Towards an Interactive Humanoid Companion 
with Visual Tracking Modalities

Paulo Menezes1, Frédéric Lerasle2, 3, Jorge Dias1 and Thierry Germa2

1Institute of Systems and Robotics - University of Coimbra, 2LAAS-CNRS, 3Université 
Paul Sabatier 

1Portugal, 2, 3France 

1. Introduction and framework 

The idea of robots acting as human companions is not a particularly new or original one. 
Since the notion of “robot” was created, the idea of robots replacing humans in dangerous, 
dirty and dull activities has been inseparably tied with the fantasy of human-like robots 
being friends and existing side by side with humans. In 1989, Engelberger (Engelberger,  
1989) introduced the idea of having robots serving humans in everyday environments. Since 
then, a considerable number of mature robotic systems have been implemented which claim 
to be servants, personal assistants (see a survey in Fong et al., 2003). The autonomy of such 
robots is fully oriented towards navigation in human environments and/or human-robot 
interaction.
Interaction is facilitated if the robot behaviour is as natural as possible. Two aspects of this 
are important. The first is to facilitate tasks, which involve direct physical cooperation 
between humans and robots. The second issue is that robot independent movements must 
appear familiar and predictable to humans. Furthermore, in order to be more effective 
towards a seemingly interaction, a similar appearance to humans is an important 
requirement. These considerations initiated probably the design of humanoid robots. One 
can mention here commercial robots like QRIO by Sony as well as prototypes like Alpha 
(Bennewitz et al., 2005), Robox (Siegwart et al., 2003), Minerva (Thrun et al., 2000) or Mobot 
(Nourbakhsh et al., 2003).  
These systems addressed various aspects of human-robot interaction designed by a 
programmer. This includes all or parts of situation understanding, recognition of the human 
partner, understanding his intention, and coordination of motion and action and multi-
modal communication. Such systems are able to communicate with its a non-expert user in a 
human-friendly intuitive way by employing the bandwidth of human communication and 
interaction modalities, typically through H/R interfaces, speech or gestures recognition. It is 
an evident fact that gestures are natural and rich means, which humans employ to 
communicate with each other, especially valuable in environments where the speech-based 
communication may be garbled or drowned out. Communicative gestures can represent 
either acts or symbols. This includes typically gestures recognition for interaction between 
humans and robots e.g. waving hands for good-bye, acting hello, and gestures recognition 
for directions to humanoid e.g. pointing out, stop motion. Unfortunately, a few of the 
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designed robotic systems exhibit elementary capabilities of gesture-based interaction and 
future developments in the robotic community will be undoubtedly devoted to satisfy this 
need.
Besides communication process, another and potentially deeper issue is the flexibility as 
humanoid robots are expected to evolve in dynamic and various environments populated 
with human beings. Most of the designed robotic systems lack learning representations and 
the interaction is often restricted to what the designer has programmed. 
Unfortunately, it seems impossible to create a humanoid robot with built-in knowledge of 
all possible states and actions suited to the encountered situations. To face this problem, a 
promising line of investigation is to conceptualize cognitive robots i.e. permanent learners, 
which are able to evolve and grow their capacities in close interaction with non-expert users 
in an open-ended fashion. Some recent platforms e.g. Biron (Maas et al., 2006) or Cog 
(Fitzpatrick et al., 2003) enjoy these capabilities. 
They have no completion and continue to learn as they face new interaction situations both 
with their environments and the other agents. Basically, they discover a human centred 
environment and build up an understanding of it. Typically, the robot companion follows a 
human master in his/her private home so as to familiarise it with its habitat. This human 
master points out specific locations, objects and artefacts that she/he believes are necessary 
for the robot to remember. Once such a robot has learnt, all this information, it can start 
interacting with its environment autonomously, for instance to share/exchange objects with 
humans. 
The robot must also learn new tasks and actions relatively to humans by observing and try 
to imitate them to execute the same task. Imitation learning (Asfour, 2006), (Shon et al., 2005) 
addresses both issues of human-like motion and easy teaching of new tasks: it facilitates 
teaching a robot new tasks by a human master and at the same time makes the robot move 
like a human. This human instructor must have been logically beforehand identified among 
all the possible robot tutors, and just then granted the right to teach the robot. Activities and 
gestures imitation (Asfour, 2006; Nakazawa et al., 2002) is logically an essential important 
component in these approaches. 
These reminders stress that activities/gestures interpretation and imitation, object exchange 
and person following are essential for a humanoid companion. Recall that two generally 
sequential tasks are involved in the gestures interpretation, namely the tracking and 
recognition stages while gestures imitation learning proceeds also through two stages: 
tracking, and reproduction. All these human-robot interaction modalities require, as 
expected, advanced tracking functionalities and impose constraints on their accuracies, or 
on the focus of interest. Thus, person following task requires coarse tracking of the whole 
human body and image-based trackers is appropriate in such situation. These trackers 
provide coarse tracking granularity but are generally fast and robust. Tracking hands in 
image plane is also sufficient to interpret many symbolic gestures e.g. a “hello” sign. On the 
other side, tracking hands when performing manipulation tasks requires high accuracy and so 
3D-based trackers. More globally, many tasks concerning manipulation but also interaction 
rely on tracking of the whole upper human body limbs, and require inferring 3D information. 
From these considerations, the remainder of the paper reports both on 2D and 3D tracking 
of the upper human body parts or hands from a single camera mounted on mobile robot as 
most of humanoid robots embed such exteroceptive sensor. This set of trackers is expected 
to fulfil the requirements of most of the aforementioned human-robot interaction modalities. 
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Tracking human limbs from a mobile platform has to be able to cope with: (i) automatic 
initialization and re-initialization after target loss or occlusions, (ii) dynamic and cluttered 
environments encountered by the robot during its displacements. 
The paper is organized as follows. Section 2 gives a brief state-of-art related to human body 
parts tracking based on one or multiple cameras. This allows to introduce our approach and 
to highlight particle filters in our context. Our guiding principle to design both 2D and 3D 
trackers devoted to mobile platform is also introduced. Section 3 sums up the well-known 
particle filtering formalism and describes some variants which enable data fusion in this 
framework. The latter involve visual cues which are described in section 4. Sections 5 and 6 
detail our strategies dedicated to the 2D and 3D tracking of human hands and their 
generalization to the whole upper human body parts. Section 7 presents a key-scenario and 
outlines the visual functions depicted in this paper i.e. trackers of human limbs and face 
recognition as trackers are classically launched as soon as the current user is identified as 
human master. These visual functions are expected to endow a universal humanoid robot 
and to enable it to act as a companion. 
Considerations about the overall architecture, implementation and integration in progress 
on two platforms are also presented. This concerns: (i) person recognition and his/her 
coarse tracking from a mobile platform equipped with an arm to exchange objects with 
humans, (ii) fine gestures tracking and imitation by a HRP2 model as a real platform which 
is recently available at LAAS. Last, section 8 summarizes our contribution and opens the 
discussion for future extensions. 

2. Related works on human body parts tracking 

The literature proposes a plethora of approaches dedicated to the tracking of human body 
parts. Related works can be effectively organized into two broad categories, 2D or image-
based tracking, and 3D tracking or motion capture. These categories are outlined in the two 
next subsections with special emphasis on particle filtering based approaches. Recall that 
activities/gestures tracking is currently coupled with recognition. Though a state of art 
related to activities/gestures recognition goes outside the scope of this paper, the interested 
reader is referred to the comprehensive surveys (Pavlovic, et al., 1997; Wu et al., 1999). 

2.1 2D or image-based tracking 

Many 2D tracking paradigms of the human body parts have been proposed in the literature 
which we shall not attempt to review here exhaustively. The reader is referred to (Gavrila, 
1999; Eachter et al., 1999) for details. One can mention Kalman filtering (Schwerdt et al., 
2000), the mean-shift technique (Comaniciu et al., 2003) or its variant (Chen et al., 2001), tree-
based filtering (Thayanathan et al., 2003) among many others. Beside these approaches, one 
of the most successful paradigms, focused in this paper, undoubtedly concerns sequential 
Monte Carlo simulation methods, also known as particle filters (Doucet et al., 2000). 
Particle filters represent the posterior distribution by a set of samples, or particles, with 
associated importance weights. This weighted particles set is first drawn from the state 
vector initial probability distribution, and is then updated over time taking into account the 
measurements and a prior knowledge on the system dynamics and observation models. 
In the Computer Vision community, the formalism has been pioneered in the seminal paper 
by Isard and Blake (Isard et al., 1998a), which coins the term CONDENSATION for 
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conditional density propagation. In this scheme, the particles are drawn from the dynamics 
and weighted by their likelihood w.r.t. the measurement. CONDENSATION is shown to 
outperform Kalman filter in the presence of background clutter. 
Following the CONDENSATION algorithm, various improvements and extensions have 
been proposed for visual tracking. Isard et al. in (Isard et al., 1998c) introduce a mixed-state 
CONDENSATION tracker in order to perform multiple model tracking. The same authors 
propose in (Isard et al., 1998b) another extension, named ICONDENSATION, which has 
introduced for the first time importance sampling in visual tracking. It constitutes a 
mathematically principled way of directing search, combining the dynamics and 
measurements.  So, the tracker can take advantage of the distinct qualities of the information 
sources and re-initialize automatically when temporary failures occur. Particle filtering with 
history sampling is proposed as a variant in (Torma et al., 2003). Rui and Chen in (Rui et al., 
2001) introduce the Unscented Particle Filter (UPF) into audio and visual tracking.  The UPF 
uses the Unscented Kalman filter to generate proposal distributions that seamlessly 
integrate the current observation.  Partitioned sampling, introduced by MacCormick and 
Isard in (MacCormick et al., 2000a), is another way of applying particle filters to tracking 
problems with high-dimensional configuration spaces. This algorithm is shown to be well 
suited to track articulated objets (MacCormick et al., 2000b). The hierarchical strategy (Pérez 
et al., 2004) constitutes a generalization.  

2.2 3D tracking or motion capture 

In the recent years, special devices such as data glove (Sturman et al. 1994), immersive 
environment (Kehl et al., 2004) and marker-based optical motion capturing system 
(generally Elite or VICON) are commonly used, in the Robotics community, to track the 
motion of human limbs. Let us mention some developments, which aim at analyzing raw 
motion data, acquired from the system VICON and reproduct them on a humanoid robot to 
imitate dance (Nakazawa et al., 2002) or walking gait (Shon et al., 2005). Using such systems 
is not intuitive and questionable in human-robot interaction session. Firstly, captured 
motion cannot be directly imported into a robot, as the raw data must be converted to its 
joint angle trajectories. Secondly, usual motion capture systems are hard to implement while 
using markers is restrictive.
Like many researchers of the Computer Vision community, we aim at investigating marker-
less motion capturing systems, using one or more cameras. Such a system could be run 
using conventional cameras and without the use of special apparel or other equipment. To 
date, most of the existing marker-less approaches take advantage of the a priori knowledge 
about the kinematics and shape properties of the human body to make the problem 
tractable. Tracking is also well supported by the use of 3D articulated models which can be 
either deformable (Heap et al., 1996; Lerasle et al.,1999; Kakadiaris et al., 2000; Metaxas et al., 
2003; Sminchisescu et al., 2003) or rigid (Delamarre et al., 2001; Giebel et al., 2004; Stenger et 
al., 2003). In fact, there is a trade-off between the modelling error, due to rigid structures, the 
number of parameters involved in the model, the required precision, and the expected 
computational cost. In our case, the creation of a simple and light approach that would be 
adequate to for a quasi-real-time application was one of the ideas that guided the 
developments. This motivated our choice of using truncated rigid quadrics to represent the 
limbs' shapes. Quadrics are, indeed, quite popular geometric primitives for use in human 
body tracking (Deutcher et al., 2000; Delamarre et al., 2001; Stenger et al., 2003). This is due 



Towards an Interactive Humanoid Companion with Visual Tracking Modalities 371

to the fact that they are easily handled, and can be combined to create complex shapes, and 
their projections are conic sections that can be obtained in closed form.  Our projection 
method that will be depicted later, although being inspired from (Stenger et al., 2001) has 
the advantage that it requires less computational power than this one.  
Two main classes of 3D model-based trackers can be considered, 3D reconstruction-based 
approaches (Delamarre et al., 2001; Urtasum et al., 2004) and appearance-based approaches, 
being both widely investigated. While the former performs a reconstruction of the largest 
possible number of points of the tracked object or structure and then tries to match them in 
3D space, the latter tries to solve the problem of in which configuration should the target be 
for its representation being the currently observed one. Normally some characteristic 
features of the object are used to in the construction of a model-to-image fitting process.  
Our work that is presented in this paper is focused on the use of this kind of approach 
making no assumptions about clothing and background structure. 
To cope with the lack of discriminant visual features, the presence of clutter, and the frequent 
occurrence of mutual occlusions between limbs, one solution is to base the observation model 
on multiple views (Delamarre et al., 2001; Deutscher et al., 2000; Gavrila et al., 1996; Lerasle et 
al., 1999; Stenger et al., 2001; Urtasun et al., 2004).  Another solution (Gonçalves et al., 1995; 
Park et al. 2993; Sidenbladh et al., 2000; Sminchisescu et al., 2003), which is the one we have 
chosen, is to use a single view and increase the reliability and specificity of the observation 
model. To do so, a robust and probabilistically motivated integration of multiple measurement 
modalities is of great help. There are several examples in the literature of such integration like, 
for example edges and colour cues in (Stenger et al., 2003), edges/silhouette and motion cues 
in (Sminchisescu et al., 2003) or edges, texture and 3D data cues in (Giebel et al., 2004). In our 
case, we propose an observation model that combines edges and motion cues for the quadrics 
limbs, with local colour and texture patches on clothing acting as natural markers.  Finally and 
inspired from (Sminchisescu et al., 2003), we add joints limits and self-body collision removal 
constraints to the overall model. 
Regarding the tracked movements, some approaches rely on simplifications brought in 
either by using sophisticated learnt motion models, such as walking (Urtasun et al., 2004), or 
by restricting movements to those contained roughly in a fronto-parallel plane (Sidenbladh 
et al., 2000). Both simplification choices are well suited to monocular approaches. No 
specific motion models are used in this work, as we want to be able to track general human 
motions. In such unconstrained setup, a monocular estimation process suffers necessarily 
from the inevitable multi-modality of the observation process. 
Each of these solutions produces a local minimum in the observation function, by 
consequence when any single-hypothesis-tracker is started in a position of configuration 
space too far from the good one, it may simply be trapped in one of the false minima, with 
the consequent tracking failure target loss. 
Reliable tracking requires a powerful multiple hypothesis tracker capable of finding and 
following a significant number of minima. Local descent search strategies (Delamarre et al., 
2001; Lerasle et al., 1999; Kakadiaris et al., 2000; Rehg et al., 1995; Urtasum et al., 2004) do 
search a local minimum, but with multi-modality there is no guaranty that the globally most 
representative one is found.  Like others (Deutscher et al., 2000; Poon et al., 2002; Wu et al., 
2001), we address these problems by employing particle-filtering techniques for the 
following reasons. 



Humanoid Robots, Human-like Machines 372

Particle filtering generates random sampling points according to a proposal distribution, 
which may contain multiple modes encoding ``the good places to look at''. Such 
probabilistic framework allows the information from different measurements sources to be 
fused in a principled manner. Although this fact has been acknowledged before, it has not 
been fully exploited for 3D trackers.  Combining a host of cues such as colour, shape, and 
even motion, may increase the reliability of estimators dedicated to track human limbs. 
In what concerns the computational cost, particle filters techniques normally require a 
substantial computation power, especially in high state-space dimensionality cases, which 
make the number of required samples to explode. Consequently, large efforts have been 
devoted to tackle such problem by reducing both the model's dimension through PCA (Wu 
et al., 2001; Uratasum et al., 2004), and the number of samples by testing stochastic sampling 
``variants'' (Deutscher et al., 2000; Sminchisescu et al., 2003). 

2.3 Problem statement and guiding principle 

2D or 3D human tracking from a mobile platform is a very challenging task, which imposes 
several requirements. First, the sensor's setup, is naturally embedded on the autonomous 
robot. By consequence from the camera point of view all scene objects move, this precludes 
the use of some useful techniques like background subtracting for isolating the target 
objects. As the robot is expected to evolve in environments that are highly dynamic, 
cluttered, and frequently subjected to illumination changes, several hypotheses must be 
handled simultaneously by the trackers. This is due to the multi-modality that appears in 
the statistical distributions of the measured parameters, as a consequence of the clutter or 
the changes in the appearance of the target.  Consequently, several hypotheses must be 
handled simultaneously in the developed trackers, and a robust integration of multiple 
visual cues is required to efficiently localize the good likelihood peaks. Finally, on-board 
computational power is limited so that only a small percentage of these resources can be 
allocated to tracking, the remaining part being required to enable the concurrent execution 
of other functions as well as decisional routines within the robot's architecture. Thus, care 
must be taken to design efficient algorithms. 
The particle-filtering framework is well suited to the above requirements and is widely used 
in the literature both for 2D or 3D tracking purpose. The popularity of this framework is due 
to its simplicity, ease of implementation, and modelling flexibility. This framework makes 
no restrictive assumptions about the probability distributions and enables the fusion of 
diverse measurements in a simple way. Clearly, combining a host of cues may increase our 
trackers versatility and reliability. Finally, from the numerous particle-filtering strategies 
proposed in the literature, one is expected to fit to the requirements of each tracker 
modality. These considerations lead us to investigate on particle filtering strategies for data 
fusion. The creation of simple and light monocular-based trackers that would adequate to 
for a quasi-real time application was another motivation that guided our developments. 

3. Particle filtering algorithms for data fusion 

3.1 Generic algorithm 

Particle filters are sequential Monte Carlo simulation methods for the state vector estimation 
of any Markovian dynamic system subject to possibly non-Gaussian random inputs 
(Arulampalam et al., 2002). The aim is to recursively approximate the posterior density 
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function (pdf) of the state vector  at time k conditioned on the set of measurements 
 through the linear point-mass combination  

(1)

which expresses the selection of a value -or ``particle''-  with probability -or ``weight''- 

.

A generic particle filter or SIR is shown on Table 1. The particles  evolve stochastically 

over the time, being sampled from an importance density , which aims at adaptively 

exploring ``relevant'' areas of the state space. Their weights 
)(i

kω
 are updated thanks to 

 and , respectively the state dynamics and measurement functions, so as 
to guarantee the consistency of the approximation (1). In order to limit the degeneracy 
phenomenon, which says that after few instants the weights of all but one particle tend to 
zero, step 8 inserts a resampling process. Another solution to limit this effect in addition to 
re-sampling is the choice of a good importance density. 

Table 1. Generic particle filtering algorithm (SIR) 

3.2 Importance sampling from either dynamics or measurements:  basic strategies 

The CONDENSATION algorithm is instanced from the SIR algorithm as 

. A difference relative to the SIR algorithm is that the re-sampling 
step 8 is applied on every cycle. Resampling by itself cannot efficiently limit the degeneracy 
phenomenon as the state-space is blindly explored without any knowledge of the 
observations. On the other side, the ICONDENSATION algorithm (Isard et al., 1998), 

considers an importance density , which classically relates to the importance function 

 defined from the current image. However, if a particle drawn exclusively from the 
image is inconsistent with its predecessor in terms of state dynamics, the update formula 
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leads to a small weight. An alternative consists in sampling the particles according the 

measurements, dynamics and the prior, so that, with 

.

3.3 Towards the “optimal” case: the Auxiliary Particle Filter  

The Auxiliary Particle Filter (Pitt et al., 1999) noted APF depicted by the algorithm of Table 2 
is another variant that aims to overcome some limitations of the ``blind exploration''. This 

algorithm considers an auxiliary density , where  characterise the density of 

conditioned on  (step 4). Compared to the CONDENSATION scheme, the advantage of 
this filter is that it naturally generates points from the sample at k-1 which, conditioned on 
the current measure, are most likely to be close to the true state and so improve the estimate 
accuracy. In practice, it runs slightly slower than the CONDENSATION as we need to 

evaluate the auxiliary weights  (step 4) and to perform two weighted bootstraps (steps 4 
and 9) rather than one. However, the improvement in sampling will usually dominate these 
small effects. By making proposals that have high conditional likelihoods, we reduce the 
cost of sampling many times from particles, which have very low likelihoods and so will not 
be re-sampled at the second process stage.  This improves the statistical efficiency of the 
sampling procedure and it means that we can reduce substantially the number N of 
particles. 

Table 2. Auxiliary Particle Filter (APF) 

4. Importance and measurement functions 

Importance functions  involve generally discriminant but possibly intermittent visual 

cues while measurement functions  involve cues which must be persistent but are 
however more prone to ambiguity for cluttered scene (Pérez et al., 2004). 
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Combining or fusing multiple cues enables the tracker to better benefit from distinct 
information, and confers robustness w.r.t temporary failures. Measurement and importance 
functions are depicted hereafter as well as some considerations regarding data fusion. 

4.1 Measurement functions 

4.1.1 Shape cue 

The use of shape cues requires indeed that the class of targets to be tracked is known a priori 
and that contour models can be learnt beforehand, i.e. that coarse 2D ou 3D models of the 
targeted limbs can be used. For simple view-based shape representation, human limbs are 
therefore represented by coarse silhouette contours (Figure 1). For 3D tracking, a 
preliminary 3D model projection and hidden parts removal is required (Delamarre et al, 
2001; Deutscher et al., 2001; Menezes et al 2005a, Sminchisescu et al., 2003). 

Figure 1. Examples of silhouette templates 

The shape-based likelihood is classically computed using the sum of the squared distances 

between model points  and the nearest closest edges , which lie on the normals that 

pass through the points . These measurement points are chosen uniformly distributed 
along the model.  

. (2)

where  is a weight dedicated to further 3D tracking purpose (see section 6.2), j indexes the 
 model points, and  a standard deviation being determined a priori. 

A variant (Giebel et al., 2004) consists in converting the edge image into a Distance 

Transform image, noted  which is used to peek the distance values. The advantage of 
matching our model contours against a DT image rather than using directly the edges image 
is twofold. Firstly, the similarity measure D is a smoother function of the model pose 
parameters. Secondly, this reduces the involved computations as the DT image can be 
generated only once, independently of the number N of particles used in the filter. The 
distance D becomes 

(3)

where  is the associated value in the DT image. Figure 1 (a) and (b) shows two plots 
of these two likelihoods for an image-based tracker where the target is a 2D elliptical 
template corresponding coarsely to the head of the right subject in the input image. As 
expected, the distance (3) appears to be less discriminant to clutter but is shown to enjoy 
least time consumption for .
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(a) (b) (c) (d) 

Figure 2. Likelihoods for 2D tracker for shape (a)-(b), shape and optical flow (c), shape and 
colour (d) 

4.1.2 Shape and motion cues combination 

In our context, and contrary to the background, which is assumed to remain static, the 
human limbs are expected to be moving, possibly intermittently. To cope with cluttered 
scenes and reject false background attractors, we favour the moving edges, if they exist, as 
they are expected to correspond to the moving target. As the target can be temporarily 
stopped, the static edges are not completely rejected, but only made less attractive than the 

moving ones. The points  in (2) receive the additional constraint that the corresponding 

optical flow vectors  must have nonzero norm. The new likelihood  involves 
the following similarity measure 

(4)

where  (resp. 1) if  (resp. if ) and  terms a penalty. 
Figure 2-(c) plots this more discriminant likelihood function for the example seen above. The 
target is still the subject on the right, but is assumed to be moving.  
Regarding the similarity measure (3), shape and motion cues are combined by using two DT 

images, where the second one )(' jIDT  is obtained by filtering out the static edges, based on 
the local optical flow vector.  The distance D becomes 

. (5)

where weight values  make moving edges more attractive.  

4.1.3 Colour cue 

Clothes colours create a clear distinction between the observed persons but also the limbs 
(head, hands and feet, trunk of sleeves) for a given person. Consequently, using clothing 
patches of characteristic colour distributions, i.e. natural markers, seems very promising. 
Reference colour models are associated with these targeted ROIs. For a given ROI, we 

denote  and  two -bin normalized histograms in channel c corresponding 
respectively to the target and a region  related to any state x. The colour likelihood model 

must be defined so as to favour candidate histograms  close to the reference histogram 

. The likelihood has a form similar to (2), provided that D terms the Bhattacharyya 
distance (Pérez et al., 2004) between the two histograms. The latter can also depict the 
similarity of several colour patches related to faces but also clothes, each with its own 
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reference histogram. Let the union  be associated with the set of  reference 
histograms .  By assuming conditional independence of the 

colour measurements, the likelihood  becomes 

(6)

where  are weighting factors dedicated to further 3D tracking purpose (see section 6.2). 
This multi-part extension is more accurate thus avoiding the drift, and possible subsequent 
loss, experienced sometimes by the single-part version (Pérez et al., 2002). Figure 2-(d) plots 

this likelihood function  for the above example. Let us note that, from (6), we can 

also decline a likelihood value  relative to textured patches based on the intensity 
component. 

4.1.4 Multiple cues fusion 

Assuming the measurement models to be mutually independent given the state. Given M 

measurement sources , the global measurement function can be factorized as 

. (7)

As mentioned before, data fusion is also required for 3D tracking in order to efficiently 
localize the good likelihood peak in the state space. Figure 3-left shows the plot of the 

likelihood  involving the distance (3) and obtained by sweeping a subspace of the 
configuration space formed by two parameters of a human arm 3D model.  Figure 3-middle 

plots an approximation of the coloured multi-patches likelihood  entailed in our 
tracker. The reference colour ROI corresponds to the marked hand. Fusing shape, motion 
and colour, as plotted in Figure 3-right, is shown to be more discriminant as expected.  

Figure 3. Likelihood plots for 3D tracking: shape cue, colour cue, both shape and colour cues 
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Clearly, mixing all these cues into the measurement function of the underlying estimation 
scheme helps our 2D or 3D trackers to work under a wide range of conditions encountered 
by our robot during its displacements.  

4.2 Importance function 

4.2.1 Shape cue 

This importance function  considers the outputs from face or hand detectors. Our face 
detection system is based on the AdaBoost algorithm and uses a boosted cascade of Haar-
like features. Each feature is computed by the sum of all pixels in rectangular regions, which 
can be computed very efficiently using integral images. The idea is to detect the relative 
darkness between different regions like the region of the eyes and the cheeks (Figure 4-left).  

Figure 4. First Haar features for faces (Viola et al., 2001) and for hands 

Originally, this idea was developed by Viola et al. in (Viola et al., 2001) to reliably detect 
faces, in the range of [-45,45] degrees of out-of-plane rotation, without requiring a skin 
colour model. This widely used detector works quickly and yields high detection rates. 
This idea was extended for detecting hands. Our classifier was trained with 2000 images 
containing upright hands, and 6000 images without hands and used as negative samples. 
This hand detector exhibits a detection rate slightly smaller than the previous, mainly due to 
the lack of discriminant contrasts in the hand. Figure 4-right shows example of Haar-like 
feature used in this context. A video relative to hand detection can be downloaded from the 
following URL http://www.isr.uc.pt/~paulo/HRI.

Let us characterize the associated importance functions. Given  detected faces or hands, 

and  the centroid coordinates of each such region. The associated 

importance function  at location  follows, as the Gaussian mixture proposal  

. (8)

where  denotes the Gaussian distribution with mean  and covariance .

4.2.2 Colour cue 

Human skin colours have a specific distribution in colour space. Training images from the 
Compaq database (Jones et al., 1998) enables to construct the associated distributions. The 
detection of skin-colored blobs is performed by subsampling the input image prior to 
grouping the classified skin-like pixels. Parts of the segmented regions are filtered regarding 
their aspect ratio. Then, the importance function  is defined from the resulting blobs 
by a Gaussian mixture similar to (8).  



Towards an Interactive Humanoid Companion with Visual Tracking Modalities 379

4.2.3 Multi-cues mixture 

In a mobile robotic context, the efficiency of the above detection modules is influenced by 
the variability of the environment clutters and the change of viewing conditions. Therefore, 
the importance function  can be extended to consider the outputs from any of the M 
detectors, i.e.  

.
(9)

5. Image-based tracking dedicated to upper human body parts  

5.1 Preliminary works for hands tracking 

Preliminary investigations (Menezes et al., 2004c) deal with an image-based tracker suitable 
to estimate fronto-parallel motions of the hand e.g. when performing a ``hello'' or a ``halt'' 
sign. The aim is to fit the view-based template relative to the targeted hand all along the 
video stream, through the estimation of its image coordinates (u,v), its scale factor s, and its 
orientation . All these parameters are accounted for in the state vector  related to the k-
th frame. With regard to the dynamics model  , the image motions of observed 
people are difficult to characterize over time.  This weak knowledge is thus formalized by 

defining the state vector as and assuming that its entries evolve according to 
mutually independent random walk models, viz. , where  terms 

the Gaussian distribution with mean  and covariance 
Complex filtering strategies are not necessary in this tracker and we opt logically for the 
CONDENSATION algorithm as it enjoys the least time consumption. The tracker is 
launched automatically when detecting hands after agreement between both the Haar-like 
features based detector and the skin blobs detector outcomes. The particle-weighting step 

entails the likelihood  based on the similarity measure (4) and a hand silhouette 
template (Figure 1). Characteristics and parameter values reported in Table 3 are used in the 
likelihoods, proposal and state dynamics involved in our hand tracker.  

Symbol Meaning Value 

- Particle filtering strategy CONDENSATION 

N Number of particles 100 

(nbL, nbC) Image resolution (320,240) 

sσ standard deviation in )/( k
MS xzp 36

Number of model points in similarity measure 30 

Penalty in similarity distance 0.12 

Table 3. Characteristics and parameter values for our image-based hand tracker 

The running time of this tracker is about 50fps on a PentiumIV-3GHz. Figure 5 shows some 
image-based tracking snapshots from a sequence involving heavy cluttered background. 
The entire video can be found at the URL http://www.isr.uc.pt/paulo/HRI. This 
elementary and specific tracker has not been integrated in the Jido's software architecture 
(detailed in section 7.1). 
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Figure 5. Image-based tracking of hand in heavy cluttered background 

5.2 Extension to the upper human body limbs 

Same guiding principles, namely data fusion in an appropriate particle filtering strategy, 
were used to develop an image-based tracker dedicated to the upper human body parts. 
This tracker can typically be launched for: (i) person following i.e. coordinating the robot's 
displacements, even if only coarsely, with those of the tracked robot user, (2) people 
perception in the robot vicinity, for instance to heckle them. This coarse human tracking is 
used to plan how to position the robot with respect to human beings in a socially acceptable 
way.
Unfortunately, more than one authorised person can be in robot vicinity, what could make 
the tracker continuously switch from the targeted person to another. Therefore, for re-
identifying individuals information based on face recognition and clothing colour are 
logically entailed in the characterization of the tracker. These permit to distinguish 
individuals but also to recover the targeted person after temporary occlusions or out-of-
sight. Moreover, any person must be, normally recognized among the potential human 
masters database before receiving the grant to learn the robot. 

5.2.1 Face recognition 

This function aims to classify bounding boxes  of detected faces (see section 4.2) into 

either one class  out of the set  -- corresponding to M users faces presumably 

learnt offline -- or into the void class . Our approach, clearly inspired by (Turk et al., 
1991), consists in performing PCA, and keeps as eigenface bases the first eigenvectors 
accounting on a certain average of the total class variance.  Our evaluations are performed 
on a face database that is composed of 6000 examples of M=10 individuals acquired by the 
robot in a wide range of typical conditions: illumination changes, variations in facial 
orientation and expression, etc. The database is separated into two disjoint sets: (i) the 
training set (dedicated to PCA) containing 100 images per class, (ii) the test set containing 
500 images per class. Each image is cropped to a size of 30x30 pixels. To improve the 
method, two lines of investigations have been pursued. 
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Figure 6. Example of face recognition 

Firstly, evaluations highlight that the Distance-From-Face Space (DFFS) error norm leads to 
the best performances in term of classification rate. For a given face { }}3030,...1{),( ×∈jj ,

the DFFS criteria is written as follows  

.
(10)

where  is the reconstructed image after projection of  onto a PCA basis. For a set of M 

learnt tutors (classes) noted  and a detected face , we can define for each class 
, the distance  and an a priori probability  of labelling to 

(11)

where  is a threshold predefined automatically, refers the void class and h terms the 
Heaviside – or ``step'' -- function: h(x)=1 if x>0, 0 otherwise.  
Secondly, from the Heseltine et al. investigations in (Heseltine et al., 2002), we evaluate and 
select the most meaningful image pre-processing in terms of false positives and false 
negatives. We plot ROC curves based on different image pre-processing techniques for our 
error norm . These ROC curves are shown as the sensitivity (the ratio of true positives 
over total true positives and false negatives) versus the false positive rate. Histogram 
equalization is shown to outperform the other techniques for our database (Figure 7).

Figure 7. ROC curves image for different pre-processing techniques  

3030×
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Figure 6 shows a snapshot of detected (red)/recognized (green) faces with associated 
probabilities for a targeted person named Sylvain. More details on the face recognition 
process can be found in (Germa et al. 2007) and at the URL http://www.laas.fr/~tgerma. 
This face classifier relates to the module HumRec in the Jido's software architecture (see 
section 7.1). 

5.2.2 Image-based tracking 

This tracker is inspired from previously developed ones detailed in (Brèthes et al., 2005). It 

involves the state vector  - the orientation  being set to a known constant. 
Regarding the filtering strategy, we opt for the ICONDENSATION scheme, which allows 
automatic initialization, and aid recovery from transient tracking failures thanks to detection 
modules. Let us characterize both importance and measurement functions involved in the 
tracker. The importance function mixes, thanks to (9) the outputs from the colour blobs and 
face detectors. The importance function (7) becomes  

.
(12)

Figure 8. A two-colour patch template template 

Two colour models  and  are considered in the colour-based likelihood ,
respectively for the head and the torso of the guided person (Figure 19 and 10). Their 
initializations are achieved according to frames, which lead to  probabilities egal to 

one. In the tracking loop, the colour model  is re-initialized with the initial values when 
the user verification is highly confident, typically . When the appearance of these 
two ROIs is supposed to change in the video stream, the target reference model is updated 
from the computed estimates through a first-order filtering process i.e. 

, (13)

where  weights the contribution of the mean state histogram  to the target model 

, and index p has been omitted for compactness reasons. The models updating can 
lead to drifts with the consequent loss of the target. To avoid such tracker failures, the global 
measurement model fuses, thanks to (7), colour but also shape cues. The shape-based 

likelihood  entails the similarity distance (3) and the head silhouette template 
(Figure 1). Characteristics and parameter values describing the likelihoods, state dynamics 
are listed in Table 4. 
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Due to the efficiency of the face recognition proposal (12), good tracking results are achieved 
with a reasonably small number of particles i.e. N=150 particles. A PentiumIV-3GHz 
requires about 40 fps to process the tracking.   
Figure 9 and 10 show snapshots of two typical sequences in our context. All regions -- 
centred on the yellow dots -- close to detected faces with high recognition probabilities 
corresponding to the person on the background are continually explored. Those – in blue 
colour -- that do not comply with the targeted person are discarded during the importance-
sampling step. Recall that, for large range out-of-plane face rotations ( ), the proposal 
continues to generate pertinent hypotheses from the dynamic and the skin blobs detector. 
The green (resp. red) rectangles represent the MMSE estimate in step 7 of Table 1 with high 
(resp. low) confidence in the face recognition process. The proposal generates hypotheses 
(yellow dots) in regions of significant face recognition probabilities.  

Symbol Meaning Value 
- Particle filtering strategy ICONDENSATION 

N Number of particles 150 

(nbL, nbC) Image resolution (320, 240) 

Coeff. in importance function (0.3, 0.6) 

Standard deviation in random walk models 

Standard deviation in importance function (6, 6) 

Standard deviation in importance function (6, 6) 

Number of model points in similarity measure 15 

sσ Standard deviation in shape-based likelihood  1.5 

Number of patches in 2

Standard deviation in color based likelihood 0.03

Number of colour bins per channel involved in 
32

Coeff. For reference histograms  update (0.1, 0.05) 

Table 4. Characteristics and parameter values for our image-based upper human body parts 
tracker

Figure 9. Tracking scenario including two persons with target out-of-sight. Target loss 
detection and automatic re-initialization 
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The first scenario (Figure 9), involving sporadic target disappearance, shows that our 
probabilistic tracker is correctly positioned on the desired person (on the background) 
throughout the sequence. Although the later disappears, the tracker doesn't lock onto the 
undesired person thanks to low recognition likelihood. The tracker re-initializes 
automatically as soon as the target re-appears. 
The second scenario (Figure 10) involves occlusion of the target by another person 
traversing the field of view. The combination of multiple cues based likelihood and face 
recognition allows keeping track of the region of interest even after the complete occlusion. 
These videos as well as other sequences are available at the URL 
http://www.laas.fr/tgerma/videos demonstrate the tracker's performances on a number of 
challenging scenarios. This tracker relates to the module ICU in the Jido's software 
architecture (see section 7.1). 

Figure 10. Tracking scenario involving full occlusions between persons 

6. 3D tracking dedicated to upper human body parts  

6.1 Preliminary works for hands tracking 

6.1.1 Basis on quadrics projection 

Manipulation tasks, e.g. exchanging object, rely on 3D tracking of the human hands. 
Therefore, preliminary developments deals with an appearance and 3D model based tracker 
of hands from a mobile platform. This involves the perspective projection of the associated 
3D model. Hands are modelled by deformable quadrics as quadrics and truncated ones can 
represent approximatively most of the upper human body parts (arm, forearm, torso,...). Let 
us recall some basis relative to the projection of quadrics. The projection matrix of a quadric 

in a normalised camera is . Considering a pinhole camera model, the camera 
centre and an image point  define a projective ray, which contains the points given by 

. The depth of a 3D point, situated on this ray, is determined by the scalar. The 

expression of the quadric  can be written as 

. (14)

This expression can be considered as an equation of second degree in s. Then, when the ray 

represented by  is tangent to , there is a single solution for equation (14) i.e. its 
discriminant is zero, so:  
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. (15)

This expression corresponds to a conic  in the image plane, with , which 

therefore corresponds to the projection of the quadric . For any  belonging to , the 

corresponding 3D point  is fully defined by finding  which is given by .
This formula can be extended to arbitrary projective camera with . Defining a 4x4 

matrix  such that , and then . Only three types of quadrics are of 
interest for the next: ellipsoid, cone and cylinder. Hands are here modelled by ellipsoids 
which image projection for a pinhole camera is an ellipse.  

6.1.2 Implementation and results 

Our quadric model is deformable to deal with the shape appearance variations depending 
on the configuration in space. For a targeted hand, the state vector entries relate to the 

position , orientation , and axis lengths . As was the case for the 
above trackers, the state vector entries are assumed to evolve according to mutually 
independent Gaussian random walk models. From these considerations, the state vector to 
estimate at time k is  

. (16) 

We adopt ICONDENSATION as this strategy permits to sample some particles on the target 
after sporadic disappearances from the field of view. This situation is frequently 
encountered during manipulation tasks as short human-robot distances ([0.5;1.5] m) are 
involved. Using the video stream issued from the binocular system embedded on the robot 
here enlarges the environment perception at such close-range distances. Let us characterize 
the importance and measurement functions. 
A pre-processing step consists in determining correspondences based on heuristics (Schmidt 
1996) for skin colour blobs (see 4.2) in the image pair and calculate the 3D position for each 
match explicitly by triangulation.  The face blob is beforehand filtered thanks to the face 
detector.  Given M extracted image blobs at time k, the j-th blob is represented by its 

centroid  (resp.  ) and inertia matrix  (resp. ) in the left and right image.  For 

each triangulated position , the covariance matrix is estimated as follows 

, (17) 

where  and  are the appropriate Jacobian matrices relatively to g(.). Finally, SVD 

decomposition of matrix  allows defining a new importance function , which 
related to 3D constraint. Thus, the hands can be understood as three natural markers aiming 
at positioning the particles during the importance sampling. Note that most blob 
correspondences between the image planes are correct during this pre-processing step, but 
that there are also a few outliers (typically the non-targeted hand) that are filtered 
afterwards in the tracking loop.  
Regarding the measurement function, the 3D ellipsoids (corresponding to hypothesis after 
importance sampling) are projected into a single image plane thanks to (15). The global 
measurement function fuses shape and colour cues, and can then be formulated as: 

. The shape-based likelihood involves the similarity measure (2) 
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while the colour-based likelihood involves histogram updating thanks to (13). Characteristics 
and parameter values describing the likelihoods state dynamics are listed in Table 5.  

Symbol Meaning Value 
- Particle filtering strategy ICONDENSATION 

N Number of particles 100 

(nbL, nbC) Image resolution (320, 240) 

Coeff. In importance function (0.3, 0.6) 

Standard deviation in random walk models (1, 1, 1) cm 

Standard deviation in random walk models (1, 1, 1) degrees 

( )γβα σσσ ,, Standard deviation in random walk models 

Number of model points in similarity measure 20 

Standard deviation in shape-based likelihood 
1.5

Number of patches in 1

Standard deviation in colour-based likelihood 0.03 

Number of colour bins per channel involved in 
32

Coeff. For reference histograms  update 0.1

Table 5. Characteristics and parameter values for our 3D tracker of human hand 

The particle filter is run with a set of N=100 particles. The computational time, processed on 
a 3GHz Pentium IV, is approximatively 25fps. Although tracking a single hand is 
meaningful when exchanging objects, our approach can be easily extended to track both the 
two hands.  

Figure 11. 3D tracking of a hand in heavy clutter. The blue (resp. red) ellipses depict the 
particles (resp. the MMSE estimate). Automatic re-initialization after target loss 

Figure 11 shows the ellipsoid projections on snapshots of a video sequence involving heavy 
clutter. As one can see, the ellipsoids are deformed, but their positions are still correct. Moreover, 
the tracker initializes itself automatically and recovers the target after transient failure. This 3D 
tracker relates to the module GEST in the Jido's software architecture (see section 7.1). 
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6.2 Extension to the upper human body limbs 

This appearance-based tracker is devoted to tasks that rely on understanding/imitation of 
gestures or activities. We have extended the previous tracker to the whole upper human 
body parts. The upper human body parts are here modelled by rigid truncated conics. The 
method to handle model projection and hidden parts removal is inspired from section 6.1.1. 
Details can be found in (Menezes et al., 2005a). Our emphasis in the paper concerns the 
characterization of a new measurement model that combines edges and motion cues, with also 
local color and texture patches on clothing or relative to the hands acting as natural markers. 
One important point is that our approach could be easily scalable from one single to multiple 
views as well as to higher number of degrees of freedom (DOF), although it will introduce the 
consequent increase in computational cost. The following subsections detail some geometric 
properties the model entailed in the measurement model and the tracker implementation. 

6.2.1 Non-observable part stabilisation 

Despite the visual cues depicted in section 4, ambiguities arise when certain model 
parameters cannot be inferred from the current image observations, especially for a 
monocular system. They include, but are not limited to, kinematical ambiguities. For 
instance, when one arm is straight and the shape-based likelihood (2) is used, rotation of the 
upper arm around its axial axis is unobservable, because the model’s projected contours 
remain static under this DOF.  Leaving these parameters unconstrained is questionable. 
Consequently, and like in (Sminchisescu et al, 2003), we control these parameters with a 
stabiliser cost function that reaches its minimum on a predefined rest configuration .
This enables the saving of computing efforts that would explore the unobservable regions of 
the configuration space. In the absence of strong observations, the parameters are 
constrained to lie near their default values, whereas strong observations unstick the 
parameters values from these default configurations. The likelihood function for a state x is 
defined as . This prior depends on the structure parameters and the 
factor  will be chosen so that the stabilising effect will be negligible for the whole 
configuration space with the exception of the regions where the other cost terms are 
constant.   

6.2.2 Collision detection 

Physical consistency imposes that the different body parts do not interpenetrate. As the 
estimation is based on a search on the configuration space it would be desirable to a priori 
remove those regions that correspond to collisions between parts. Unfortunately it is in 
general not possible to define these forbidden regions in closed form so they could be 
rejected immediately during the sample phase. The result is that in the particle filter 
framework, it is possible that configurations proposed by some particles correspond to such 
impossible configurations, thus exploring regions in the configuration space that are of no 
interest. To avoid these situations, we use a binary cost function that is not related to 
observations but only based on a collision detection mechanism. The likelihood function for 

a state x is  with:  

. (18)

This function, although being discontinuous for some points of the configuration space and 
constant for all the remaining, is still usable in a Dirac particle filter context. The advantage 
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of its use is twofold. First it avoids the derivation of the filter to zones of no interest, and 
second it avoids wasting time in performing the measuring step for unacceptable hypothesis 
as they can be immediately rejected. 

6.3 Observation likelihoods and model priors fusion 

Fusing multiple visual cues enables the tracker to better benefit from M distinct 

measurements . Assuming that these are mutually independent conditioned on 
the state, and given L model priors , the unified measurement function thus 
factorizes as 

(19)

6.3.1 Implementation and experiments 

In its actual form, our 3D tracker deals two-arms gestures under an 8-DOF model, i.e. four 
per arm. We assume therefore that the torso is coarsely fronto-parallel with respect to the 
camera while the position of the shoulders are deduced from the position of the face given 
by dedicated tracker (Menezes et al., 2004b). All the DOFs are accounted for in the state 
vector  related to the k-th frame. Kinematical constraints require that the values of these 
joint angles evolve within anatomically consistent intervals. Samples (issued from the 
proposal) falling outside the admissible joint parameter range are enforced to the hard limits 
and not rejected as this could lead to cascades of rejected moves that slow down the 
sampler. 

Recall that pdf  encodes information about the dynamics of the targeted human 
limbs. These are described by an Auto-Regressive model with the following form 

 where , and  defines the process noise. In the current 
implementation, these dynamics correspond to a constant velocity model. We find this AR 
model gives empirically better results than usual random walk model, although a more 
rigorous evaluation would be here desirable. The patches are distributed on the surface 
model and their possible occlusions are managed during the tracking process. Our approach 
is different from the traditional marker-based ones because we do not use artificial but 
natural colour or texture-based markers e.g. the two hands and ROIs on the clothes. We 
adopt the APF scheme  (Table 2), which allows to use some low cost measure or a priori 
knowledge to guide the particle placement, therefore concentrating them on the regions of 
interest of the state space. The measurement strategy is as follows: (1) particles are firstly 
located in good places of the configuration space according to rough correspondences 
between virtual patches related to the two hands projection and skin-like image ROIs 

involving likelihood  in step 6, (2) particles' weights are fine-tuned by combining 

shape and motion cues (  entailing similarity distance (5), three color patches per 
arm (likelihood (6)) as well as model priors thanks to (19) in step 9. A second and important 
line of investigation concerns the incorporation of appropriate degrees of adaptability into 
these multiple cues based likelihoods depending on the target appearance and 
environmental conditions. Therefore, some heuristics allows weighting the strength of each 
visual cue in the unified likelihood (7). An a priori confidence criterion of a given coloured 
or textured patch relative to clothes can be easily derived from the associated likelihood 

functions where the p-th colour reference histogram  (  for texture one) is uniform 



Towards an Interactive Humanoid Companion with Visual Tracking Modalities 389

and so given by  where index p has been omitted for compactness reasons. 
Typically, uniform coloured patches produce low likelihood values, whereas higher 
likelihood values characterise confident patches because their associated colour 
distributions are discriminant and ensure non-ambiguous matching. As stated before, 

parameters  and  weight the strength of the p-th marker in the likelihood (19). In the 

same way, the parameter weights the edges density contribution and is fixed from the 
first DT image of the sequence.  

Symbol Meaning Value 
- Particle filtering strategy APF 

N Number of particles 400 

(nbL, nbC) Image resolution (320, 240) 

Factor in model prior  0.5 

Factor in model prior 0.5

K Penalty in similarity distance 0.5 

Standard deviation in similarity distance 1 

Number of patches in color-based likelihood 6

Standard deviation in 0.3

Number of color bins per channel involved in 32

Table 6. Characteristics and parameter values of our upper human body 3D tracker 

Figure 12. From top-left to bottom right: snapshots of tracking sequence involving deictic 
gestures 
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Due to the efficiency of the importance density and the relatively low dimensionality of the 
state-space, tracking results are achieved with a reasonably small number of particles i.e. 
N=400 particles. In our non-optimised implementation, a PentiumIV-3GHz requires about 
1fps to process the two arm tracking, most of the time being spent in evaluating the 
observation function. To compare, classic systems take a few seconds per frame to process a 
single arm tracking. Characteristics and parameter values involved in the likelihoods, 
proposal and state dynamics of our upper human body 3D tracker are reported in Table 6.  
The above-described approach has been implemented and evaluated over monocular images 
sequences. To illustrate our approach, we show and comment snapshots from two typical 
sequences acquired from the Jido robot (see section 7) in different situations to highlight our 
adaptative data fusion strategy. The full images as well as other sequences can be found at the 
URL http://www.isr.uc.pt/~paulo/HRI . The first sequence (Figure 12) was shot against a 
white and unevenly illuminated background, but involves loose fitting closing and near 
fronto-parallel motions. The second sequence (Figure 13) involves coarse fronto-parallel 
motions over a heavy cluttered background. For each snapshot, the right sub-figures overlay 
the model projections on to the original images for the MMSE estimate, while the left ones 

show its corresponding estimated configuration corresponding to the posterior pdf .

Figure 13. From top-left to bottom-right: snapshots of tracking sequence involving heavy 
clutter

The first tracking scenario (Figure 12) involves pointing gestures. The target contours are 
prominent and are weakly disturbed by the background clutter. The high confident 
contours cue ensures the tracking success. The patches on the uniform sweet are here of 
little help, as their enclosed colour or texture distributions are quite uniform. The adaptative 
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system allows giving them a weak strength in the unified likelihood cost (  against 

). They do not introduce any improvement with respect to their position on the 
arm, but their benefit comes in the form of inside/outside information, which complements 
the contours especially when they failed. This permitted the tracking of the arms even when 
they got out of the fronto-parallel plane thanks to all the patches (Figure 12). 
For the second scenario (Figure 13), the tracker deals with significantly more complex scene 
but tracks also the full sequence without failure. This scenario takes clearly benefit from the 
introduction of discriminant patches as their colour distributions are far from uniform ones. 

This leads to higher values of confidence dedicated to the likelihood )/( k
c
k xzp , namely 

. In these challenging operating conditions, two heuristics allow jointly to release 
from distracting clutter that might partly resemble human body parts (for instance the 
cupboard pillar1). On the one hand, estimating the edges density in the first frame highlights 
that shape cue is not a confident one in this context, so its confidence level in the global cost 
(19) is reduced accordingly during the tracking process i.e. . On the other hand, 
optical flow weights the importance relative to the foreground and background contours 

thanks to the likelihood . If considering only contour cues in the likelihood, the 
tracker would attach itself to cluttered zones and consequently lose the target. This tracker 
relates to the module TPB in the Jido’s software architecture (see section 7.1).  

7. Integration on robotic platforms dedicated to human-robot interaction 

7.1 Integration on a robot companion 

7.1.1 Outline of the overall software architecture 

The above visual functions were embedded on a robot companion called Jido. Jido is 
equipped with: (i) a 6-DOF arm, (ii) a pan-tilt stereo system at the top of a mast (dedicated to 
human-robot interaction mechanisms), (iii) a second video system fixed on the arm wrist for 
object grasping, (iv) two laser scanners, (v) one panelPC with tactile screen for interaction 
purpose, (vi) one screen to provide feedback to the robot user. Jido has been endowed with 
functions enabling to act as robot companion and especially to exchange objects with human 
beings. So, it embeds robust and efficient basic navigation and object recognition abilities.  
Besides, our efforts focuses in this article concern the design of visual functions in order to 
recognize individuals and track his/her human body parts during object exchange tasks. 
To this aim, Jido is fitted with the “LAAS” layered software architecture thoroughly 
presented in (Alami et al., 1998). On the top of the hardware (sensors and effectors), the 
functional level listed in Figure 14, encapsulates all the robot's action and perception 
capabilities into controllable communicating modules, operating at very strong temporal 
constraints.  The executive level activates these modules, controls the embedded functions, 
and coordinates the services depending on the task high-level requirements.  Finally, the 
upper decision level copes with task planning and supervision, while remaining reactive to 
events from the execution control level. The integration of our visual modalities (green 
boxes) is currently carried out in the architecture, which resides on the Jido robot. 
The modules GEST, HumRec, and ICU have been fully integrated in the Jido's software 
architecture. The module TBP has been devoted preliminary to the HRP2 model (see section 

                                                                
1 with also skin-like color... 
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7.2). Before integration in Jido, we aim beforehand at extending this tracker to cope with 
stereoscopic data (Fontmarty et al., 2007). 

Figure 14. Jido robot and its layered software architecture 

7.1.2 Considerations about the visual modalities software architecture 

The C++ implementation of the modules are integrated in the ``LAAS’’ architecture using a 
C/C++ interfacing scheme.  They enjoy a high modularity thanks to C++ abstract classes 
and template implementations.  This way, virtually any tracker can be implemented by 
selecting its components from   predefined libraries related to particle filtering strategies, 
state evolution models, and measurement / importance functions.  For more   flexibility, 
specific components can be defined and integrated directly.   A finite-state automaton can be 
designed from the vision-based services outlined in section 1. As illustrated in Figure 15, its 
states are respectively associated   to the INIT mode and to the aforementioned vision-based 
modules while   the arrows relate to the transitions between them. Another   complementary 
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modalities (blue ellipses), not yet integrated into the robot   architecture, have been also 
added. Heuristics relying on the   current human-robot distance, face recognition status, and 
current   executed task (red rectangles) allow to characterize the transitions   in the graph. 
Note that the module ICU can be invoked from all the   mentioned human-robot distances 
([1;5]m.). 

Figure 15. Transitions between vision-based modules 

7.2 Integration on a HRP2 model dedicated to gestures imitation 

Figure 16. From top-left to bottom-right: snapshots of tracking sequence and animation of 
HRP2 using the estimated parameters

As mentioned before, a last envisaged application concerns gestures imitation by a 
humanoid robot (Menezes et al., 2005a). This involves 3D tracking of the upper human body 
limbs and mapping the joints of our 3D kinematical 3D model to those of the robot. In 
addition to the previous commented sequences, this scenario (Figure 16) with moderate 
clutter explores 3D estimation behaviour with respect to problematic motions i.e. non-
fronto-parallel ones, elbow end-stops and observation ambiguities. The left column 
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represents the input images and the projection of the model contours superimposed while 
the right column represents the animation of the HRP2 using the estimated parameters2. The 
first frames involve both elbow end-stops and observation ambiguities. These particular 
configurations are easily dealt with in our particle-filtering framework. When elbow end-
stop occurs, the sampler is able to maintain the elbow angle within its predefined hard 
limits. Observation ambiguity arises when the arm is straight. The twist parameter is 

temporary unobservable but remains stable thanks to the likelihood . As highlighted 
in (Deutscher et al., 1999), Kalman filtering is quite unable to track through end-stop 
configurations. Some frames later in Figure 16, the left arm bends slightly towards the 
camera. Thanks to the patches on the hands, the tracker manages to follow this temporary 
unobservable motion, although it significantly misestimates the rotation during this motion. 
The entire video is available at http://www.isr.uc.pt/~paulo/HRI. 

8. Conclusion 

This article presents the developments of a set of visual trackers dedicated to the upper 
human body parts. We have outlined visual trackers a universal humanoid companion 
should deal with in the future. A brief state-of-art related to tracking highlight that particle 
filtering is widely used in the literature. The popularity of this framework stems, probably, 
from its simplicity, ease of implementation, and modelling flexibility, for a wide variety of 
applications. 
From these considerations, a first contribution relates to visual data fusion and particle 
filtering strategies associations with respect to considered interaction modalities. This 
guiding principle frames all the designed and developed trackers. Practically, the multi-cues 
associations proved to be more robust than any of the cues individually. All the trackers are 
applied in quasi-real-time process and have the ability to (re)-initialize automatically. 
A second contribution concerns especially the 3D tracker dedicated to the upper human 
body parts. An efficient method (not detailed here, see (Menezes et al., 2005b) has been 
proposed in order to handle the projection and hidden removal efficiently. In the vein of the 
depicted 2D trackers, we propose a new model-image matching cost metric combining 
visual cues but also geometric constraints. We integrate degrees of adaptability into this 
likelihood function depending on the human limbs appearance and the environmental 
conditions. Finally, integration, even if in progress, of the developed trackers on two 
platforms highlights their relevance and complementarity. To our knowledge, quite few 
mature robotic systems enjoy such advanced capabilities of human perception. 
Several directions are studied regarding our trackers. Firstly, to achieve gestures/activities 
interpretation, Hidden Markov Models (Fox et al., 2006) and Dynamic Bayesian Network 
(Pavlovic et al., 1999) are currently under evaluation and preliminary results are actually 
available. Secondly, we currently study how to extend our monocular-based approaches to 
account for stereoscopic data as most humanoid robot embed such exteroceptive sensor. 
Finally, we will integrate all these visual trackers on our new humanoid companion HRP2. 
The tracking functionalities will be made much more active; zooming will be used to 
actively adapt the focal lenght with respect to the H/R distance and the current robot status. 

                                                                
2 This animation was performed using the   KineoWorks platform and the HRP2 model by courtesy of   
AIST (GeneralRobotix). 
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1. Introduction 

The ability to operate in a variety of environments is an important topic in humanoid 
robotics research.  One of the ultimate goals of this research is smooth operation in everyday 
environments.  However, movement in a real-world environment such as a family's house is 
challenging because the viscous friction and elasticity of each floor, which directly influence 
the robot's motion and are difficult to immediately measure, differ from place to place. 
There has been a lot of previous research into ways for the robots to recognize the 
environment. For instance, Fennema et al. (Fennema et al., 1987) and Yamamoto et al. 
(Yamamoto et al., 1999) proposed environment recognition methods based on range and 
visual information for wheeled robot navigation. Regarding humanoid robots, Kagami et al. 
(Kagami et al., 2003) proposed a method to generate motions for obstacle avoidance based 
on visual information. They measured features of the environment precisely before moving 
or fed back sensor information to a robot's controller with a short sampling period. It is still 
difficult to measure the viscous friction or elasticity of the floor before moving or by using 
short term sampling data, and they did not deal with such features. 
Thus, we propose a method for recognizing the features of environments and selecting 
appropriate behaviours based on the histories of simple sensor outputs, in order to achieve a 
humanoid robot able to move around a house. Figure 1 shows how our research differs from 
previous research according to length of the sensor history and number of types of sensors. 
The key idea of our method is to use a long sensor history to determine the features of the 
environment. To measure such features, almost all previous research (Shats et al., 1991; 
Holweg et al., 1996) proposed methods that used several kinds of sensors with a large 
amount of calculations to quickly process the sensor outputs. However, such approaches are 
unreasonable because the robot lacks sufficient space on its body for the attached sensors 
and processors. Hence we propose using sensor history to measure them because there are 
close relationships between sensor histories, motions, and environments.  
When the robot performs specific motions in specific environments, we can see those 
features in the sensor history that describe the motion and the environment. Furthermore, 
such features as viscous friction or floor elasticity do not change quickly. Thus we can use a 
long history of sensor data to measure them. 
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Figure 1. Difference between our research and previous research 

In the next section, we describe our method for behaviour selection and environment 
recognition for humanoid robots. In section 3, we introduce the humanoid robot, named 
"Robovie-M," that was used for our experiments. We verify the validity of the method and 
discuss future works in section 4 and 5. 

2. Behaviour selection and environment recognition method 

2.1 Outline of proposed method 

We propose a method for humanoid robots to select behaviours and recognize their 
environments based on sensor histories. An outline of the method is as follows: 
A-1 [preparation 1] In advance, a user of the robot prepares basic motions appropriate to the 

environment.
A-2 [preparation 2] For each basic motion and environment, the robot records the features 

of the time series data of its sensors when it follows the motions. 
A-3 [preparation 3] For each basic motion, the robot builds decision trees to recognize the 

environments based on recorded data by using a binary decision tree generating 
algorithm, named C4.5, proposed by Quinlan (Quinlan, 1993). It calculates recognition 
rates of decision trees by using cross-validation of the recorded data.  

B-1 [recognition 1] The robot selects the motion that corresponds to the decision tree that 
has the highest recognition rate. It moves along the selected motion and records the 
features of the time series data of the sensors. 

B-2 [recognition 2] The robot calculates reliabilities of the recognition results for each 
environment based on the decision tree and the recorded data. Then it selects the 
environments that have reliability greater than a threshold as candidates of the current 
environment. The threshold is decided by preliminary experiments. 

B-3 [recognition 3] The robot again builds decision trees based on the data recorded during 
the process (A-2) that correspond to the selected candidates for the current 
environment. Go to (B-1).

By iterating over these steps, the robot can recognize the current environment and select 
appropriate motions.
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2.2 Robot's motions and features of the environment 

Figure 2 shows the motions that the robot has in advance. In our method, there are two 
kinds of motions: basic and environment-dependent. The basic motions are comprised of a 
set of motions that can be done in each environment without changing the loci of joints, such 
as standing up, lying down, etc. All environment-dependent motions are generated in 
advance by the user. By utilizing our method, once the environment is recognized, the robot 
can select the suitable motions for it from the environment-dependent motions. 

Figure 2. Robots have two kinds of motions: basic and environment-dependent. Both 
motions are generated by users in advance 

In this paper, we use not only averages and standard deviations of the time series data of 
the sensor outputs, but also averages and standard deviations of the first and second 
derivatives of those outputs, as the features of the environment.  Table 1 shows an example 
of features of sensor histories by taking different basic motions in a tiled floor environment.  
We use a set of the features of sensor history sn(t) as a feature of an environment. 

Basic motions Lying down Standing up ...... 

Label of environment Tiled floor Tiled floor ...... 

Ave. of sn(t) 136.19 149.15 ...... 

Std. dev. of sn(t) 21.429 25.64 ...... 

Ave. of dsn(t)/dt 131.13 128.84 ...... 

Std. dev. of dsn(t)/dt 6.1985 6.2903 ...... 

Ave. of d2sn(t)/dt2 157.83 132.89 ...... 

Std. dev. of d2sn(t)/dt2 11.292 13.554 ...... 

Table 1. Example of features of sensor histories by taking different basic motions in a tiled 
floor environment. sn(t) denotes time series data of sensor sn

2.3 Decision tree based on relationships between basic motions, sensor histories, 
and environments 

A decision tree to recognize the environment is made by C4.5 (Quinlan, 1993), which is a 
program for inducing classification rules in the form of binary decision trees from a set of 
given examples. We use the relationships described in Table 1 as examples and make 
decision trees for each basic motion by using knowledge analysis software WEKA (Witten, 
2000) that can deal with C4.5. Figure 3 shows an example of a decision tree for the lying 
down motion. 



Humanoid Robots, Human-like Machines 402

Figure 3. Decision trees recognize environments based on relationships between a motion 
(lying down), possible environments, and sensor histories. Circles denote features of sensor 
history. Rectangles denote environments 

We can also determine the recognition rate of a decision tree for each basic motion and the 
reliabilities of the recognition results by cross-validation as follows. The recognition rate of a 
decision tree for the k-th basic motion, rk, is calculated as follows: 

(1)

where N and Sk denote the number of all data sets for candidates of the current environment 
that were obtained in the preparation processes and the number of correctly classified data 
sets by the decision tree, respectively. After selecting the decision tree that has the highest 
recognition rate and moving along the l-th basic motion that corresponds to the tree, the 
robot records the data set and obtains a recognition result by using the tree. We calculate 
following two types of reliabilities from the result. When the environment A is the result of 
the recognition, the reliability that the result is the environment A, relA, is calculated as 
follows: 

(2)

where NA and SlAA denote the number of all data sets for the environment A that were 
obtained in the preparation processes and the number of correctly classified data sets by the 
tree, respectively. The reliability that the result is one of the other environments, for example 
the environment B, is as follows: 

(3)

where NB and SlBA denote the number of all data sets for the environment B that were 
obtained in the preparation processes and the number of incorrectly classified data sets that 
are classified as the environment A by the tree, respectively. This is same as the 
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misrecognition rate that the robot recognizes the environment B as the environment A by 
the tree. 

3. Humanoid robot 

In this section, we introduce a small-size humanoid robot, Robovie-M, developed by us. 
Figure 4 (a) and (b) show an overall view and hardware architecture of Robovie-M. The 
robot has a head, two arms, a body, a waist, and two legs. Degrees of freedom (DOFs) of the 
robot are as follows. The robot has 4 DOFs for each arm, 2 DOFs for waist, and 6 DOFs for 
each leg. The total number of DOFs is 22. As shown in Figure 4 (b), we attached two 2-axial 
acceleration sensors to the left shoulder of the robot to acquire acceleration values along 
three orthogonal axes as sn(t) in Table 1. Table 2 describes specifications of the sensor. 
Sampling rate of the sensor is 60 [Hz]. The robot can send data of the sensors and get 
commands of the behaviour from a host PC via a serial cable (RS-232C). 

Figure 4. Left image shows humanoid robot Robovie-M, and center images indicate sensor 
arrangement. On the robot's left shoulder, two 2-axial acceleration sensors are attached 
orthogonally to acquire acceleration values along three axes that describe horizontal and 
vertical motions. The right image shows an arrangement of robot's degrees of freedom 

Model ADXL202E (ANALOG DEVICES) 

# Axis 2 

Range -2 g  ~ +2 g 

Sensitivity 12.5 % / g 

Nonlinearity 0.2 % 

Size 5 x 5 x 2 mm 

Table 2. Specifications of 2-axial acceleration sensor attached to the robot 

4. Experiments 

To verify the validity of the proposed method, we conducted a preliminary experiment with 
our small humanoid robot, Robovie-M. Table 3 and Figure 5 show environments for 
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recognition, the basic motions and time lengths for each motion in the experiments. Figure 6 
shows sequences of pictures for each basic motion. We recorded the time series data of the 
sensor outputs ten times in each environment and for each motion. 

Environments Basic motions time [s] 

Ceramic tiled floor Linoleum floor Lying down 4.5 

Wooden table Tatami mat Standing up 3.0 

Cushion Futon Tossing and turning 4.0 

Carpet Bathmat Stepping with one leg 4.5 

Blanket Artificial turf Stepping with both legs 4.5 

Table 3. The left column describes environments used in the experiment. The right column 
describes the basic motions. Environments are selected from a typical Japanese house 

Figure 5. Pictures of environments in experiments 

Figure 6. Sequences of pictures for each basic motion 
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For instance, let us consider the recognition process for the futon (a Japanese mattress) 
environment. First, the robot selected the stepping with both legs motion because the motion's 
decision tree has the highest recognition rate. All recognition rates calculated by equation (1) 
are described in Figure 7. Second, the robot obtained the sensor history while doing the 
stepping with both legs motion and classified it by using the motion's decision tree. The result 
of classification was the blanket environment. The reliabilities of the result for each 
environment were obtained, as shown in Table 4.  The reliability for the blanket environment 
was calculated by equation (2) and the reliabilities for the others were calculated by equation 
(3). This time the reliability threshold was 0.2. Then the selected candidates of the current 
environment were tatami, futon, artificial turf, and blanket. Next, the robot made decision trees 
for each basic motion based on the data of the candidates. By calculating their recognition 
rates, as shown in Figure 8, the robot selected the stepping with one leg motion. As a result of 
performing the selected motion, the robot classified the data as the futon environment and 
obtained artificial turf and futon as candidates, as shown in Table 5. The robot selected the 
lying down motion from the recognition rates based on the candidate's data shown in Figure 
9. Finally, the robot obtained the data while lying down and recognized the current 
environment as the futon environment shown in Table 6. We verified that the robot 
recognized all environments shown in Table 3 by using our method. The maximum times of 
the iteration of these processes for the environment recognition was three. 

Figure 7. Recognition rates of decision trees for each motion based on all data. The highest 
rate is obtained by the Stepping on both legs motion 

Environment Reliability Environment Reliability 

Ceramic tiled floor 0.0 Futon 0.2 

Linoleum floor 0.0 Carpet 0.0 

Wooden table 0.0 Bathmat 0.0 

Tatami mat 0.2 Blanket 0.4 

Cushion 0.0 Artificial turn 0.2 

Table 4. Reliabilities for each environment when the decision tree of the stepping with both 
legs motion classifies data to the blanket environment 
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Figure 8. Recognition rates of decision trees for each motion based on data that correspond 
to tatami, futon, artificial turf, and blanket 

Environment Reliability Environment Reliability 

Ceramic tiled floor 0.0 Futon 0.8 

Linoleum floor 0.0 Carpet 0.0 

Wooden table 0.0 Bathmat 0.0 

Tatami mat 0.0 Blanket 0.0 

Cushion 0.0 Artificial turn 0.2 

Table 5. Reliabilities for each environment when the decision tree for the stepping with one 
leg motion classifies data to the futon environment 

Figure 9. Recognition rates of decision trees for each motion based on data that correspond 
to futon and artificial turf 
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Environment Reliability Environment Reliability 

Ceramic tiled floor 0.0 Futon 1.0 

Linoleum floor 0.0 Carpet 0.0 

Wooden table 0.0 Bathmat 0.0 

Tatami mat 0.0 Blanket 0.0 

Cushion 0.0 Artificial turn 0.0 

Table 6. Reliabilities for each environment when the decision tree for the lying down motion 
classifies data to the futon environment 

5. Conclusion 

In this paper, we proposed a method for recognizing environment and selecting appropriate 
behaviours for humanoid robots based on sensor histories. By using the method, the robot 
could select effective behaviours to recognize current environment. 
For ten different environments that are typical in a Japanese family's house, the results of 
these experiments indicated that the robot successfully recognized them by five basic 
motions shown in Table 3. However, we should consider the case when number of 
candidates of current environment does not converge to one. In the case, the robot should 
acquire new sensor data and rebuild the decision trees, then recognize the environment, 
again. After these processes, when the number of candidates of the environment becomes 
one, the robot can decide that the environment is inexperienced. Otherwise, prepared basic 
motions are not enough for recognizing the environments and an additional basic motion is 
necessary. In future work, we will clarify dynamical relationships between basic motions 
and features of environments, and confirm proposed basic motions enough for recognizing 
the environments. Then, we will extend our method to deal with inexperienced 
environments.
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1. Introduction 

Locomotion is one of the basic functions of a mobile robot. Using legs is one of the strategies 
for accomplishing locomotion. The strategy allows a robot to move over rough terrain. 
Therefore, a considerable amount of research has been conducted on motion control of 
legged locomotion robots. This chapter treats the motion generation of an infant robot, with 
emphasis on the emergence of crawling locomotion. 
In the future, a walking robot that can carry out various tasks on unstructured terrain will 
be required. The walking robot is required to achieve real-time adaptability to a changing 
environment. However, the mechanism from which the adaptive motion pattern emerges is 
not clear. 
Recent biological research and psychological research on acquisition of motion have made 
great contributions and have given crucial hints as to how to overcome such problems. 
During spontaneous motion, such as crawling or straight walking, a lot of joints and 
muscles are organized into a collective unit to be controlled as if this unit had fewer degrees 
of freedom, but at the same time to retain the necessary flexibility for a changing 
environment (Bernstein, 1967). Gesell pointed out the principles of motor development in 
human infants (Gesell, 1946). According to that research, some developmental principles in 
the acquisition of ontogenetic activities can be observed. One is directional trends in the 
acquisition of ontogenetic activities; others are functional asymmetry in ontogenetic activities and 
self-regulation in ontogenetic activities. In addition, various studies have been made on the 
acquisition of motion especially that of locomotion (Newell, 1990; Thelen et al.,1986,1987; 
Clark et al.,1988; Burnside, 1927; Adolph, 1997; Savelsbergh, 1993). Moreover, the 
development of motions has been proposed as being a dynamic interaction between the 
nervous and musculo-skeletal systems. Rhythmic motion is generated by a central pattern 
generator (CPG) in the spinal cord (Grillner, 1977,1985). Sensory feedback from the contact 
sensors or joint angle sensors tunes the oscillation condition of the CPG and makes the 
locomotion stable in limit cycle (Taga, 1991,1994). Furthermore, biological researches on 
mode transition of the locomotion according to the situation or variance of the environment 
are actively going on (Ijspeert, 2001). Based on these biological facts, research has been 
conducted to clarify the mechanism for humans' acquisition of motion (Yamazaki, 1996; 
Hase, 2002; Ni et al., 2003; Endo et al., 2004, Kuniyoshi et al., 2004). 
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The knowledge acquired has inspired robotics researchers, and a considerable amount of 
research has been done on biologically inspired control systems for walking robots that are 
based on the CPG controller model, and that will enable them to adapt to variances in the 
environment (Fukuoka et al., 2003; Tsujita et al., 2001,2005; Lewis et al., 2001). 
In this study, we propose a new control system for acquisition of the motion of an infant 
robot by using oscillators. The proposed control system consists of a spontaneous 
locomotion controller, reflex controller, and tones controller. The spontaneous locomotion 
controller is designed as follows. A nonlinear oscillator is assigned to each leg. The periodic 
trajectory of each leg is calculated as a function of the phase of its oscillator. Touch sensors 
at the tips of the legs are used to triggers dynamic interactions of the legs. The mutual 
entrainment of the oscillators generates an appropriate combination of phase differences 
according to the context of the changing environment, and this leads to a gait pattern. The 
network connections of the oscillators, specifically, the phase differences of the oscillators, 
are tuning parameters. These parameters are tuned according to a specific intension, i.e., an 
objective function for learning or optimization, such as stiffening joints or to moving 
forward at high energy efficiency. The reflex controller generates asymmetrical reflexes on 
antagonistic pairs of actuators. The idea of the architecture of tones control of the actuators 
are inspired by the biological studies. According to them, the tones are actively and 
adaptively controlled by the neuronal system in the 'basal ganglia' (Takakusaki, 2003). And 
this neuronal system stabilizes the posture, and obtains the stable locomotion by also 
controlling the oscillation of central pattern generator in the spinal cord. In this study, a type 
of tones controlling is considered as PD feedback control by adaptively changing the gains. 
The tones controller tunes the stiffness of the joints by changing the feedback gains 
adaptively according to the situations of the motion pattern of the system. These feedback 
gains are also refhed through learning or optimization. 
We verified the effectiveness of the proposed control system with numerical simulations 
and hardware experiments. 

2. Framework of this study 

Fig.l summarizes the developmental acquisition of motion pattern in human infancy. 
In this study, developmental acquisition is divided into four stages. In the first stage, the 
tones controller tunes the stiffness of the joints of the neck, trunk, hips, arms, and legs, in 
this order. In this stage, the intension of the infant is considered as that of making the 
controllable body system to perform a motion defhed by a command signal. In the second 
stage, primitive crawling locomotion emerges from using the alternative motion of hands by 
applying an asymmetry reflex to the hands' contact with the ground. In this stage, legs are 
not so skilled at generating propulsion force for locomotion. The intension of this stage is 
considered that of moving forward. In the third stage, adjustment of the tones of the legs' 
actuator is completed and the infant begins a perfect crawling locomotion that is fast with 
high energy-efficiency. The intension of this stage is considered as to move forward faster 
with less fatigue of actuators. The last stage is bipedal. The intension of this stage is 
considered as to raise the position of the eye higher. 
In this chapter, these intensions are formulated as objective functions that are heuristically 
and dynamically controlled according to a particular developmental stage of the infant 
robot. The feedback gains of the actuators that govern tones (stiffness) of the joints and 
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interaction strength among the oscillators are selected as tuning parameters for learning or 
optimization.

Figure l. Growth cycle in acquisition of motions 

3. Model 

Fig. 2 is a schematic model of the infant robot. This robot has 28 DOF (Degrees of Freedom). 
The robot has a head, a torso, two arms, and two legs. Each arm consists of two links that 
are connected to each other through three degrees of freedom, (DOF) rotational joints at the 
shoulders and a one DOF rotational joint at the elbows. Each leg consists of three links that 
are connected to each other through rotational joints with three degrees of freedom (DOF) at 
the hip and ankle, and a one DOF rotational joint at the knee. The torso is composed of two 
parts, upper body and lower body. The upper body and the lower body are connected 
through a three DOF rotational joint. The arms and legs are connected to the torso with 
three DOF rotational joints. The head is connected to the torso with a three DOF rotational 
joint. Each subsystem is enumerated as 0: Upper body, l:Head, 2:Lower body, 3:Left hand, 

4:Right hand, 5:Left leg and 6:Right leg. We define  and  (k = 1, 2, 3) as the 

components of position vector and Euler angle from inertial space to the coordinate system 
that is fixed on the upper body, respectively. The joint angle of the lower body to upper 

body is defined as . We also defhe each joint angle of each corresponding joint, 

(i:subsystem no., j: joint no.). 
The state variable is defhed as follows; 

(1)

Equations of motion for state variable q are derived using Lagrangian formulation as 
follows; 

(2)
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where M is the generalized mass matrix and the term expresses the inertia. The 

nonlinear term which includes Coriolis forces and centrifugal forces is , and G is the 

gravity term. The component of T vector  and are the input torque of the actuator 

at joint j of leg i and at the joint of torso. A is the reaction force from the ground at the point 
where the tip of the leg makes contact. We assume that friction exists between the ends of 
the legs and the ground. In this study, the candidates of the contact point of the robot body 
are guessed to be elbows, shoulders, knees, and four points at the rectangular corners of the 
feet.
The model of friction between the contact points of the ends of hands or legs and the ground 
is given as follows; 

(3)

where , j = 1, 2 are horizontal friction force and  is vertical reaction force at contact 

point i, respectively. KE,floor, KV,floor, KV,friction  and  are elastic coefficient and viscous 

coefficient of the visco-elastic model of the contact motion, the coefficient of viscous 
coefficient of friction of the floor, and the coefficient of stiction, respectively. The position of 

the end of hand or knee at contact point i is expressed as vector  in the inertial space with 

the component of  j = 1, 2, 3. 

Figure 2. Schematic model of infant robot 
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4. Control System 

The architecture of the proposed control system is diagrammed in Fig. 3. The proposed 
control system has upward signal-flow and downward signal-flow. An oscillator for 
determining the rhythm and phase difference of periodic motions during locomotion is 
assigned for each leg, each hand, the torso, head, and a pace maker. The state of the 
oscillator for each part is expressed as follows; 

 (4) 

 (5) 

 (6) 

 (7) 

where  are the phase of oscillator i, torso and that of the pacemaker 

oscillator. 

Figure 3. Control system 

The pattern generator has the nonlinear oscillator network illustrated in Fig. 4, and it 
encodes the nominal trajectory of each joint angle of the hand and leg in terms of the phase 
of the oscillator that is given to the actuator inputs as a command signal. The tones 
controller tunes and varies the joint stiffness to correspond to the motion. 
On the other hand, feedback signals of the contact sensors or attitude sensors are given to 
the reflex controller, and a pattern generator that is a learning or optimization process for 
the system. First, the contact sensor signal is input to the reflex controller as feedback signal. 
The reflex controller makes an immediate reflex to the contact signal or attitude signals to 
stabilize the posture of the torso. Then, the signal is also input to the pattern generator to 
reset the oscillator phase from the swinging stage to the supporting stage at the moment of 
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contact, and vice versa. This dynamic interaction loop between pattern generator, 
environment, and actuator motion creates mutual entrainment and obtains a stable limit 
cycle for locomotion. Furthermore, the proposed system has a learning or optimization 
mechanism of using the feedback signal of the sensors. This system-tuning mechanism 
optimizes the parameters of the phase difference of the oscillators, actuator stiffness, and the 
amplitude of the synchronizing torso twisting motion. 

Figure 4. Oscillator network on pattern generator 

The oscillator network in the pattern generator is formulated as follows; 

 (8) 

 (9) 

where are the phase differences of oscillator i and torso to the pacemaker. 

The trajectories of the hands and legs  (j: joint no.) are given as function of the oscillator 

phase as follows; 

(10)

The motion of the torso is a periodic one as follows; 

 (11) 

The desired angle of each joint is calculated as a function of oscillator phase as follows; 

 (12) 

 (13) 

The actuator inputs are designed as follows; 

 (14) 
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 (15) 

where  are feedback gains and these parameters are controlled 

as the tones of the actuators and are tuned in the learning process or optimization in the 
developmental process. 

4.1 Optimization 

The parameters in the control system are tuned to generate motion patterns such as 
crawling locomotion. Optimization parameters are as follows; 

 (17) 

The objective function U is given as follows; 

 (18) 

 (19) 

where w is weight parameter,  and  are intension parameters which makes orientation of 
the development. These parameters are heuristically controlled as time sequence as follows; 

 (20) 

 (21) 

 (22) 

 (23) 

In this study, for simplicity of the problem, simulated annealing (SA) method is adopted for 
the optimization method. 

5. Numerical Simulation 

We implemented numerical simulations to verify the effectiveness of the proposed control 
system.  Table 1 lists the physical parameters of the robot that are used in numerical 
simulations. 

The nominal time period of the swinging stage was chosen as 0.25 [sec]. First, we 
investigated the tuning properties of the feedback gains. Figures 5 and 6 are optimization 

profiles ( i.e., training profiles) of feedback gains , respectively. The feedback 

gains were well tuned and converged to appropriate values, and these gains made the joints 
of the body, hands, and legs adequately stiff to control the motions effectively. 
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Segment length [m] Segment mass [kg]

Head 0.16 Head 1.0

Torso 0.35 Torso 6.2

Upper arm 0.12 Upper arm 0.19

Lower arm 0.14 Lower arm 0.20

Thigh 0.11 Thigh 0.41

Shank 0.12 Shank 0.21

Foot 0.06 Foot 0.12

Table 1. Physical parameters 

Figure 5. Tuned feedback gains (KP)

Figure 6. Tuned feedback gains (KD)
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Fig. 7 shows the training properties of the phase differences of the oscillator network in the 
pattern generator. We found that the converged values indicated the locomotion pattern 
was a diagonal sequence, i.e., left hand and right leg were in phase, right hand and left leg 
were also in phase, while left and right hands or legs were anti-phase. This phase difference 
made an effective crawling locomotion and the locomotion was smooth. 

Figure 7. Phase differences of oscillators 

Figures 8 and 9 are roll motion of the torso (i.e. roll angle and roll angular velocity in the 
phase plane). Note that the range of the fgures are not same. The result shows that the well 
trained system obtained stable and steady locomotion and form a limit cycle. However, in 
the other case (not trained), there is no limit cycle nor attractor. 
Fig. 10 displays the simulation result of the crawling locomotion of the infant robot when it 
was well trained on its developmental parameters. In this case, the robot used a twisting 
motion of its torso and achieved a stable and low-energy-cost crawling locomotion. This 
result implies that the feedback signal of the contact sensor created mutual entrainment of 
the oscillators, body, and environment, and it achieved a stable limit cycle. Moreover, the 
appropriate phase difference for the hands, torso, and legs was obtained through the 
developmental training, i.e., the learning or optimization of control parameters. On the other 
hand, Fig. 11 shows snapshots of the crawling motion of the untrained robot. We found that 
in this case the robot lost its stable posture during locomotion. This result was due 
inappropriate phase differences of the oscillators, and too much actuator stiffness. 
Fig. 12 shows the vertical reaction force at the contact point between the leg and the ground. 
This is for the well-trained robot. We found that the robot had a constant walking cycle and 
a limited cycle of crawling locomotion. On the other hand, Fig. 13 shows the case of the 
untrained robot. In this case, the time period from one contact moment to the next contact 
moment, i.e., the walking cycle, was not constant, but fluctuated. This means the robot had 
no stable limit cycle in crawling locomotion. Indeed, the robot could not continue stable 
locomotion and finally fell down. 
From these fgures, one can see that the robot with the proposed control system could be 
well trained, could obtain appropriate actuator stiffness and locomotion conditions, and 
could autonomously achieve stable crawling locomotion. 
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The effectiveness of the proposed control system was verified by these results. 

Figure 8. Roll angle and angular velocity (well trained) 

Figure 9. Roll angle and angular velocity (not trained) 

Furthermore, we may note that the order of intension parameter dominance, that is, the 
dynamics of the constraint conditions for learning or optimization, is very important for 
motion acquisition. Indeed, when the order of intension parameter dominance for tuning 
the controller was changed from that of Eqs. (20) —(23), we could not obtain the crawling 
locomotion or appropriate joint stiffness, at least within a practical simulation time. 
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Figure 10. Snapshot taken during locomotion (well trained) 

Figure ll. Snapshot taken during locomotion (untrained) 
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Figure 12. Reaction force on the leg (well trained) 

Figure 13. Reaction force on the leg (not trained) 

6. Conclusion 

This chapter presented a simulation method for simulating, and thereby clarifying, the 
development process of human locomotion that uses a model of an infant robot.   The infant 
robot has many degrees of freedom. By making constraints and coordination for many DOF 
of using "intensions" such as "want to stay sitting," or "want to move more forward," etc., 
various motion patterns emerge according to a specific intension.   In this study, this type of 
intension is given as the objective function and development of motion pattern, and is 
simulated as an optimization or learning problem. Dynamically changing the intension 
according to the development process changed the motion pattern of the infant robot, and it 
developed from sitting to crawling, toward locomotion. We investigated the process of this 
type of development in the infant robot with numerical simulations. 
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1. Introduction 

The function of visual attention is to identify interesting areas in the visual scene so that 
limited computational resources of a human or an artificial machine can be dedicated to the 
processing of regions with potentially interesting objects. Already early computational 
models of visual attention (Koch and Ullmann, 1985) suggested that attention consists of 
two functionally independent stages: 

• in the preattentive stage features are processed rapidly and in parallel over the entire 
visual field until the focus of attention has been identified, which triggers the eye 
movement towards the target area; 

• in the second phase, the computational resources are dedicated towards the processing 
of information in the identified area while ignoring the irrelevant or distracting 
percepts.

Visual attention selectivity can be either overt to drive and guide eye movements or covert, 
internally shifting the focus of attention from one image region to another without eye 
movements (Sun and Fisher, 2003). Here we are interested in visual attention that involves 
eye movements and how to implement it on a humanoid robot. Overt shifts of attention 
from one selected area to another were demonstrated for example in face recognition 
experiments  (Yarbus, 1967). Although the subjects perceived faces as a whole in these 
experiments, their eye movements showed that their attention was shifted from one point to 
another while processing a face. The analysis of fixation points revealed that the subjects 
performed saccadic eye movements, which are very fast ballistic movements, to acquire data 
from the most informative areas of the image. Since high velocities disrupt vision and also 
because the signal that the target had been reached would arrive long after the movement 
had overshot, saccadic eye movements are not visually guided. The input to the motor 
system is the desired eye position, which is continuously compared to an efference copy of 
the internal representation of the eye position. 
Many computational models of preattentive processing have been influenced by the feature 
integration theory (Treisman and Gelade, 1980), which resulted in several technical 
implementations, e. g. (Itti et al., 1998), including some implementations on humanoid 
robots (Driscoll et al., 1998; Breazeal and Scasselatti, 1999; Stasse et al., 2000; Vijayakumar et 
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al., 2001). With the exception of (Driscoll et al., 1998), these implementations are mainly 
concerned with bottom-up, data-driven processing directed towards the generation of 
saliency maps. However, many theories of visual search, e. g. guided search, suggests that 
there are several ways for preattentive processing to guide the deployment of attention 
(Wolfe, 2003). Besides the bottom-up pointers towards salient regions, there is also a top-
down guidance based on the needs of the searcher. 

Figure 1. Humanoid head used in the experiments. It has a foveated vision system and 7 
degrees of freedom (two DOFs in each eye and three DOFs in the neck) 

Although bottom-up attention has been studied extensively in the past and is relatively well 
understood, it is still not easy to implement it in real-time on a technical system if many 
different feature maps are to be computed as suggested by the feature integration theory. 
One possible solution is to apply distributed processing to realize the extraction and 
analysis of feature maps in real-time. We have therefore developed a suitable computer 
architecture to support parallel, real-time implementation of visual attention on a humanoid 
robot. The guiding principle for the design of our distributed processing architecture was 
the existence of separate visual areas in the brain, each specialized for the processing of a 
particular aspect of a visual scene (Sekuler and Blake, 2002). It is evident from various visual 
disabilities that the ability of the brain to reassign the processing of visual information to 
new brain areas is rather limited and that it also takes time. Instead, visual information is 
transferred along a number of pathways, e. g. magnocellular pathway, parvocellular-blob 
pathway, and parvocellular-interblob pathway (Rolls and Deco, 2003), and visual processes 
are executed in well defined areas of the brain. Visual perception results from 
interconnections between these partly separate and functionally specialized systems. Thus 
our goal was to design a system that will allow us to transfer information from the source to 
a number of computers executing specialized vision processes, either sequentially or in 
parallel, and to provide means to integrate information from various streams coming at 
different frame rates and with different latencies. The transfer of information in the system 
can be both feed-forward (bottom-up processing) and feed-backward (top-down effects). 
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Figure 2. Bottom-up visual attention architecture based on feature integration theory. 
Compared to the architecture proposed by (Itti et al., 1998), there are two additional streams: 
motion and disparity. They are both associated with the magnocellular processing pathway 
in the brain, whereas color, intensity, and orientation are transferred along the parvocellular 
pathway. Red circles indicate the distribution of visual processes across the computer 
cluster. Each circle encloses the processes executed by one computer. Our system also 
includes the control of eye movements 

Besides the distributed implementation to realize real-time behavior of the system for the 
control of a humanoid robot, we also studied the incorporation of top-down information 
into the bottom-up attention system. Top-down signals can bias the search process towards 
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objects with particular properties, thus enabling the system to find such objects more 
quickly.  

2. Bottom-up preattentive processing 

Figure 2 shows our distributed implementation of bottom-up visual attention, which is a 
modified proposal of (Itti et al., 1998). From the robot’s camera, images are distributed 
across a number of computers and a set of filters is applied to the original stream at each 
node in the first line of processors. Each of them corresponds to one type of retinal feature 
maps, which are calculated at different scales. Within each feature processor, maps at 
different scales are combined to generate a global conspicuity map that emphasizes 
locations that stand out from their surroundings. The conspicuity maps are combined into a 
global saliency map, which encodes the saliency of image locations over the entire feature 
set. The time-integrated global saliency map is supplied as an input to a winner-take-all 
neural network, which is used to compute the most salient area in the image stream.  

2.1 Generation of saliency maps 

We have implemented the following feature processors on our system: color, intensity, 
orientation, motion, and disparity (see also Figure 2). Especially the generation of disparity, 
motion, and orientation feature maps are time consuming processes and it would be 
impossible to implement and visualize all of them on one computer and in real-time. The 
most computationally expensive among them is the generation of orientation feature maps, 
which are calculated by Gabor filters. They are given by 

Φ x( )=
kμ,ν

2

σ2
exp −

kμ,ν

2

x
2

2σ2
exp ikμ ,ν

T
x( )− exp − σ2

2
, (1) 

where kμ.ν = kν[cos(φμ), sin(φμ)]T. Gabor kernels were suggested to model the receptive fields 

of simple cells in primary visual cortex. In (Itti et al., 1998) a single scale kν and four 

orientations φμ = 0, 45, 90, 135, were used. It has been shown, however, that there exist 
simple cells sensitive not only to specific positions and orientations, but also to specific 
scales. We therefore applied Gabor kernels not only at four different orientations but also at 
four different scales. For the calculation of motion, we used a variant of Lucas-Kanade 
algorithm. A correlation-based technique was used to generate disparity maps at the 
available frame rate (30 Hz). 
At full resolution (320 x 240), the above feature processors generate 2 feature maps for color 
(based on double color opponents theory (Sekuler and Blake, 2002)), 1 for intensity, 16 for 
orientation, 1 for motion and 1 for disparity. Center-surround differences were suggested as 
a computational tool to detect local spatial discontinuities in feature maps that stand out 
from their surround. Center-surround differences can be computed by first creating 
Gaussian pyramids out of the initial feature maps. From the uppermost scale If(0), where f is 
the corresponding feature, maps at lower scales are calculated by filtering of the map at the 
previous scale with a Gaussian filter. The resolution of a map at lower scale is half the 
resolution of the map at the scale above it. Center-surround differences are calculated by 
subtracting pyramids at coarser scale from the pyramids at finer scale. For this calculation 
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the pyramid maps at coarser scales are up-sampled to finer scales. We calculated the center-

surround differences between the pyramids If(c), c = 2, 3, 4, and If(s), s = c + Δ, Δ = 2, 3. This 
results in 6 maps per feature. 
The combination of center-surround differences into conspicuity maps for color Jc(t),
intensity Jb(t), orientation Jo(t), motion Jm(t), and disparities Jd(t) at time t involves 
normalization to a fixed range and searching for global and local maxima to promote feature 
maps with strong global maxima. For each modality, center-surround differences are 
combined into conspicuity maps at the coarsest scale. This process is equivalent to what has 
been implemented by (Itti et al., 1998) and we omit the details here. The conspicuity maps 
are finally combined into a global saliency map S(t)

S(t) = w
c
J

c
(t) + w

b
J

b
(t) + w

o
J

o
(t) + w

m
J

m
(t) + w

d
J

d
(t) . (2) 

The weights wc, wb, wo, wm, and wd can be set based on top-down information about the 
importance of each modality. In the absence of top-down information, they can be set to a 
fixed value, e. g. 0.2, if all five features are to have the same influence. Finally, to deal with a 
continuous stream of images, the saliency maps need to be time-integrated 

S
int

t( )= γ δ
S

int
t − δ( )+ Gσ *S t( ),  0 < γ  < 1,  (3) 

where δ  1 is the difference in the frame index from the previous saliency map and Gσ * S(t)
is the convolution of the current saliency map with the Gaussian filter with standard 

deviation σ.

2.2 Winner-take-all network 

The aim of the preattentive processing is to compute the currently most salient area in the 
image so that the robot’s eye can saccade towards this area and place it into the center of the 
fovea, thus enabling the robot to dedicate its computational resources to the processing of 
the foveal image area in the next processing step. Winner-take-all network has been 
suggested as means to calculate the focus of attention from the saliency map  (Koch and 
Ullmann, 1987). We use the leaky integrate-and-fire model to build a two layer 2-D neural 
network of first order integrators to integrate the contents of the saliency map and choose a 
focus of attention over time. It is based on the integration of the following system of 
differential equations: 
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where ui(x, t) is the membrane potential of the neuron of the i-th layer located at x at time t,
τi is the time constant of the i-th layer,  wi is the weighting function of the lateral connections 
of the i-th layer between locations x and y and wco(x,y) is the weighting function of 
connections between the first and the second layer. Functions wi(x,y) are given by: 
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Function wco(x,y) models the coupling effects between the neurons of the network including 
long-range inhibition and short-range excitation to produce the winning neuron. It is 
defined as: 
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We used Euler's method to integrate Equations (4). The integration frequency was set to 100 
Hz and is higher than the timing of the vision signal (30 Hz). Hence before updating the 
integrated saliency map Sint, Equations (4) are integrated a few times as temporal 
smoothing. When the potential of one of the neurons of the second layer u2(x, t) reaches the 
adaptive firing threshold, the robot eyes move so that the most salient area is placed over 
the fovea. Vision processing is suppressed during the saccade. Since postattentive 
processing has not been integrated into the system yet, the robot just waits for 500 ms before 
moving its eyes back to the original position. At this point the neurons of the second layer 
are reset to their ground membrane voltage as global lateral inhibition and a local inhibitory 
signal is smoothly propagated from the first to the second layer at the attended location as 
inhibition of return. The strength of the inhibitory effect is gradually reduced as the time 
passes to allow for further exploration of the previously attended regions. 

Figure 3. The FeatureGate top-down biasing system added to the simplified architecture 
from Figure 2. The top-down feature vectors are fed to the FeatureGate system, which finds 
the inhibitory signals for the conspicuity maps (created in parallel by the bottom-up 
system). To the right, the resulting saliency map (upper right) and color opponency 
conspicuity map with inhibition from the FeatureGate subsystem 

3. Top-down guidance 

As already mentioned in Section 2, feature-wide top-down effects can be introduced into the 
system by selecting different weights when combining the conspicuity maps into a single 
saliency map by means of Eq. (2). A recent model by (Navalpakkam and Itti, 2006) computes 
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optimal weights based on the observer’s prior beliefs about the scene (target and distractors) 
to arrive at the linear combination of feature maps that best separates the sought for feature 
from its expected background. Boosting certain types of features over the others is, however, 
still a broad mechanism, best suited for biasing higher-level search towards certain kind of 
data, and not well suited for pinpointing specific features. 
Another approach is to introduce context-dependent spatial restrictions on the search, with 
inhibition on areas not likely to have features the system searches for. (Balkenius et al., 2004) 
present an adaptive contextual system where the conspicuity map content at the current 
fixation serves as the contextual cue as to where, in absolute or relative terms, the desired 
feature is likely or unlikely to be. The saliency map is boosted or inhibited accordingly. This 
kind of mechanism is more specific, in that it can explicitly focus on, or disregard, areas 
independently of its bottom-up saliency.  
If the goal is to introduce top-down influences looking for specific features, we need a 
different kind of mechanism. More precisely, we want to be able to give a particular feature 
vector and bias the saliency towards points that in some way or another match that feature 
vector. One way to accomplish this has been proposed in FeatureGate model of human 
visual attention (Cave, 1999). This model introduces top-down effects by lateral inhibition of 
activation in feature maps. At every given point, the inhibition is a function of this point’s 
nearness to the expected feature vector as compared to the nearness of neighboring points to 

the same feature vector. The measure of nearness must be defined by a suitable metrics ρ. A 
point receives inhibition when a neighboring area is closer to the target top-down feature tf
than the current location x. The model conversely boosts points proportionally to their 
distinctiveness at each level (defined as the sum of absolute differences to the neighboring 
points). Top-down inhibition and local distinctiveness are weighted and combined. The 
results are gated up from fine to coarse scales, effectively increasing the spatial extent of the 
inhibition within each level, finally resulting in a pyramid of inhibitory values for different 
spatial scales. 
Let Nc(x) be the neighborhood of location x at level c in the pyramid and let Sc(x) be all pixels 
in the neighborhood that are closer to the target than x:

Sc x( )= y ∈Nc x( );ρ Itf y;c( )( )< ρ Itf x;c( )( ){ }, (7) 

Let Itf(0) be the map generated by processing the image with the top-down target feature 

processor at full resolution. The top-down inhibition Itf
d is calculated as the value 

proportional to the difference in the distance from the target feature  

Itf
d x;c( )= ρ Itf y;c( )( )− ρ Itf x;c( )( )

y∈Sc x( )
,  (8) 

For each j, j = c, m, i, o, d, we (optionally) also calculate the distinctiveness I j
d

I j
d x;c( )= I j y;c( )− I j x;c( )

y∈Sc x( )
. (9) 

We obtain the signal for inhibition by weighting these two measures 
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I j
inh x;c( )= αI j

d x;c( )− βItf
d x;c( ). (10) 

The next, coarser pyramid level is constructed by comparing each point in a small 
neighborhood Nc-1(x’) (2x2 points by default) at the previous level and propagating only the 
least inhibited point to the point x at the next level: 

Itf x;c( )= Itf y;c − 1( ), I j x;c( )= I j y;c − 1( ), y = arg max
y∈Nc−1 x '( )

I j
inh y;c − 1( ){ }. (11) 

The process is repeated until we get - at the top-level of the pyramid - a single element 
representing the globally most salient point with respect to the bottom-up map and, 
optionally, the distinctiveness. The level below contains the most salient point in each of the 
four quadrants of the image and so forth. The actual values do not encode how good the 

matches are as they are relative to other points in the image. With α = 0 we get a pure top-
down system well adapted for use together with a separate bottom-up system. However, 
the proposed computational mechanism for the integration of both systems described below 
is robust enough so that the precise settings are not very important for the overall 

functionality. It is also possible to set α and β in such a way that the system behaves 
similarly to the one described by (Cave, 1999) and these were the parameters used in our 
experiments.
To integrate the result of the above algorithm into the saliency map that can be supplied to 
the winner-take-all network, we generate a second conspicuity map based on the position 
(at the appropriate pyramid level) of the most salient top-down point xj with respect to the 
feature map j and the given top-down feature vector. The following formula is used to 
generate this second map 

M j x;t( )=
1,  x = x j

M j x;t −1( )*0.9,  x ≠ x j

.  (12) 

Top-
down

influence 

Total
fixations

Target
fixations

Target
fixations

percentage

0% 62 23 37% 

10% 65 31 48% 

20% 53 30 57% 

30% 33 19 58% 

40% 20 14 70% 

50% 19 16 84% 

75% 14 13 93% 

100% 6 6 100% 

Table 1. Fixation data 
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Figure 4. Target fixations as a function of top-down influence. A 30 second image sequence 
was run through the system with different influence settings. The attended object is fairly 
salient by itself with 37% of fixations when using the bottom-up saliency system only. The 

top-down system is able to rapidly boost this ratio, with almost 85% of all fixations when λ
is at 0.5 

Finally, a new conspicuity map is computed by adding the weighted top-down and bottom-

up conspicuity maps Jj’(t) = λMj(t) + (1-λ)Jj(t). Thus the relative importance of bottom-up 

and top-down saliency processing is determined by the parameter λ. In Figure 3, λ = 0.5 was 
used and Mj were initially set to zero, i. e. Mj(0) = 0. 
We ran a series of tests to check the effects of top-down biasing. A short image sequence of 
about 30 seconds depicting an object (teddy bear) being moved around was used as input to 
the system. In these experiments the system used color opponency and intensity as low-
level features and did not generate saccades. The shifts in current region of interest were 
recorded; note that the saccades that would be performed are selected from a subset of these 
covert attentional shifts. The top-down system was primed with a vector roughly matching 
the brightness and color space position of the target object. Given proper weighting factors, 
the locations selected by FeatureGate are close to the intended target with high probability. 
On the other hand, by keeping the bottom-up cue in the system we ensure that very salient 
areas will be attended even if they don’t match the feature vector. 

Tests were run with all settings equal except for the parameter λ specifying the influence of 
the top-down system relative to the bottom-up saliency. The data generated is presented in 
Table 1. We tested the system from 0% influence (only the bottom-up system active) to 100% 
(only the top-down system used). Fewer saccades are generated overall if there exists a 
dominant target in the image matching the feature vector and the influence of the top-down 
cue is high. Since in such cases the behavior of the system changes little as we increase the 
top-down influences, we tested the system only at two high top-down settings (75% and 
100%). Figure 4 demonstrates that the system works much as expected. The target object is 
fairly salient but it is fixated on less than 40% of the time if only bottom-up saliency is used. 
With top-down biasing the proportion of fixations spent on the target increases rapidly and 
with equal influence the target is already fixated 84% of the time. At high levels of top-down 
influence the target becomes almost totally dominant and the object is fixated 100% of the 

time when λ = 1. The rapid dominance of the target as we increase the top-down influence is 
natural as it is a salient object already. Note that if the top-down selection mechanism has 
several areas to select from - as it will if there are several objects matching the top-down 
criteria or if the object has a significant spatial extent in the image - the effect of the top-
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down system will spread out and weaken somewhat. Also, with two or more similar objects 
the system will generate saccades that occasionally alternate between them as the inhibition 
of return makes the current object temporarily less salient overall. 
The above experiment was performed with a top-down system closely following the 
original FeatureGate model in design. Specifically, we still use the distinctiveness estimate at 
each level. Alternatively, we could apply only the top-down inhibitory mechanism and 

simply use the map Itf
d (x;c) of Eq. (8) - calculated at the same pyramid level c as the 

conspicuity maps Jj(t) - to generate the inhibitory signal. In many practical cases, the 
behavior of such a system would be very similar to the approach described above, therefore 
we do not present separate experiments here. 

65911  65910  65907  65911  65912  61250  61249  61250  61250  61250    70656  70656  70656  70656  70656 

65912  65910  65910  65911  65913  61251  61251  61250  61251  61251  70675  70675  70675  70675  70675 

65912  65912  65910  65912  65914  61252  61251  61250  61251  61252  70678  70678  70678  70678  70678 

65913  65912  65910  65913  65915  61253  61253  61250  61253  61253  70695  70695  70695  70695  70695 

65914  65912  65910  65913  65916  61253  61253  61254  61254  61254  70711  70711  70711  70711  70711 

65915  65914  65913  65915  65917  61255  61253  61254  61254  61255  70715  70715  70715  70715  70715 

65917  65914  65913  65916  65918  61256  61256  61254  61256  61256  70724  70724  70724  70724  70724 
65918  65916  65913  65916  65919  61257  61256  61257  61257  61257  70757  70757  70757  70757  70757 
65918  65916  65916  65918  65920  61258  61258  61257  61257  61258  70758  70758  70758  70758  70758 

65919  65918  65916  65919  65921  61259  61258  61257  61259  61259  70777  70777  70777  70777  70777 

65920  65918  65916  65921  65922  61260  61260  61260  61260  61260  70790  70790  70790  70790  70790 

65921  65921  65919  65922  65923  61260  61260  61260  61261  61261  70799  70799  70799  70799  70799 

65923  65921  65919  65922  65924  61262  61262  61260  61261  61262  70802  70802  70802  70802  70802 

65924  65923  65919  65923  65925  61263  61262  61260  61263  61263  70815  70815  70815  70815  70815 

65925  65923  65922  65923  65926  61264  61264  61264  61264  61264  70837  70837  70837  70837  70837 

Table 2.. Frame indices of simultaneously processed images under different synchronization 
schemes. In each box, ordered from left to right clumn, the frame indices belong to the 
disparity, color, orientation, intensity, and motion conspicuity map. See text in Section 4.1 
for further explanations 

4. Synchronization of processing streams 

The distributed processing architecture presented in Figure 2 is essential to achieve real-time 
operation of the complete visual attention system. In our current implementation, all of the 
computers are connected to a single switch via a gigabit Ethernet. We use UDP protocol for 
data transfer. Data that needs to be transferred from the image capture PC includes the 
rectified color images captured by the left camera, which are broadcast from the frame 
grabber to all other computers on the network, and the disparity maps, which are sent 
directly to the PC that takes care of the disparity map processing. Full resolution (320 x 240 
to avoid interlacing effects) was used when transferring and processing these images. The 
five feature processors send the resulting conspicuity maps to the PC that deals with the 
calculation of the saliency maps, followed by the integration with the winner-take-all 
network. Finally, the position of the most salient area in the image stream is sent to the PC 
taking care of motor control. The current setup with all the computers connected to a single 
gigabit switch proved to be sufficient to transfer the data at full resolutions and frame rates. 
However, our implementation of the data transfer routines allows us to split the network 
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into a number of separate networks should the data load become too large. This is essential 
if the system is to scale to a more advanced vision processing such as shape analysis and 
object recognition. 
A heterogeneous cluster in which every computer solves a different problem necessarily 
results in visual streams progressing through the system at different frame rates and with 
different latencies. In the following we describe how to ensure smooth operation under such 
conditions. 

4.1 Synchronization 

The processor that needs to solve the most difficult synchronization task is the one that 
integrates the conspicuity maps into a single saliency map. It receives input from five 
different feature processors. The slowest among them is the orientation processor that could 
roughly take care of only every third frame. Conversely, the disparity processor works at 
full frame rate and with lower latency. While it is possible to further distribute the 
processing load of the orientation processor, we did not follow this approach because our 
computational resources are not unlimited. We were more interested in designing a general 
synchronization scheme that allows us to realize real-time processing under such 
conditions. 
The simplest approach to synchronization is to ignore the different frame rates and latencies 
and to process the data that was last received from each of the feature processors. Some of 
the resulting frame indices for conspicuity maps that are in this case combined into a single 
saliency map are shown in the leftmost box of Table 2. Looking at the boldfaced rows of this 
column, it becomes clear that under this synchronization scheme, the time difference (frame 
index) between simultaneously processed conspicuity maps is quite large, up to 6 frames (or 
200 milliseconds for visual streams at 30 Hz). It does not happen at all that conspicuity maps 
with the same frame index would be processed simultaneously. 
Ideally, we would always process only data captured at the same moment in time. This, 
however, proves to be impractical when integrating five conspicuity maps. To achieve full 
synchronization, we associated a buffer with each of the incoming data streams. The 
integrating process received the requested conspicuity maps only if data from all five 
streams was simultaneously available. The results are shown in the rightmost box of Table 2. 
Note that lots of data is lost when using this synchronization scheme (for example 23 frames 
between the two boldfaced rows) because images from all five processing streams are only 
rarely simultaneously available.  
We have therefore implemented a scheme that represents a compromise between the two 
approaches. Instead of full synchronization, we monitor the buffer and simultaneously 
process the data that is as close together in time as possible. This is accomplished by waiting 
that for each processing stream, there is data available with the time stamp before (or at) the 
requested time as well as data with the time stamp after the requested time. In this way we 
can optimally match the available data. The algorithm is given in Figure 5. For this 
synchronization scheme, the frame indices of simultaneously processed data are shown in 
the middle box of Table 2. It is evident that all of the available data is processed and that 
frames would be skipped only if the integrating process is slower than the incoming data 
streams. The time difference between the simultaneously processed data is cut to half 
(maximum 3 frames or 100 milliseconds for the boldfaced rows). However, the delayed 
synchronization scheme does not come for free; since we need to wait that at least two 
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frames from each of the data streams are available, the latency of the system is increased by 
the latency of the slowest stream. Nevertheless, the delayed synchronization scheme is the 
method of choice on our humanoid robot. 

Request for data with frame index n:

 get access to buffers and lock writing 

r = 0 

 for i = 1,…,m 

 find the smallest bi,j so that n <  bi,j

 if such bi,j does not exist 

 reply images with frame index n not yet available 

 unlock buffers and exit 

 if  bi,(j-1)%M ≤ n

ji =  bi,(j-1)%M

 else 

r = max(r, bi,j)

 if r > 0

 reply r is the smallest currently available frame index

 unlock buffers and exit 

 return { P
1, j

1

,…, Pm, jm
}

 unlock buffers and exit 

Figure 5. Pseudo-code for the delayed synchronization  algorithm. m denotes the number of 
incoming data streams, or - in other words - the number of preceding nodes in the network 
of visual processes. To enable synchronization of data streams coming with variable 
latencies and frame rates, each data packet (image, disparity map, conspicuity map, joint 
angle configuration, etc.) is written in the buffer associated with the data stream, which has 
space for M latest packets.   bi,j  denotes the frame index of the j-th data packet in the buffer 
of the i-th processing stream. Pi,j are the data packets in the buffers and m is the number of 
data streams coming from previous processes 

We note here that one should be careful when selecting the proper synchronization scheme. 
For example, nothing less than full synchronization is acceptable if the task is to generate 
disparity maps from a stereo image pair with the goal of processing scenes that change in 
time. On the other hand, buffering is not desirable when the processor receives only one 
stream as input; it would have no effect if the processor is fast enough to process the data at 
full frame rate, but it would introduce an unnecessary latency in the system if the processor 
is too slow to interpret the data at full frame rate. The proper synchronization scheme 
should thus be carefully selected by the designer of the system. 
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5. Robot eye movements 

Directing the spotlight of attention towards interesting areas involves saccadic eye 
movements. The purpose of saccades is to move the eyes as quickly as possible so that the 
spotlight of attention will be centered on the fovea. As such they constitute a way to select 
task-relevant information. It is sufficient to use the eye degrees of freedom for this purpose. 
Our system is calibrated and we can easily calculate the pan and tilt angle for each eye that 
are necessary to direct the gaze towards the desired location. Human saccadic eye 
movements are very fast. The current version of our eye control system therefore simply 
moves the robot eyes towards the desired configuration as fast as possible. 
Note that saccades can be made not only towards visual targets, but also towards auditory 
or tactile stimuli. We currently work on the introduction of auditory signals into the 
proposed visual attention system. While it is clear that auditory signals can be used to 
localize some events in the scene, the degree of cross-modal interactions between auditory 
and visual stimuli remains an important research issue. 

6. Conclusions 

The goals of our work were twofold. On the one hand, we studied how to introduce top-
down effects into a bottom-up visual attention system. We have extended the classic system 
proposed by (Itti et al., 1998) with top-down inhibitory signals to drive attention towards the 
areas with the expected features while still considering other salient areas in the scene in a 
bottom-up manner. Our experimental results show that the system can select areas of 
interest using various features and that the selected areas are quite plausible and most of the 
time contain potential objects of interest. On the other hand, we studied distributed 
computer architectures, which are necessary to achieve real-time operation of complex 
processes such as visual attention. Although some of the previous works mention that 
parallel implementations would be useful and indeed parallel processing was used in at 
least one of them (Breazeal and Scasselatti, 1999), this is the first study that focuses on issues 
arising from such a distributed implementation. We developed a computer architecture that 
allows for proper distribution of visual processes involved in visual attention. We studied 
various synchronization schemes that enable the integration of different processes in order 
to compute the final result. The designed architecture can easily scale to accommodate more 
complex visual processes and we view it as a step towards a more brain-like processing of 
visual information on humanoid robots. 
Our future work will center on the use of visual attention to guide higher-level cognitive 
tasks. While the possibilities here are practically limitless, we intend to study especially how 
to guide the focus of attention when learning about various object affordances, such as for 
example the relationships between the objects and actions that can be applied to objects in 
different situations. 
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1. Introduction 

Vision based control for robots has been an active area of research for more than 30 years 
and significant progresses in the theory and application have been reported (Hutchinson et 
al., 1996; Kragic & Christensen, 2002; Chaumette & Hutchinson, 2006). Vision is a very 
important non-contact measurement method for robots. Especially in the field of humanoid 
robots, where the robot works in an unstructured and complex environment designed for 
human, visual control can make the robot more robust and flexible to unknown changes in 
the environment (Hauck et al., 1999).  
Humanoid robot equipped with vision system is a typical hand-eye coordination system. 
With cameras mounted on the head, the humanoid robot can manipulate objects with his 
hands. Generally, the most common task for the humanoid robot is the approach-to-grasp 
task (Horaud et al., 1998). There are many aspects concerned with the visual guidance of a 
humanoid robot, such as vision system configuration and calibration, visual measurement, 
and visual control. 
One of the important issues in applying vision system is the calibration of the system, 
including camera calibration and head-eye calibration. Calibration has received wide 
attentions in the communities of photogrammetry, computer vision, and robotics (Clarke & 
Fryer, 1998). Many researchers have contributed elegant solutions to this classical problem, 
such as Faugeras and Toscani, Tsai, Heikkila and Silven, Zhang, Ma, Xu. (Faugeras & 
Toscani, 1986; Tsai, 1987; Heikkila & Silven, 1997; Zhang, 2000; Ma, 1996; Xu et al., 2006a). 
Extensive efforts have been made to achieve the automatic or self calibration of the whole 
vision system with high accuracy (Tsai & Lenz, 1989). Usually, in order to gain a wide field 
of view, the humanoid robot employs cameras with lens of short focal length, which have a 
relatively large distortion. This requires a more complex nonlinear model to represent the 
distortion and makes the accurate calibration more difficult (Ma et al., 2003). 
Another difficulty in applying vision system is the estimation of the position and orientation 
of an object relative to the camera, known as visual measurement. Traditionally, the position 
of a point can be determined with its projections on two or more cameras based on epipolar 
geometry (Harley & Zisserman, 2004). Han et al. measured the pose of a door knob relative 
to the end-effector of the manipulator with a specially designed mark attached on the knob 
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(Han et al., 2002). Lack of constraints, errors in calibration and noises on feature extraction 
restrict the accuracy of the measurement. When the structure or the model of the object is 
prior known, it can be taken to estimate the pose of the object by means of matching. Kragic 
et al. taken this technique to determine the pose of the workpiece based on its CAD model 
(Kragic et al., 2001). High accuracy can be obtained with this method for the object of 
complex shape. But the computational consumption needed for matching prevents its 
application from real-time measurement. Therefore, accuracy, robustness and performance 
are still the challenges for visual measurement.  
Finally visual control method also plays an important role in the visual guided approach-to-
grasp movement of the humanoid robot. Visual control system can be classified into eye-to-
hand (ETH) system and eye-in-hand (EIH) system based on the employed camera-robot 
configuration (Hutchinson et al., 1996). An eye-to-hand system can have a wider field of 
view since the camera is fixed in the workspace. Hager et al. presented an ETH stereo vision 
system to position two floppy disks with the accuracy of 2.5mm (Hager et al., 1995). Hauck 
et al. proposed a system for grasping (Hauck et al., 2000). On the other hand, an eye-in-hand 
system can possess a higher precision as the camera is mounted on the end-effector of the 
manipulator and can observe the object more closely. Hashimoto et al. (Hashimoto et al., 
1991) gave an EIH system for tracking. According to the ways of using visual information, 
visual control can also be divided into position-based visual servoing (PBVS), image-based 
visual servoing (IBVS) and hybrid visual servoing (Hutchinson et al., 1996; Malis et al., 1999; 
Corke & Hutchinson, 2001). Dodds et al. pointed out that a key to solving robotic hand-eye 
tasks efficiently and robustly is to identify how precise the control is needed at a particular 
time during task execution (Dodds et al., 1999). With the hierarchical architecture he 
proposed, a hand-eye task was decomposed into a sequence of primitive sub tasks. Each sub 
task had a specific requirement. Various visual control techniques were integrated to 
achieve the whole task. A similar idea was demonstrated by Kragic and Christensen (Kragic 
& Christensen, 2003). Flandin et al. combined ETH and EIH together to exploit the 
advantage of both configurations (Flandin et al., 2000). Hauck et al. integrated look-and-
move with position-based visual servoing to achieve 3 degrees of freedom (DOFs) reaching 
task (Hauck et al., 1999).  
In this chapter, issues above are discussed in detail. Firstly, a motion based method is 
provided to calibrate the head-eye geometry. Secondly, a visual measurement method with 
shape constraint is presented to determine the pose of a rectangle object. Thirdly, a visual 
guidance strategy is developed for the approach-to-grasp movement of humanoid robots. 
The rest of the chapter is organized as follows. The camera-robot configuration and the 
assignment of the coordinate frames for the robot are introduced in section 2. The calibration 
of vision system is investigated in section 3. In this section, the model for cameras with 
distortion is presented, and the position and orientation of the stereo rig relative to the head 
can be determined with three motions of the robot head. In section 4, the shape of a 
rectangle is taken as the constraint to estimate the pose of the object with high accuracy. In 
section 5, the approach-to-grasp movement of the humanoid robot is divided into five 
stages, namely searching, approaching, coarse alignment, precise alignment and grasping. 
Different visual control methods, such as ETH/EIH, PBVS/IBVS, look-then-move/visual 
servoing, are integrated to accomplish the grasping task. An experiment of valve operation 
by a humanoid robot is also presented in this section. The chapter is concluded in section 6. 
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2. Camera-robot configuration and robot frame 

A humanoid robot1 has the typical configuration of vision system as shown in Fig. 1 (Xu et 
al., 2006b). Two cameras are mounted on the head of the robot, which serve as eyes. The 
arms of the robot serve as manipulators with grippers attached at the wrist as the hands. An 
eye-to-hand system is formed with these two cameras and the arms of the robot. If another 
camera is mounted on the wrist, an eye-in-hand system will be formed.  

Figure 1. Typical configuration of humanoid robots 

Throughout this chapter, lowercase letters (a, b, c) are used to denote scalars, bold-faced 
ones (a, b, c) denote vectors. Bold-faced uppercase letters (A, B, C) stand for matrices and 
italicized uppercase letters (A, B, C) denote coordinate frames. The homogeneous 
transformation from coordinate frame X to frame Y is denoted by yTx. It is defined as 
follows: 
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where yRx is a 3 x 3 rotation matrix, and ypx0 is a 3 x 1 translation vector. 
Figure 2 demonstrates the coordinate frames assigned for the humanoid robot. The 
subscript B, N, H, C, G and E represent the base frame of the robot, the neck frame, the head 
frame, the camera frame, the hand frame, and the target frame respectively. For example, 
nTh represents the pose (position and orientation) of the head relative to the neck. 

                                                                
1 The robot is developed by Shenyang Institute of Automation, cooperated with Institute of 

Automation, Chinese Academy of Sciences, P. R. China.

Head

Hand

Arm

Mobile 
base

Stereo rig



Humanoid Robots, Human-like Machines 440

Figure 2. Coordinate frames for the robot 

The head has two DOFs such as yawing and pitching. The sketch of the neck and head of a 
humanoid robot is given in Fig. 3. The first joint is responsible for yawing, and the second 
one for pitching. The neck frame N for the head is assigned at the connection point of the 
neck and body. The head frame H is assigned at the midpoint of the two cameras. The 
coordinate frame of the stereo rig is set at the optical center of one of the two cameras, e.g. 
the left camera as shown in Fig. 3. 

Figure 3. Sketch of the neck and the head 

From Fig. 3, the transformation matrix from the head frame H to the neck frame N is given 
in (2) according to Denavit-Hartenberg (D-H) parameters (Murray et al., 1993). 
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where d1 and a2 are the D-H parameters for the two links of the head, 1 and 2 are the 
corresponding joint angles, c  denotes cos , and s  denotes sin .
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3. Vision system calibration 

3.1 Camera model 

The real position of a point on the image plane will deviate from its ideal position as a result 
of the distortion of the optical lens components.  Let (u, v) denote the real pixel coordinates 
for the projection of a point, (u’, v’) denote the ideal pixel coordinates without distortion. 
The distortion is defined as follows: 
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where
uδ and

vδ  represent the distortion in the horizontal and vertical directions 

respectively.
The distortion can be modeled as a high order polynomial which contains both radial and 
tangential distortion (Ma et al., 2003). Generally the distortion is formed mainly by the radial 
component, so the following second order radial distortion model without tangential 
component is employed for cameras with standard field of view: 
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where (u0, v0) are the pixel coordinates of the principle point, (ku’, kv’) are the radial 

distortion coefficients, and 2

0
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0 )()( vvuur −′+−′=′ is the radius from the ideal point (u’, v’) 

to the principle point (u0, v0). 
When correcting the distortion, the distorted image needs to be corrected to a linear one. So 
the reverse problem of (4) needs to be solved to obtain the ideal pixel coordinates (u’, v’) 
from (u, v). Then the following model is adopted instead of (4): 
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where (u’’, v’’) are the pixel coordinates after distortion correlation, ku, kv are the correction 

coefficients, 2

0

2

0 )()( vvuur −+−= is the radius from the point (u, v) to the principle point. 

After applying distortion correction, the pixel coordinates (u’’, v’’) for the projection of a 
point in the camera frame can be determined with the intrinsic parameters of the camera. 
Here the four parameters model, which does not consider the skew between the coordinate 
axes, is employed as follows: 
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where (xc, yc, zc) are the coordinates of a point in the camera frame, (kx, ky) are the focal 
length in pixel, M1 is known as the intrinsic parameter matrix of the camera. 
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Assume the coordinates of a point in the world reference frame W is (xw, yw, zw). Let (xc, yc,
zc) be the coordinates of the point in the camera reference frame. Then (xw, yw, zw) and (xc,
yc, zc) are related to each other through the following linear equation: 
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where n = (nx, ny, nz)T, o = (ox, oy, oz)T and a = (ax, ay, az)T are the coordinate vectors for the x-
axis, y-axis and z-axis of the world frame in the camera frame, p = (px, py, pz)T is the 
coordinate vector of the origin for the world reference frame in the camera frame, M2 is a 3 x 
4 matrix, which is known as the extrinsic parameter matrix of the camera. 

3.2 Hand-eye calibration 

For a stereo rig, the intrinsic parameters of each camera and the displacement between two 
cameras can be determined accurately with the method proposed by Xu et al., which is 
designed for cameras with large lens distortion (Xu et al., 2006a). Then the position of a 
point in the camera reference frame can be determined with this calibrated stereo rig. The 
next important step in applying the stereo rig on the humanoid robot is to determine the 
relative position and orientation between the stereo rig and the head of the robot, which is 
called head-eye (or hand-eye) calibration. 

3.2.1 Calibration algorithm 

Refer to Fig. 2, assume that the world coordinate frame is attached on the grid pattern 
(called calibration reference). The pose of the world frame relative to the camera can be 
determined with the stereo rig by using the grid pattern. If Tc represents the transformation 
from the world reference frame to the camera frame; Th is the relative pose of the head with 
respect to the base of the humanoid robot; Tm represents the head-eye geometry, which is 
the pose of the stereo rig relative to the robot head. Then it can be obtained that 

cmhp TTTT =   (8) 

where Tp is the transformation between the grid pattern and the robot base. 
With the position and orientation of the grid pattern fixed while the pose of the head 
varying, it can be obtained that 

11 −−= cimhicimhi TTTTTT   (9) 

where the subscript i represents the i-th motion, i = 1, 2, … , n, Th0 and Tc0 represent the 
initial position of the robot head and the camera. 
Left multiplying both sides of (9) by Thi-1-1 and right multiplying by Tci-1 gives: 
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−=  and 1
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−= ciciRi TTT . TLi is the transformation between the head reference frames 

before and after the motion, which can be read from the robot controller. And TRi is the 
transformation between the camera reference frames before and after the movement, which 
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can be determined by means of stereovision method using the grid pattern. Then (10) 
becomes: 

RimmLi TTTT =   (11) 

Solving (11) will give the head-eye geometry Tm. Equation (11) is the basic equation of head-
eye calibration, which is called the AX = XB equation in the literature. Substituting (1) into 
(11) gives: 
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where RLi, RRi and Rm are the rotation components of TLi, TRi and Tm respectively, pLi, pRi
and pm are the translation components of TLi, TRi and Tm. By (12) it can be obtained that 

RimmLi RRRR =   (13) 

mRimLimLi ppRppR +=+   (14) 

Then Rm and pm can be determined with (13) and (14). 

3.2.2 Calibration of the rotation component Rm

A rotation R can be represented as (Murray et al., 1993): 

 R = Rot( , )  (15) 

where Rot(.) is a function representing the rotation about an axis with an angle,  is a unit 
vector which specific the axis of rotation,  is the angle of rotation.  and  can be uniquely 
determined from R (Murray et al., 1993). The vector is also the only real eigenvector of R
and its corresponding eigenvalue is 1 (Tsai & Lenz, 1989):

 R =  (16) 

Applying (16) to the RLi and RRi in (13) gives (Tsai & Lenz, 1989): 

Li = Rm Ri  (17) 

where Li and Ri are the rotation axes of RLi and RRi respectively. 
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T
LizLiyLixLimib ),,( ωωωω == , ( )T

C mmmx 921=  which is a 9 x 1 vector formed with the 

columns of the rotation matrix R.
Stacking (18) gives the result for the case of n movements of the robot head. A linear 
equation can be obtained:  
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 is 3n x 1 vector. 

Equation (18) indicates that one motion of the head will contribute three equations in (19). 
Therefore three motions are necessary in order to determine xC which has nine independent 
variables. Providing n  3, a least square solution for xC is given by 

m
T
mm

T
mC bAAAx 1)( −=   (20) 

Then the rotation component Rm can be determined from xC.

3.2.3 Orthogonalization of Rm

The result from previous section gives an estimation of Rm. The deduction of (20) does not 
consider the orthogonality of Rm. It is necessary to orthogonalize the Rm obtained from (20).  
Assume , ,  are the Euler angles of the rotation. Then Rm can be represented as follows 
(Murray et al., 1993): 

),(),(),(),,( γβαλβα zRotyRotzRotRm =   (21) 

where Rot(y, .) and Rot(z, .) are functions representing the rotation about y-axis and z-axis. 
Equation (21) yields that Rm is a nonlinear function of ,  and . Then the problem of 
solving (17) can be formulated as a nonlinear least squares optimization. The objective 
function to be minimized, J, is a function of the squared error: 
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The objective function can be minimized using a standard nonlinear optimization method 
such as Quasi-Newton method.  
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where *, *, * are the angles where the objective function J reaches its local minimum.  
Finally the Rm is determined by substituting *, * and * into (21). The orthogonality of Rm

is satisfied since the rotation is represented with the Euler angle as (21). The result from (20) 
can be taken as the initial value to start the iteration of the optimization method. 
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3.2.4 Calibration of the translation component pm

The translation vector pm can be determined from (14) once the Rm has been obtained. 
Rearranging (14) gives: 

LiRimmLi ppRpIR −=− )(   (24) 

where I stands for a 3 x 3 identity matrix. 
It is similar to the derivation from (18) to (19), that a linear equation can be formulated by 
stacking (24) with the subscript i increasing from 1 to n:
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Solving (25) gives the translation component pm of the head-eye geometry. Giving n  1, the 
least square solution for (25) is as follows: 
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3.3 Experiments and results 

The head was fixed at the end of a K-10 manipulator as shown in Fig. 4. A stereo rig was 
mounted on the head and was faced to the ground. A grid pattern was placed under the 
head. The world reference frame was attached on the grid pattern with its origin at the 
center of the pattern. The reference frame of the stereo rig was assigned to the frame of the 
left camera. The stereo rig was calibrated with the method in (Xu et al., 2006a). The intrinsic 
parameters of each camera of the stereo rig are shown in Table 1.  

Figure 4. Head-eye calibration 

 ku (x 10-7) kv (x 10-7) u0 v0 kx ky

Left 4.2180 3.6959 324.6 248.3 1082.3 1067.8 

Right 3.4849 3.6927 335.0 292.0 1252.2 1242.3 

Table 1. Parameters of the stereo rig 

Head

Stereo rig

Manipulator
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Tci Thi Tpi

357.70.10400.92120.3749

275.3-0.0594-0.3706-0.9269

1100.30.99280.1186-0.0162

320.40.89220.45080.0286

9.0-0.4497-0.89240.0362-

2.00.0418-0.01950.9989

−−
−−−

−

02.09998.00098.00148.0

55.3230092.09990.00439.0

50.11480152.00437.09989.0

320.40.89220.45080.0286

9.0-0.4497-0.89240.0362-

2.00.0418-0.01950.9989

313.20.87920.46270.1134-

10.1-0.4306-0.87380.2261

1.0-0.20370.1499-0.9675

−−−
−−−

−

92.09998.00158.00076.0

55.3220154.09991.00398.0

60.11480082.00397.09992.0

313.20.87920.46270.1134-

10.1-0.4306-0.87380.2261

1.0-0.20370.1499-0.9675

313.20.87920.46270.1134-

10.1-0.4306-0.87380.2261

1.0-0.20370.1499-0.9675

−−−
−−−

−

22.09999.00049.00083.0

44.3250045.09994.00350.0

20.11500085.00349.09994.0

313.20.87920.46270.1134-

10.1-0.4306-0.87380.2261

1.0-0.20370.1499-0.9675

313.20.87920.46270.1134-

10.1-0.4306-0.87380.2261

1.0-0.20370.1499-0.9675

−−−
−−−

−

66.09999.00075.00137.0

56.3240069.09988.00489.0

10.11500141.00489.09988.0

Table 2. The obtained Tci, Thi, and Tpi

The displacement between two cameras, which is denoted by RTL, is as follows: 

−
−−−

7946.1259991.00402.00071.0

4111.10403.09990.00195.0

4482.930063.00198.09998.0

L
RT

.

Four pairs of images were acquired by the stereo rig with 3 motions of the head. The relative 
position and orientation of the grid pattern with respect to the stereo rig, Tci, was measured 
with the stereovision method. The pose of the head was changed by the movement of the 
manipulator, while holding the grid pattern in the field of view of the stereo rig. The pose of 
the end of the manipulator, Thi, was read form the robot controller. Then 3 equations as (11) 
were obtained. The head-eye geometry, Tm, was computed with (20), (21), (23) and (26). The 
obtained Tci and Thi are shown in the first two columns of Table 2, and the calibration result 
is as follows: 

−
−−−

−−−
=

0224.260446.00174.09989.0

8522.976638.07467.00426.0

1906.557466.06649.00217.0

mT

.

The pose of the grid pattern relative to the robot could be determined by (8) with each group 
of Tci, Thi and the obtained Tm, as shown in the last column of Table 2. Since the pattern was 
fixed during the calibration, Tpi should remain constant. From Table 2, the maximum 
variances of the x, y, z coordinates of the translation vector in Tpi were less than 1.7mm, 
2.9mm, and 1.0mm. The results indicated that the head-eye calibration was accurate. 

4. Stereo vision measurement for humanoid robots 

4.1 Visual positioning with shape constraint 

The position and orientation of a object relative to the robot can be measured with the stereo 
rig on the robot head after the vision system and the head-eye geometry are calibrated. 
Generally, it is hard to obtain high accuracy with visual measurement, especially the 
measurement of the orientation, only using individual feature points. Moreover, errors in 
calibration and feature extraction result in large errors in pose estimation. The estimation 
performance is expected to be improved if the shape of an object is taken into account in the 
visual measurement.  
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Rectangle is a category of shape commonly encountered in everyday life. In this section, the 
shape of a rectangle is employed as a constraint for visual measurement. A reference frame 
is attached on the rectangle as shown in Fig. 5. The plane containing the rectangle is taken as 
the xoy plane. Then the pose of the rectangle with respect to the camera is exactly the 
extrinsic parameters of the camera if the reference frame on the rectangle is taken as the 
world reference frame. Assume the rectangle is 2Xw in width and 2Yw in height. Obviously, 
any point on the rectangle plane should satisfy zw = 0. 

Figure 5. The reference frame and the reference point 

4.2 Algorithm for estimating the pose of a rectangle 

4.2.1 Derivation of the coordinate vector of x-axis 

From (7), and according to the orthogonality of the rotation component of the extrinsic 
parameter matrix M2, giving zw = 0, it can be obtained that 
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Assuming that zc ≠ 0, axpx + aypy + azpz ≠ 0, equation (27) becomes: 
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Points on a line paralleled to the x-axis have the same y coordinate yw, so C1 is constant for 
these points. Taking two points on this line, denoting their coordinates in the camera frame 
as (xci, yci, zci) and (xcj, ycj, zcj), and applying them to (28) gives: 
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Simplifying (29) with the orthogonality of the rotation components of M2 gives: 
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Noting that x’ci, y’ci, x’cj and y’cj can be obtained with (5) and (6) if the parameters of the 
camera have been calibrated, nx, ny and nz are the only unknowns in (30). Two equations as 
(30) can be obtained with two lines paralleled to the x-axis, and besides, n is a unit vector, 
i.e. ||n||= 1. Then nx, ny and nz can be determined with these three equations.  
It can be divided into two cases to obtain nx, ny and nz. If the optical axis of the camera is not 

vertical to the rectangle plane, nz ≠ 0 is satisfied. Dividing both sides of (30) by nz gives:  

cjcicicjcicjycjcix yxyxxxnyyn ′′−′′=′−′′+′−′′ )()(   (31) 

where n’x = nx/nz, n’y = ny/nz.
Then n’x and n’y can be determined with two such equations. The corresponding nx, ny, nz

can be computed by normalizing the vector (n’x, n’y, 1)T as follows:  
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If the optical axis is vertical to the rectangle plane, nz = 0 and (30) becomes: 

0)()( =′−′+′−′ cicjycjcix xxnyyn   (33) 

Similar to (31), nx and ny can be directly computed with two equations as (33), and the nx, ny,
nz can be obtained by normalizing the vector (nx, ny, 0)T to satisfy ||n||= 1. 

4.2.2 Derivation of the coordinate vector of z-axis 

Similar to (27), by M2, it can be obtained that: 
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Denote the coordinates of a point in the camera frame as (xci, yci, zci). Assume zci ≠ 0. Then 
(34) becomes: 
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Since vector n and a are orthogonal and az ≠ 0, it follows that 

zyyxx nanan −=′+′   (36) 

where a’x = ax/az and a’y = ay/az.
Dividing (35) by az and eliminating a’x from (35) and (36) gives: 

xcizzciycixxyciycix nxnCnynxnnaxnyn −′=′+′+′−′′−′
2)()(   (37) 
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where C’2 = C2/az.
As for the points on a line paralleled to the y-axis, their x coordinate, xw, are the same, and 
C’2 should remain constant. Taking any two points on this line gives two equations as (37). 
Then a’y and C’2 can be obtained with these two equations. Substituting a’y into (36) gives 
a’x.  Then ax, ay and az can be determined by normalizing the vector (a’x, a’y, 1)T as (32). 
Finally the vector o is determined with o = a x n. The rotation matrix is orthogonal since n
and a are unit orthogonal vectors. 

4.2.3 Derivation of the coordinates of the translation vector 

Taking one point on the line y = Yw and the other one on the line y = –Yw, the corresponding 
constants C1, which are computed with (28), are denoted as C11 and C12 respectively. Then it 
follows that 
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Simplifying (38) and (39) gives: 
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where Dh1 = C11 + C12, Dh2 = C11 – C12.
Similarly, the line x = Xw and x = -Xw yield that 
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where Dv1 = 1/C21 + 1/C22, Dv2 = 1/C21 – 1/C22. C21 and C22 can be computed with (35). 
Then the translation vector p = (px, py, pz) can be determined by solving (40) and (41). 
Xu et al. gave an improved result of the translation vector p, where the area of the rectangle 
was employed to refine the estimation (Xu et al., 2006b). 

4.3 Experiments and results 

An experiment was conducted to compare the visual measurement method, which 
considering the shape constraints, with the traditional stereovision method. A colored 
rectangle mark was place in front of the humanoid robot. The mark had a dimension of 

100mm × 100mm. The parameters of the camera are described in section 3.3. 
The edges of the rectangle were detected with Hough transformation after distortion 
corrections. The intersections between the edges of the rectangle and the x-axis and y-axis of 
the reference frame were taken as the feature points for stereovision method. The position 
and orientation of the rectangle relative to the camera reference frame are computed with 
the Cartesian coordinates of the feature points. 
Three measurements were taken under the same condition. Table 3 shows the results. The 
first column is the results of the traditional stereovision method, while the 2nd column 
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shows the results of the algorithm presented in section 4.2. It can be found out that the 
results of the stereovision method were unstable, while the results of the method with the 
shape constraints were very stable. 

Index
Results with 
 stereovision 

Results with the  
proposed method 

1
921.20.83650.4313-0.3423

63.90.48500.29570.8259-

83.60.25500.85240.4480

959.60.84150.4579-0.2865

76.40.44670.29170.8458-

91.10.30370.83970.4501

2
918.40.78990.5216-0.3409

64.30.50710.26420.8297-

83.10.34280.81130.4420

959.60.84150.4579-0.2865

76.40.44670.29170.8458-

91.10.30370.83970.4501

3
923.30.80930.4861-0.3423

63.90.50100.28110.8259-

83.40.30530.82740.4480

959.60.84150.4579-0.2865

76.40.44670.29170.8458-

91.10.30370.83970.4501

Table 3. Measuring results for the position and orientation of an object 

More experiments were demonstrated by Xu et al. (Xu et al., 2006b). The results indicate that 
visual measurement with the shape constraints can give a more robust estimation especially 
when presented with noises in the feature extraction. 

5. Hand eye coordination of humanoids robot for grasping 

5.1 Architecture for vision guided approach-to-grasp movements 

Differ from industrial manipulators, humanoid robots are mobile platforms and the object 
for grasping can be placed anywhere in the environment. The robot needs to search and 
approach the object, and then perform grasping with its hand. In this process, both the 
manipulator and the robot itself need to be controlled. Obviously the required precision in 
the approaching process is different from that in the grasping process. The requirement for 
the control method should also be different. In addition, the noises and errors on the system, 
including the calibration of the vision system, the calibration of the robot, and the visual 
measurement, will play an important role in the accuracy of visual control (Gans et al., 
2002). The control scheme should be robust to these noises and errors.  
The approach-to-grasp task can be divided into five stages: searching, approaching, coarse 
alignment of the body and hand, precise alignment of the hand, and grasping. At each stage, 
the requirements for visual control are summarized as follows: 
1. Searching: wandering in the workspace to search for the concerned target. 
2. Approaching: approaching the target from far distance, only controlling the movement 

of the robot body. 
3. Coarse alignment: aligning the body of the robot with the target to ensure the hand of 

the robot can reach and manipulate the target without any mechanical constrains; also 
aligning the hand with the target. Both the body and the hand need to be controlled. 

4. Precise alignment: aligning the hand with the target to achieve a desired pose relative to 
the target at a high accuracy. Only the hand of the robot has to be controlled.  

5. Grasping: grasping the target based on the force sensor. The control of the hand is 
needed.

With the change of the stages, the controlled plant and the control method also change. 
Figure 6 is the architecture of the control system for visual guided grasping task. 
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Figure 6. Architecture of the vision control system 

In Fig. 6, the visual control block is a basic visual feedback loop. Depending on the used 
camera-robot configuration and control law, it can be configured as eye-in-hand or eye-to-
hand system, with position-based or image-based visual control method. The scheduler 
module monitors the undergoing of the task. It determines which stage should be carried 
into execution and invokes correspond image processing and visual control module. 

5.2 Valve operation by the humanoid robot 

An approach-to-grasp task was designed for the humanoid robot, which is shown in Fig. 1. 
The robot has a head, a body with two arms and a wheeled mobile base. A stereo rig is 
mounted on the head as the eyes. Two six DOFs manipulators serve as arms. Each arm has a 
gripper as the hand. The wrist of the hand is equipped with a mini camera and force 
sensors.  
A valve is placed in the workspace of the humanoid robot. A red rectangle mark is attached 
on the valve for the robot to identify the valve and estimate its pose. Two green marks are 
attached on the handles of the valve. The robot will search the valve with its stereo rig on 
the head. Once the robot finds the valve, it moves towards it and operates it with its hands, 
as shown in Fig. 7. Operations include turning on and turning off the valve.  

Figure 7. Valve operation with the robot hand 
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No Stage 
Controlled 
variables

DOFs
Image
features 

Camera-robot 
configuration 

Visual
control law 

1 Searching bTe
2 of head 
2 of body 

Color EIH Look-then move 

2 Approaching bTe 2 of body Centroid EIH Position-based 

3
Coarse 
alignment 

bTe, gTe
3 of body 
6 of arm 

Vertex  EIH, ETH Position-based 

4
Precise
alignment 

gTe 4 of arm 
Centroid, 
Area 

EIH Image-based 

5 Grasping gTe
6 of arm 
2 of hand 

   

Table 4. Summarization of visual control strategy 

Table 4 demonstrates the algorithms for each stage of the approach-to-grasp movement. 
Algorithms for each stage are simple and easy to carry. The methods for calibration and 
pose estimation discussed in section 3 and section 4 are employed. The complicated 
approach-to-grasp task such as valve operation can be accomplished with the integration of 
these methods.
The advantages of both eye-to-hand and eye-in-hand systems are fully exploited in this 
visual control strategy. The blocking problem for the eye-to-hand system is effectively 
avoided since cameras on the head are active. The problem of losing targets in the field of 
view for an eye-in-hand system is resolved, as the hands are only adjusted in a small range.  

5.3 Approach and alignment 

5.3.1 Approaching 

Assume the stereo rig on the head, as well as the head-eye geometry, have been accurately 
calibrated. After the robot finds the valve based on color with the stereo rig, the center point 
of the red mark is taken as the image feature. The Cartesian coordinates of the valve can be 
obtained with the stereovision algorithm using the pixel coordinates of the image feature. A 
position-based visual control scheme is adopted to control the robot to approach the valve. 
This is an EIH system if the body of the robot is regarded a “manipulator”.  
Let the notation cpe represent the position of the mark/valve relative to the camera, bpe*

represent the desired position of the valve relative to the robot body, which is about 2m 
away from the robot. An error function (Hutchinson et al., 1996) can be defined as  

be = (bex, bey, bez)T = (bPe* - bPe) = (bPe* - bTh · hTc · cpe)  (42) 

where bTh, hTc can be obtained from robot kinematics and camera calibration. 
The robot can only move on the ground, which is the xoy plane of the robot base frame as 
shown in Fig 2. So the z coordinate of be, can be removed from the error. A proportion 
control law can be designed to eliminate the error, (bex, bey)T, and make the robot approach 
the valve. In practice, problems such as route plan and obstacle avoidance should also be 
considered. 

5.3.2 Pose estimation and coarse alignment 

When the distance between the robot and the valve is near enough, the approaching stage 
ends, and the coarse alignment starts. Two types of alignment is required. One is the 
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alignment of robot body with respect to the valve, and the other one is the alignment of the 
hand with the valve. For the former, the camera-robot configuration is an eye-in-hand 
system, which is same to the case in approaching. As for the latter, the cameras on the head 
and the arm form an eye-to-hand system. 
The pose of the valve can be estimated with the red rectangle mark. Four vertexes of the 
mark are taken as the image features. Then the visual measurement method with shape 
constraints, described in section 4, is employed to measure the pose of the mark, i.e. the pose 
of the valve, which is denoted by cTe.
First, the alignment of the robot body is carried out. The task function can be defined as:  

bE = bTb* = bTh · hTc · cTe · eTb*  (43) 

where cTe is the estimated pose, eTb* is the desired pose of the body relative to the valve. 
bE is a homogeneous transformation matrix. The translation vector (bex, bey, bez)T and the 
Euler angle (b x, b y, b z)T of bE is taken as the error. Similar to the case of approaching, only 
(bex, bey, b z)T needs to be controlled. Then a position-based visual servoing law is adopted to 
align the robot body with the valve. The determination of eTb* should ensure the robot just 
stand in front of the valve and the hand can reach the valve. The precision of the visual 
control for the alignment of the body does not need to be high. On the contrary, the 
movement of the robot can stop once the arm could reach and manipulate the valve. 
The alignment of the arm with the valve is a typical position-based visual servoing process. 
Let:

gE = gTg* = gTb··bTh··hTc··cTe··eTg*  (44) 

where eTg* is the desired pose of the end-effector relative to the valve, cTe is estimated with 
the stereo rig, hTc  represents the head-eye geometry, bTh is the transformation from the 
head to the robot base, and gTb is the relative pose between the hand and the robot base 
frame. bTh and gTb can be obtained with the robot kinematics. 
Since gE is relevant to cTe, gTb, bTh and hTc, it would be sensitive to noises and errors in robot 
kinematics, vision system calibration and pose estimation. It is hard to achieve a high 
accurate alignment, so this stage is called coarse alignment. 
The image obtained from the camera mounted on the wrist is checked while the hand 
approaching the valve. The coarse alignment will stop if the pixel area of the green mark is 
large enough or the goal pose eTg* has been reached.  

5.4 Image based visual control for accurate manipulation 

In this stage, the arm and the camera on the hand form an eye-in-hand system. an image-
based visual servoing method is employed to accurately align the hand with the valve. 
Figure 8 (a) demonstrates the coordinate frames between the hand and the valve. Assume 
the valve is in front of the hand, and the orientations of these two frames are the same. The 
DOFs needed to be controlled for the hand are the translation and the rotation around the z-
axis in the hand frame, denoted as r = (x, y, z, z)T.
With the green mark on the handle, the pixel coordinates of the center of the mark, the pixel 
area of the mark, and the angle between the principle axis of the mark and the horizontal 
direction on the image are taken as the image features, which is denoted as f = (u, v, s, )T.
Figure 8 (b) is the sketch of the image features. The desired image features, f* = (u*, v*, s*, 

*)T, are obtained off-line by means of teach-by-showing. 
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(a)                                                             (b) 
Figure 8. Image-based visual servoing, (a) Frame assignment, (b) Image feature 

Assume the camera has been mounted on the wrist in such a manner that the orientation of 
the camera frame is almost the same as that of the hand frame, as shown in Fig. 8 (a). Then 
the image will change horizontally when the hand moves along the x-axis of the hand 
frame, and the image will change vertically when the hand moves along the y-axis. Then the 
image feature vector, f, can be taken as an estimation of r. The error is defined as follows: 

 e(f) = (u* - u, v* - v, (s / s*) - 1, * - )T  (45) 

Then a decoupled proportional control law can be designed: 

 ( x, y, z, z)T = -(Ku(u* - u), Kv(v* - v), Kz((s/s*) – 1), K  ( * - ))T  (46) 

where Ku, Kv, Kz and K  are the proportional parameters of the controller. 

5.5 Experiments and results 

Valve operation experiments were conducted with the humanoid robot shown in Fig. 1. The 
size of the red rectangle mark was 100mm x 100mm. The two handles of the valve were 
attached with green marks. The head with two MINTRON 8055MK cameras is shown in Fig. 
2. Two mini cameras were mounted on the wrists as shown in Fig. 7. The head-eye geometry 
was well calibrated with the method in section 3. 
The size of the image obtained from the stereo rig is 768 x 576 pixels. The parameters of the 
stereo rig are shown in Table 5 and the displacement between the cameras is given in (47). 

Item Left Camera Right Camera 

Ku 4.2180e-007 3.4849e-007 

Kv 3.6959e-007 3.6927e-007 

Kx 1.0823e+003 1.2522e+003 

Ky 1.0678e+003 1.2423e+003 

u 324.6 335.0 

v 248.3 292.0 

Table 5. Parameters of the stereo rig 

−
−−−

7946.1259991.00402.00071.0

4111.10403.09990.00195.0

4482.930063.00198.09998.0

L
RT

  (47) 

u

v

(u*, v*, s*) 

(u, v, s) 

desired image

current image

*
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Firstly, the robot searched for the valve in the laboratory. When the valve was found, the 
approaching stage described in section 5.3 started. When the valve was within two meters 
from the robot, the coarse alignment began. The position of the mobile base of the robot was 
adjusted according to the pose of the valve until the hand could reach the valve. When the 
robot stopped moving, the position and orientation of the valve was measured by the stereo 
rig on the robot head. Table 6 shows the pose of the valve relative to the base frame of the 
robot, which is attached at the chest. In the process of approaching the valve, two arms were 
positioned so that they did not block the stereo rig to observe the valve. A pair of images 
obtained from the stereo rig at the end of the coarse alignment is shown in Fig. 9. It is shown 
that the hand was at the place near to the handle with an appropriate pose.  
The hands of two arms would move to the two handles of the valve respectively. At the 
same time the cameras on the head were inactive, while the camera at each hand was in 
operation to observe the green mark on the valve handle. Then accurate alignment of the 
hand was started. The hands of robot were guided to the handle stably and accurately. 
Finally, a hybrid control method using force and position was employed to rotate the valve 
after the hands reached the handle and grasped it successfully. 
In a series of experiments, the humanoid robot was able to autonomously find, approach 
and operate the valve successfully. The advantages of combining both eye-to-hand and eye-
in-hand systems are clearly demonstrated. 

n o a  p(mm) 

-0.3723 -0.6062 -0.6795 -905.8

0.0279 0.7225 -0.6862 -36.7 

0.9277 -0.3326 -0.2522 124.5 

Table 6. Position and orientation of the valve 

(a)                                                                   (b) 
Figure 9. Images obtained with the stereo rig on the robot head, (a) Left, (b) Right  

6. Conclusion 

Issues concerning with the approach-to-grasp movement of the humanoid robot are 
investigated in this chapter, including the calibration of the vision system, the visual 
measurement of rectangle objects and the visual control strategy for grasping.  
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A motion based method for head-eye calibration is proposed. The head-eye geometry is 
determined with a linear equation and then refined by a nonlinear least squares 
optimization to ensure the orthogonality of the rotation matrix. 
A visual measurement algorithm is provided for the pose estimation of a rectangle object. 
Both the accuracy of the measurement and the robustness to noises in feature extraction are 
improved with the shape constraints of the rectangle object  
A visual control strategy is presented in this chapter, which integrates different visual 
control method to fulfil the complicated approach-to-grasp task. The whole process of the 
grasping task is divided into several stages. The precision requirement of each stage is 
matched with an appropriate visual control method. Eye-to-hand and eye-in-hand 
architectures are integrated, at the same time, position-based and image-based visual control 
methods are combined to achieve the grasping.  
A valve operating experiment with a humanoid robot was conducted to verify these 
methods. The results show that the robot can approach and grasp the handle of the valve 
automatically with the guidance of the vision system. 
Vision is very important for humanoid robots. The approach-to-grasp movement is a basic 
but complex task for humanoid robots. With the guidance of the visual information, the 
grasping task can be accomplished. The errors on calibration of the vision system and the 
robot system will affect the accuracy of the visual measurement and the visual control. 
Improving the robustness of algorithms to these errors and noises should be the efforts in 
the future work. In addition, methods for stably identifying and tracking objects in an 
unstructured environment also need to be studied.  
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1. Introduction 

Recent progress in research on humanoid robots is making them to complicated tasks, such 
as manipulation, navigation in dynamic environments, or serving tasks. One of promising 
application areas for humanoid robots include the manipulation task thanks to their high 
potential ability of executing of a variety of tasks by fully exploiting their high mobility and 
adaptability coming from its large number of degrees of freedom. Especially, manipulating 
bulky objects through a whole-body motion is suitable for them, which has been difficult for 
other types of robots. 
This paper focuses on whole-body manipulation of large objects by a humanoid robot using 
a method called "pivoting" (Y. Aiyama, et al, 1993). This manipulation method has several 
advantages such as dexterity and stability over other methods like pushing or lifting. 
Moreover, the requirement of maintaining the equilibrium of the robot during the 
manipulation cannot be managed in the same way as in the case of the robot simply 
walking. To cope with those problems, an impedance control framework is first introduced 
to hold and manipulate the object, together with a whole-body balancing control. Next, a 
control framework called resolved momentum control (RMC) (S. Kajita et al., 2003) is 
adopted to allow the robot to step forward after manipulation by keeping the hand position 
with the object. 
The next section presents overview of the subject of manipulation tasks. Section 3 addresses 
an algorithm to deal with the manipulation, followed by the description of control 
techniques included in the algorithm in Section 4. Section 5 gives simulation results using 
the dynamic simulator OpenHRP. In Section 6 the simulated results of manipulation are 
verified by hardware experiments using HRP-2 humanoid platform described before 
concluding the paper. 

2. Pivoting as dexterous manipulation method 

For manipulation of large objects that cannot be lifted we can make use of "non-prehensile 
manipulation" methods such as pushing (M. Mason, 1986, K. Lynch, 2002) or tumbling (A. 



Humanoid Robots, Human-like Machines 460

Bicchi, 2004). Aiyama et al. proposed a so-called "graspless manipulation" using pivoting 
motion (Y. Aiyama, et al, 1993), and also the analysis and planning have been reported by 
Maeda and Arai (Y. Maeda and T. Arai, 2003). 
In another research field, whole-body manipulation tasks by humanoid robot have been 
investigated recently. The main manipulation methods developed so far are pushing (H. 
Yoshida et al., 2002, Y. Hwang et al., 2003, K. Harada et al., 2004, T. Takubo et al., 2004) and 
lifting (K. Harada et al, 2005). 
We believe pivoting manipulation (Fig. 1), which we humans also often employ for example 
to move an oil drum or a barrel, is considered to be advantageous over those methods in for 
the following three reasons. 

Figure 1. Pivoting manipulation by a whole-body motion of a humanoid robot 

Table 1. Various manipulation methods compared for moving a large object by a humanoid 

First, pivoting is expected to be precise in positioning. Since the object is not held in 
pushing, uncertainty is more significant than pivoting and tumbling has also limitation in 
reachability. Although some of those shortcomings can be overcome using sophisticated 



Dexterous Humanoid Whole-Body Manipulation by Pivoting 461

control methods for pushing (K. Lynch, 1992, A. Bicchi, 2004) pivoting allows the robot to 
move the object to the desired position in a more straightforward manner. 
The second advantage is the adaptability to various terrain conditions. Using pushing, it is 
difficult to be used in rough terrains whereas pivoting can be easily adapted. Lifting and 
tumbling can be used, but pivoting is more advantageous in terms of flexibility of 
manipulation and variety in shape and weight of manipulated objects. 
Lastly, we can expect more stable manipulation through pivoting. It has advantage of lower 
risk of falling over lifting when manipulating large or heavy objects. Moreover, the 
manipulated object can help widening stability margin in some cases. 
This comparison is summarized in Table 1. However, so far pivoting manipulation has not 
fully been exploited for humanoid robots due to the difficulty in coordinating manipulating 
motion with body balancing at whole-body level. 
Therefore, the goal of this paper is to establish a control method for pivoting manipulation 
by a whole-body motion of humanoid robot. The contribution of this paper is two-fold: the 
algorithm for executing pivoting manipulation for a humanoid robot and integration of 
control techniques for this manipulation. For the first point, since pivoting manipulation 
that has not been implemented using humanoid platform so far, the challenge in this paper 
provides new potential application fields that need dexterous manipulation by humanoid 
robots. The second contribution addresses integration of such control techniques as 
impedance control for contact force, body balancing during manipulation and RMC for 
stepping motion for the purpose of whole-body manipulation. In the following sections, 
pivoting manipulation by a humanoid robot is presented based on those techniques. 

3. Pivoting Manipulation Algorithm 

The manipulation is executed by repeating the following two phases, the manipulation and 
robot motion phases. 
In the former phase, the manipulation is done in a quasi-static way by repeating rotation of 
the object about an axis. The contact force to hold the object is controlled using impedance 
control. The manipulation is performed through whole-body motion coordination to 
achieve both manipulation and stable body balancing. The detailed descriptions are given in 
sections 4.1, 4.2 and 4.3. 
In the latter phase, the robot itself moves to advance with the hands at the same position to 
continue manipulation. The body motion is planned through resolved momentum control 
(RMC) as detailed in section 4.4. 
The algorithm of the pivoting manipulation task is summarized in Fig. 2. The detailed 
manipulation sequence is illustrated in Fig. 3 where the dotted and solid lines in each figure 
denote the states before and after the manipulation respectively. 
a. The object is inclined by angle around an axis a that includes a vertex  on the plane so 

that the object has a point contact with the plane at  (Fig. 3a).
b. The object is rotated by angle around the vertical axis z on vertex  to move to the 

desired direction (Fig. 3b). As a result, the axis a is rotated to another axis a' on the 
plane.

c. The object is rotated by –  around the rotated axis a' to reposition the front bottom 
edge of the object touches ground. The displacement of the object is defined as the 
distance between the projected points of its center of mass before and after the 
manipulation. (Fig. 3c). 
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1. If the displacement of the object exceeds a value D, the robot steps toward the 
desired direction. 

2. Otherwise continue to step 1 or terminate the motion. 

Figure 2. Flow of pivoting manipulation 

 (a) Inclining (b) Rotating around z-axis (c) To initial contact 
Figure 3.  Sequence of pivot motion of a box object composed of three phases, (a) inclination, 
(b) horizontal rotation and (c) repositioning 

According to the desired trajectory, the parameters , and D must be designed so that the 
manipulated object can follow the desired trajectory (Fig. 4). The working area and physical 
properties of the robot body must also be taken into account. The a axis and the vertex 
around which to incline the object are selected not to lose the stability of the robot and the 
object. In our case, the closer vertex to the robot is selected since smaller torque is required 
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for the movement, and the direction of axis a is chosen so that the robot does not make a 
large forward motion. 
A vertical axis to the horizon is chosen as axis z since no work is required for quasi-static 
motion around this axis. The angle  depends on the constraint of robot motion capability as 
well as the desired trajectory of the robot. The hand trajectories can be calculated 
geometrically from the pivoting motion and contact points of the hand on the object. To 
execute more complicated trajectory than that of Fig. 4, we will further need a planning 
strategy to determine those parameters, taking account of combination of stepping motion. 
The next section details the manipulation control and robot motion for the pivoting task. 

Figure 4. Sequence of pivoting manipulation to transport an object 

4. Control Techniques for Manipulation and Robot Motion 

In this section we describe how the manipulation task is controlled by a humanoid robot. In 
the manipulation control phase, the robot is supposed to grasp the object by two hands 
firmly (Fig. 1) without slipping. First, we introduce impedance control to control the contact 
force to hold the object. Then, a method of body balancing is adopted to maintain the center 
of mass (CoM) in the supporting phase during manipulation. We assume that the 
manipulation is done for a rectangular box-shaped object in a quasi-static way by repeating 
the rotations on a plane as described in Fig. 3. 

4.1 Object holding 

Since we assume quasi-static motion, we adopt position control for robot hands to achieve 
the trajectory for the desired motion. For position-controlled robot as HRP-2 used for 
simulations and experiments, the output of the following impedance control is added to the 
position command of manipulation to regulate the contact force (K. Harada et al, 2004). The 
robot hands are placed on the two sides of the object so that they can apply forces in the 
opposite directions. Let xH be the hand position which is controlled in the direction 
perpendicular to the object face, and let fx be the force exerted to the hand. The impedance 
control law to lead the force fx to the desired force fxd is given as 

 (1) 

where m and c are the mass and damper parameters. This control scheme is illustrated in 
Fig. 5. For grasping, one of the hands is controlled by this law and the other is controlled in 
position to avoid unnecessary oscillation. 
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Figure 5. Impedance control for grasping based on force. To achieve the desired force fxd, the 
output force fx is computed by using impedance using virtual mass and damper parameters 
m and c

Since the humanoid robot HRP-2 we are using is based on position control, the control law 
is discretized in the simulation and experiment implementation as follows. 

(2)

where  denotes the sampling period of robot control. 

4.2 Pivoting Manipulation 

Figure 6. Forces for pivot motion using two contact points 

We assume that the robot holds the object rigidly by two contact points of its hands as 
illustrated in Fig. 6. Let ppi, (i =1, 2) be the vector of position of each hand, p be the position 
of the center of gravity and fpi be the force applied to each grasping point. Also, let Mg and f0

denote the gravity vector and resistance force at the contact point at the ground respectively. 
Then the object is in static equilibrium when the following conditions are satisfied. 
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(3)

(4)

We assume that the manipulation is executed quasi-statically and that no slipping occurs at 
the contact points. We also assume that the geometry and location of the object are known. 
The object is manipulated by moving each hand under the above condition. The contact 
forces are controlled by impedance control (1) by giving the desired contact force fxd.

4.3 Whole-body Balancing 

The humanoid robot should not only apply the necessary force to the hand for manipulation 
but also keep the balance of the whole body throughout the manipulation task. 
We adopt the method developed by Harada et al. (K. Harada et al, 2005). The key idea is to 
control the waist position in order that the "static balancing point" is on the center of the foot 
supporting polygon. The static balancing point ps=[xs, ys, 0]T is the point on the floor to 
which all the resistance force from both hands and gravity are applied, which is equivalent 
to ZMP when only quasi-static motion is generated. The relationship between the contact 
force and static balancing point is described in the following equations. 

(5)

(6)

where . The position of the 

CoM without external force is denoted by here and MR is the total mass of the 
robot. Note that the sign in right-hand side of (5) and (6) is negative since the reaction force 
at each hand is – fpi.

Figure 7. Body-balancing by moving waist position. According to the contact forces at the 
hands, the humanoid robot adjusts its waist position to maintain the "static balancing point" 
at the center of the support polygon 
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The balancing control is performed by moving the position of the waist so that the position 
of the static balancing point ps is at a desired position inside the convex hull of supporting 
area(s) (Fig. 7). To ensure maximum stability margin, we usually employ the center of the 
support polygon as desired position of . The movement of the waist position can be 

approximated by the CoM position !!!p from the desired position pd of ps (K. Harada et al, 
2005). 
In this way, the force of pivoting manipulation is generated as a resulting compensation of 
disturbance due to the contact with the object. 

4.4 Stepping motion 

Now the robot itself needs to move in the desired direction of object transportation after a 
sequence of manipulation that displaces the object to a more distant position from the robot. 
For this robot motion, it is preferable that robot keep the hands on the object to easily go on 
the manipulation. 
We here introduce RMC that is a control framework where a humanoid robot is controlled 
such that the resulted total linear/angular momenta reach specified values (S. Kajita, 2003). 
It is well known that, for a humanoid robot to walk in a stable manner, the ZMP (Zero 
Moment Point) must be within the convex hull of the supporting area(s). By using RMC, we 
can control the CoM of the robot so that it is always within the convex hull of the supporting 
area(s) to maintain robot balance. Since the linear momentum P depends on the time 
derivative of CoM position pg through the total mass MR as , the position of CoM 

can be controlled by manipulating the linear momentum as , where the 

tilde denotes the reference value, and k is the gain of the control scheme. Using this equation 
we are can calculate the desired linear momentum P to control the robot CoM. 
The hand position can be controlled based on an extended method of RMC developed by 
Neo et al. (N. E. Sian, 2003) by keeping the position of CoM inside the supporting area. In 
this way, the robot can step towards the object with its both hands at the position keeping 
the contact, while the CoM is controlled always inside the convex hull of supporting area(s). 
Moreover, keeping the hand position on the object may help to maintain the equilibrium of 
the robot body. 

5. Simulation results 

To validate the proposed pivoting manipulation method, simulations using the humanoid 
robot HRP-2 (K. Kaneko et al., 2004) have been conducted using the humanoid robot 
simulator OpenHRP (F. Kanehiro et al., 2001). The humanoid robot HRP-2 has 30 degrees of 
freedom with 1.54 [m] in height and 58 [kg] in weight, with wrists and ankles equipped with 
force sensors. Since the input of force sensor is noisy, we use an average value of the last 20 
samplings measured every 5 [ms]. The width, depth, and height of the object are 0.35[m], 
0.2[m], and 1.2[m] respectively, with the mass of 3[kg]. 
In Table 2, the parameters of the pivoting sequence are shown. The directions of axes x, y 
and z are given in Fig. 8(a). Here parameter D of object displacement is set to 50[mm] to 
prevent the arms from going into singular stretched configuration and also from losing 
stability by extending arm too much. In the impedance control we adopt m = 10[kg], c = 
300[N m-1 s] and fxd= 25[N] respectively. The contact force fxd is determined for the robot to 
hold firmly enough to prevent the object from slipping because of gravity. The z position of 
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contact point is set to 0.62[m] height and at the midpoint of the depth of the object in x
direction. 
In the simulation, first the robot grasps the object rigidly at the tip of the hands and keeps 
the hands at the original position until the contact force by impedance control stabilizes. The 
hand trajectories during the manipulation are computed geometrically by using the contact 
points of both hands and the motions described in Table 2. Position control is performed to 
follow the calculated hand trajectories and the impedance control law (1) is applied to one 
of the hands, in our case the right hand, to maintain grasping during the manipulation 
while as the other hand is position-controlled. 
Fig. 8 shows the snapshots of the simulation. As can be seen, the humanoid robot 
successfully displaces the object by pivoting. 

 (a) Initial state (b) Step 1: inclining rightward (c) Step 3: rotating CW 

 (d) Step 4: inclining leftward (e) Step 5: rotating CCW 
Figure 8. Simulation results of pivoting manipulation. Starting from the initial state (a), first 
the robot inclines the object (b) to support it on a vertex and then turns it horizontally 
clockwise (c). After repositioning in a horizontal position, the object is inclined on the 
support of another vertex (d) and turned counter-clockwise to advance the object in a 
parallel position with the initial one 
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Figure 9. Simulation result of displacement of the center of mass of the manipulated object 
in x and y directions shown at right-hand side 

Table 2. Parameters of pivot motion 

In the simulation, we measure the displacement of the manipulated object, the contact 
forces, and center of the mass of the robot respectively to evaluate the performance of the 
manipulation itself, impedance control, and the balance control. 
The displacement of the center of mass of the manipulated object projected on the ground is 
shown in Fig. 9. Since the object is first inclined around the axis a before rotating around z 
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axis, the x displacement reduces first and then increases. This occurs twice and we can see 
the object is displaced by 0.073 [m] in x direction. 

Figure 10 Contact forces of each hand measured from the force sensors during simulation 

Figure 11. Simulation result of the x component of static balancing point (ps) and CoM 
position (p) during the manipulation. The static balancing point is maintained during 
simulation 

Fig. 10 shows the simulation results of the contact forces fp1, fp2 for right and left hands 
respectively. The robot hands are approaching to the object at the dose positions at t=0 [sec]. 
As shown in the figure, the contact occurs at around f=0.8 [sec]. Then both the contact forces 
stabilize around the desired force fxd=25[N] by t=1.0 [sec]. The manipulation starts at this 
moment and lasts for 10[sec] as indicated in Table 1. We can observe that the contact force 
decreased during the manipulation. It may be because the arms go to a stretched 
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configuration where it is difficult to generate the force in the desired direction during 
manipulation especially for the position controlled arm. However, the forces regain the 
desired value after the manipulation is finished at t=11 [sec]. From this simulation result of 
measured contact force, it is verified that the usage of impedance control for contact force is 
sufficiently effective. 
The x coordinates of static balancing point ps and CoM position without external force, xs

and , plotted in Fig. 11. Here represents an approximated movement of the waist 
position. Without balance controlling, xs would keep increasing as the robot reaches out the 
arms and force is applied to the hand during the manipulation until the robot falls down. In 
the graph, the static balancing point is regulated by moving the waist position so that it 
coincides with the center of the feet (shift along x-axis of 0.015[m]) according to the 
balancing control. 

(a) Initial 
position

(b) Moving CoM 
rightward

(c) Stepping left 
leg 

(d) Left leg 
landed

(e) Moving CoM 
center

(f) Moving CoM 
leftward

(g) Stepping right 
leg 

(h)  Stepping 
finished

Figure 12. Stepping forward keeping the hands on the object using RMC. First making a step 
by supporting on left foot (a) - (d), then another step on right leg (e) - (h) by keeping the 
CoM inside the support polygon 

The robot motion phase is simulated based on the proposed method. Fig. 12 shows the 
sequence of stepping for forward motion. After the manipulation, the robot steps forward 
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by 50[mm] by moving its feet alternatively with the hands fixed on the object, using RMC to 
maintain the whole body balance. As shown in Fig. 12, first robot moves its CoM on the 
right foot and then moves the left foot forward. The same sequence is repeated for the right 
foot. The simulation shows that robot can effectively moves towards the desired direction of 
manipulation. 

6. Experimental Results 

We have conducted an experiment of the manipulation control part in the same condition as 
in simulation using HRP-2 humanoid hardware platform. Thanks to the architecture of 
OpenHRP with binary compatibility with the robot hardware, the developed simulation 
software can be directly utilized in hardware without modification. 
Fig. 13 shows snapshots of the experiments using a box of the same size and weight as in 
simulation. As can be seen, the pivoting manipulation has been executed appropriately and 
the displacement in x direction was around 0.06[m] as expected from simulation. 

 (a) Initial state (b) Step 1: inclining rightward (c) Step 3: rotating CW 

 (d) Step 4: inclining leftward  (e) Step 5: rotating CCW (f) Final state 
Figure 13.  Experiment of pivoting motion. Starting from the initial position (a), first the object 
is inclined (b) to rotate clockwise horizontally (c). Then the humanoid robot inclines the 
object on the other vertex (d) to rotate counter-clockwise (e) to finish the manipulation (f) 
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Figure 14. Experimental result of contact forces of each hand. The grasping start at t=1[sec] 
and finish in 10 seconds. Enough force for the manipulation is maintained but 

Figure 15. Experimental result of static balancing point (xs) and CoM position !!!(x). The
static balancing point is maintained near the center of the support polygon (x=0) by 
changing the waist position 
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The experimental result of contact forces measured from wrist force sensors is shown in Fig. 
14. Although the measured force shows similar characteristics with the simulation, one of 
the forces drops drastically from desired force of 25 [N] at the end of manipulation even 
though it was enough to execute the manipulation task. This is considered to come from the 
stretched configuration of arm that makes it difficult to generate desired force to hold the 
object. The manipulation experiment was successful; however, the control of arm 
configuration and grasping position need to be investigated for more reliable manipulation. 
The experimental result of the static balancing point and CoM position plotted in Fig. 15 
shows the effectiveness of balance control to keep the static balancing point in stable 
position during the manipulation. 
To conclude the experimental results, we could verify the validity of proposed pivoting 
manipulation based on whole-body motion. 

7. Conclusions 

In this paper a pivoting manipulation method has been presented to realize dexterous 
manipulation that enables precise displacement of heavy or bulky objects. Through this 
application, we believe that the application area of humanoid robot can be significantly 
extended.
A sequence of pivoting motion composed of two phases has been proposed, manipulation 
control and robot stepping motion. In the former phase, an impedance control and 
balancing control framework was introduced to control the required contact force for 
grasping and to maintain stability during manipulation respectively. Resolved momentum 
control is adopted for stepping motion in the latter phase. 
We then showed a sequence of pivoting motion to transport the objects towards the desired 
direction. We have shown that the proposed pivoting manipulation can be effectively 
performed by computer simulation and experiments using a humanoid robot platform 
HRP-2.
As a future work, the method will be improved to adapt to various object shapes of 
transportation in pursuit of wide application in future developments. One of other extension 
is the manipulation planning for more general trajectories with experimentation of both 
manipulation and stepping phases. Integration of identification of physical properties of the 
objects or environments (Yu et al., 1999, Debus et al., 2000) is also an important issue to 
improve the robot's dexterity. 
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1. Introduction 

The main goal of this Chapter is to describe a novel approach for the control of Talking 
Heads in Humanoid Robotics. 
In a preliminary section we will discuss the state of the art of the research in this area. In the 
following sections we will describe our research results while in the final part some 
experimental results of our approach are reported. With the goal of controlling talking 
heads in mind, we have developed an algorithm which extracts articulatory features from 
human voice. In fact, there is a strong structural linkage between articulators and facial 
movements during human vocalization; for a robotic talking head to have human-like 
behavior, this linkage should be emulated. Exploiting the structural linkage, we used the 
estimated articulatory features to control the facial movements of a talking head. Moreover, 
the articulatory estimate is used to generate artificial speech which is - by construction - 
synchronized with the facial movements. 
Hence, the algorithm we describe aims at estimating the articulatory features from a spoken 
sentence using a novel computational model of human vocalization. Our articulatory 
features estimator uses a set of fuzzy rules and genetic optimization. That is, the places of 
articulation are considered as fuzzy sets whose degrees of membership are the values of the 
articulatory features. The fuzzy rules represent the relationships between places of 
articulation and speech acoustic parameters, and the genetic algorithm estimates the degrees 
of membership of the places of articulation according to an optimization criteria. Through 
the analysis of large amounts of natural speech, the algorithm has been used to learn the 
average places of articulation of all phonemes of a given speaker. 
This Chapter is based upon the work described in [1]. Instead of using known HMM based 
algorithms for extracting articulatory features, we developed a novel algorithm as an 
attempt to implement a model of human language acquisition in a robotic brain. Human 
infants, in fact, acquire language by imitation from their care-givers. Our algorithm is based 
on imitation learning as well. 
Nowadays, there is an increasing interest in service robotics. A service robot is a complex 
system which performs useful services with a certain degree of autonomy. Its intelligence 
emerges from the interaction between data gathered from the sensors and the management 
algorithms. The sensorial subsystem furnishes environment information useful for motion 
tasks (dead reckoning), auto-localization and obstacle avoidance in order to introduce 
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reactiveness and autonomy. Humanoid robotics has been introduced for enabling a robot to 
give better services. A humanoid, in fact, is a robot designed to work with humans as well 
as for them. It would be easier for a humanoid robot to interact with human beings because 
it is designed for that. Inevitably, humanoid robots tend to imitate somehow the form and 
the mechanical functions of the human body in order to emulate some simple aspects of the 
physical (i.e. movement), cognitive (i.e. understanding) and social (i.e. communication, 
language production) capabilities of the human beings. A very important area in humanoid 
robotics is the interaction with human beings, as reported in [2]. Reference [2] describes the 
Cog project at MIT and the related Kismet project which have been developed under the 
hypothesis that humanoid intelligence requires humanoid interactions with the world. In this 
chapter we deal with human-humanoid interaction by spoken language and visual cues, i.e. 
with talking heads in humanoid robotics. In fact, human-like artificial talking heads can 
increase a person's willingness to collaborate with a robot and helps create the social aspects 
of the human-humanoid relationship. The long term goal of the research in talking heads for 
a humanoid is to develop an artificial device which mechanically emulates the human 
phonatory organs (i.e. tongue, glottis, jaw) such that unrestricted natural sounding speech is 
generated. The device will be eventually contained in an elastic envelop which should 
resemble and move as a human face. Several problems have to be addressed towards this 
goal. First of all the complex phenomena in the human vocal organs should be mechanically 
emulated to produce a good artificial speech. Second, the control of the mechanical organs 
must be temporally congruent with human vocalization and this can be very complex to 
manage. The result is that at the state of the art the quality obtained with mechanical devices 
is only preliminar, yet interesting. For these reasons, and waiting that the mechanical talking 
heads reach a sufficient quality, we just emulate a talking head in a graphical way while the 
artificial speech is algorithmically generated. 
It is worth emphasizing now the objective of this Chapter, which is the description of a novel 
algorithm to the control of a humanoid talking head and to show some related experimental results. 
This means that we estimate a given set of articulatory features to control the articulatory organs of a 
humanoid head, either virtual or mechanical. Two applications are briefly described: first, a system 
which mimicry human voice and, second, a system that produces robotic voice from unrestricted text, 
both of them with the corresponding facial movements.
Although almost all the animals have voices, only human beings are able to use words as 
mean of verbal communication. As a matter of fact, voice and the related facial movements 
are the most important and effective method of communication in our society. Human 
beings acquire control methods of their vocal organs with an auditory feedback mechanism 
by repeating trials and errors of hearing and uttering sounds. Humans easily communicate 
each other using vocal languages. Robotic language production for humanoids is much 
more difficult. At least three main problems must be solved. First, concepts must be 
transformed into written phrases. Second, the written text must be turned into a phonemic 
representation and, third, an artificial utterance must be obtained from the phonemic 
representation. The former point requires that the robot is aware of its situational context. 
The second point means that graphemic to phonemic transformation is made while the 
latter point is related to actual synthesis of the artificial speech. 
Some researchers are attempting to reproduce vocal messages using mechanical devices. For 
instance, at Waseda University researchers are developing mechanical speech production 
systems for talking robots called WT-1 to WT-5, as reported in [3, 4, 5, 6, 7, 8, 9, 10, 11]. The 
authors reported that they can generate Japanese vowels and consonants (stops, fricatives 
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and nasal sounds) reasonably clearly, although not all the utterances sound natural yet. On 
the other hand, the researchers of the robot Kismet [12] are expanding their research efforts 
on naturalness and perception of humanness in robots. An important step toward talking 
heads development is to estimate accurate vocal tract dynamic parameters during 
phonation. It is known, in fact, that there is a very high correlation between the vocal tract 
dynamic and the facial motion behavior, as pointed out by Yehia et al. [13]. For a mechanical 
talking robot, the artificial head should have human like movements during spoken 
language production by the robot, provided that the artificial head is tied to the vocal tract 
by means of some sort of elastic joint. In any case, the mechanical vocal tract should be 
dynamically controlled to produce spoken language. This requires enough knowledge of the 
complex relations governing the human vocalization. Until now, however, there has been no 
comprehensive research on the speech control system in the brain, and thus, speech 
production is still not clearly understood. This type of knowledge is pertaining to 
articulatory synthesis, which includes the methods to generate speech from dynamic 
configuration of the vocal tract (articulatory trajectory). 
Our algorithm is based on imitation learning, i.e. it acquires a vocalization capability in a 
way similar to human development; in fact, human infants learn to speak through 
interaction by imitation with their care-givers. In other words, the algorithm tries to mimic 
some input speech according to a distance measure and, in this way, the articulatory 
characteristics of the speaker who trained the system are learned. From this time on, the 
system can synthesize unrestricted text using the articulatory characteristics estimated from 
a human speaker. The same articulatory characteristics are used to control facial movements 
using the correlation between them. When implemented on a robot, the audio-synchronized 
virtual talking head give people the sense that the robot is talking to them. As compared to 
other studies, our system is more versatile, as it can be easily adapted to different languages 
provided that some phonetic knowledge of that language is available. Moreover, our system 
uses an analysis-by-synthesis parameter estimation and it therefore makes available an 
artificial replica of the input speech which can be useful in some circumstances. 
The rest of this chapter is organized as follows. In Section 2 some previous work in 
graphical and mechanical talking heads is briefly discussed. In Section 3 the imitation 
learning algorithm based on fuzzy model of speech is presented, and the genetic 
optimization of articulatory parameters is discussed. In Section 4 some experimental results 
are presented; convergence issues, acoustical and articulatory results are reported. In this 
Section also some results in talking head animation are reported. Finally, in Section 5 some 
final remarks are reported. 

2. Previous work on talking heads 

The development of facial models and of virtual talking heads has a quite long history. The 
first facial model was created by F.Parke in 1972 [14]. The same author in 1974 [15] produced 
an animation demonstrating that a single model would allow representation of many 
expressions through interpolated transitions between them. After this pioneer work, facial 
models evolved rapidly into talking heads, where artificial speech is generated in synchrony 
with animated faces. Such developments were pertaining to the human-computer 
interaction field, where the possibility to have an intelligent desktop agent to interact with, a 
virtual friend or a virtual character for interacting with the web attracted some attention. As 
regards these last points, Lundeberg and Beskow in [16] describe the creation of a talking 
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head for the purpose of acting as an interactive agent in their dialogue system. The purpose 
of their dialogue system is to answer questions on chosen topics using a rich repertoire of 
gestures and expressions, including emotional cues, turntalking signals and prosodic cues 
such as punctuators and emphasisers. Studies of user reactions indicated that people had a 
positive attitude towards the agent. The FAQBot describes in [17] a talking head which 
answers questions based on the topics of FAQs. The user types in a question, the FAQBot's 
AI matches an answer to the question, and the talking head speaks, providing the answer to 
the user. 
Other applications of talking head have been envisaged in many other field, such as the im-
provement of language skills, education and entertainment as reported in [18]. As regards 
entertainment, interactive input devices (e.g. Facial Animation, instrumented body suits, 
data gloves and videobased motion-tracking systems) are often used to drive the animation. 
In [19, 20] approaches for acquiring the expressions of the face of a live actor, and to use that 
information to control facial animation are described. Also the MIT Media Laboratory 
Perceptual Computing Section has developed systems that allow realtime tracking and 
recognition of facial expressions as reported in [21, 22]. 
The field of assistive technology has been also explored: in [23] a set of tools and 
technologies built around an animated talking head to be used in daily classroom activities 
with profoundly deaf children has been described. The students enters commands using 
speech, keyboard and mouse while the talking head responds using animated face and 
speech synthesis. On the other hand, if accurate face movements are produced from an 
acoustic vocal message uttered by a human, important possibilities of improving a 
telephone conversation with added visual information for people with impaired hearing 
conversation are introduced [24]. 

2.1 Social implication of a talking head in humanoid robotics 

A brief description of social implication of talking heads is worth of because many current 
research activities are dealing with that. Socially-situated learning tutors with robot-directed 
speech is discussed in [25]. The robot’s affective state and its behavior are influenced by 
means of verbal communication with a human care-giver via the extraction of particular 
cues typical of infant-directed speech as described in [26]. Varshavskaya in [27] dealt with 
the problem of early concept and vocal label acquisition in a sociable robot. The goal of its 
system was to generate "the kind of vocal output that a prelinguistic infant may produce in 
the age range between 10 and 12 months, namely emotive grunts, canonical babblings, and a 
formulaic proto-language". The synthesis of a robotic proto-language through interaction of 
a robot either with human or a robotic teacher was also investigated in [28]. 
Other authors (for example [29, 30, 31, 32]) have investigated the underlying mechanisms of 
social intelligence that will allow it to communicate with human beings and participate in 
human social activities. In [33] it was described the development of an infant-like humanoid 
robot (Infanoid) for situating a robot in an environment equivalent to that experienced by a 
human infant. This robot has a human-like sensori-motor systems, to interacts with its 
environment in the same way as humans do, implicitly sharing its experience with human 
interlocutors, sharing with humans the same environment [32]. Of course, talking heads 
have a very important role in this developments. 
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2.2 Graphical talking heads 

In achieving the above goals, facial animation synthesis often takes two approaches: 3D 
mesh based geometry deformations and 2D image manipulations. In a typical 3D mesh 
approach, a mesh model is prepared which contains all the parameters necessary for the 
subsequent animations. Noh and Neumann describe in [34] several issues of graphical 
talking heads. The model is animated by mesh node displacements based on motion rules 
specified by deformation engine such as vector muscles [35, 36], spring muscles [37, 38], free 
form deformations [39], volume morphing [40], or simple interpolation [41]. If only the 
frontal movements are required, like in application based on mouth animation only, a 2D 
image-based approach is sufficient. 2D based approaches are also attractive for lip reading. 
Ezzat et al. described in [42] a text to audiovisual translator using image warping and 
morphing between two viseme images. Gao et al. described in [43] new mouth shapes by 
linear combinations of several base images. Koufakis et al. describe in [44] how to use three 
basis images captured from different views and synthesize slightly rotated views of the face 
by linear combination of these basis images. Cosatto et al. in [45] describe their algorithm 
based on collecting various image samples of a segmented face and parameterize them to 
synthesize a talking face. By modeling different parts of the face from different sample 
segments, synthesized talking faces also exhibit emotions from eye and eyebrow movements 
and forehead wrinkles. Methods that exploit a collection of existing sample images must 
search their database for the most appropriate segments to produce a needed animation. 
Other work, in particular that described in [43, 44, 46] used Mesh based texture mapping 
techniques. Such techniques are advantageous because warping is computed for relatively 
few control points. 
Finally, there have been attempts to apply Radial Basis Functions (RBF) to create facial 
expressions. In [47] one of these approaches is described. Most approaches warped a single 
image to deform the face. However, the quality obtained from a single image deformation 
drops as more and more distortions are required. Also, single images lack information 
exposed during animation, e.g., mouth opening. Approaches without RBF using only single 
images have similar pitfalls. 

2.3 Mechanical talking heads in humanoid robotic 

When applied to a robot, mechanical talking heads give people a compelling sense that the 
robot is talking to them at a higher level as compared to virtual ones. At Waseda University 
the talking robots WT-1 to WT-5 [3, 4, 5, 6, 7, 8, 9, 10, 11] have been reported to the scientific 
community starting from 2000. The WT1 to 5 talking heads have been developed for 
generated human vocal movements and some human-like natural voices. For emulating the 
human vocalization capability, these robots share human-like organs as lungs, vocal cords, 
tongue, lips, teeth, nasal cavity and soft palate. The robots have increasing features, as an 
increasing number of degree of freedom (DOF) and the ability to produce some human-like 
natural voices. The anthropomorphic features were further improved in WT-4 and WT-5. 
WT-4 had a human-like body to make the communication with a human more easily, and 
has an increased number of DOF. This robot aimed to mimic continuous human speech 
sounds by auditory feedback by controlling the trajectory and timing. The mechanical lips 
and vocal cords of WT-5 have similar size and biomechanical structure as humans. As a 
result, WT-5 could produce Japanese vowels and consonant sounds (stops, fricatives and 
nasals) of 50 Japanese sounds for human-like speech production. Also at Kagawa University 
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researchers dealt with talking heads from about the same years [48, 49, 50, 51]. They 
developed and improved mechanical devices for the construction of advanced human vocal 
systems with the goals to mimicry human vocalization and for singing voice production. 
They also developed systems for open and closed loop auditory control. 

3. An algorithm for the control of a talking head using imitation learning 

The block diagram of the algorithm described in this paper is reported in Fig. 1. According 
to the block diagram, we now summarize the actions of the algorithm. 

Figure 1. Block diagram of the genetic-fuzzy imitation learning algorithm 

First, the operator is asked to pronounce a given word; the word is automatically selected 
from a vocabulary defined to cover all the phonemes of the considered language. Phonemes 
are described through the 'Locus Theory' [52]. 
In particular, the transition between two phonemes is described using only the target one. 
For example we do not consider that in the transition, say, 'no', the phoneme /o/ comes 
from the phoneme /n/ but only an average target configuration of phoneme /o/ is 
considered. 

Figure 2. Membership degrees of phoneme transitions coming from 'any' phoneme. The 
membership degrees for the utterance 'no' are shown. 

Each phoneme is therefore described in terms of articulatory as described in Fig. 2. The 
number corresponding to the articulatory feature is the degree of membership of that 
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feature. These degrees of membership are obtained through genetic optimization, as 
described shortly. For example, in Fig. 3 a string of membership values for the utterance 
/no/ obtained with genetic optimization is reported. 

Figure 3. String of membership degrees for the utterance 'no' 

To summarize, the learning mechanism of the articulatory parameters works as follows: the 
operator, acting as care-giver, pronounces a word and the robot generates an artificial 
replica of the word based on the articulatory and acoustic estimation. This process iterates 
until the artificial word matches the original one according to the operator's judgement. At 
this point the robot has learnt the articulatory movements of the phoneme contained in the 
word. The operator must repeat this process for a number of words. After these phases, the 
speech learning process is completed. 
The synthesis of the output speech is performed using a reduced Klatt formant synthesizer 
[53], whose block diagram is represented in Fig. 4. 

Figure 4. Simplified Klatt model used in this work 

Figure 5. Acoustic parameters of a vowel sound for the first 20 ms 

This system is basically composed by a parallel filter bank for the vocal tract modeling for 
unvoiced sounds and a cascade of filters for the vocal tract modeling for voiced sounds. It is 
controlled by fifteen parameters, namely the first three formants and bandwidths, the 
bypass AB, the amplitude AV for voiced sounds and the amplitudes AF, AH and A2F-A6F 
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for the fricative noise generator, updated every 5 ms. For instance, in Fig. 5 we report the 
parameters of a vowel sound in the very first interval, 20 ms long. 
Since the fuzzy rules, however, describe the locus of the acoustical parameters, a model of 
the parameters profiles has been introduced. The profile of each synthesis parameter 'p' is 
described with four control features, namely the initial and final intervals I(p) and F(p), the 
duration D(p) and the locus L(p), as reported Fig. 6. 

Figure 6. Synthesis parameters profiling in terms of Initial, Final, Duration and Locus fuzzy 
variables, I(p), F(p), D(p) and L(p), respectively 

The I(p) control feature determines the length of the starting section of the transition, whose 
slope and target values are given by the D(p) and L(p) features.  The parameter holds the 
value specified by their locus for an interval equal to F(p) ms; however, if other parameters 
have not completed their dynamic, the final interval F(p) is prolonged. The I(p), F(p), and 
D(p) parameters are expressed in milliseconds, while the target depends on what synthesis 
control parameter is involved; for example, for frequencies and bandwidths the locus is 
expressed in Hz, while for amplitudes in dB. It is worth noting that the initial values of the 
transition depend on the previous target values. 

3.1 Phoneme and Control Parameters Fuzzification 

As mentioned above, the phonemes are classified into broad classes by means of the manner 
of articulation; then, the place of articulation is estimated by genetic optimization. Therefore, 
each phoneme is described by an array of nineteen articulatory features, six of them are 
boolean variables and represent the manner of articulation and the remaining thirteen are 
fuzzy and represent the place of articulation. 
Representing the array of features as (vowel, plosive, fricative, affricate, liquid, nasal | any, 
rounded, open, anterior, voiced, bilabial, labiodental, alveolar, prepalatal, palatal, vibrant, 
dental, velar), the /a/ phoneme, for example, can be represented by the array: 

[1,0, 0, 0,0,0|1, 0.32,0.9, 0.12,1,0,0,0, 0, 0,0,0,0] 

indicating that /a/ is a vowel, with a degree of opening of 0.9, of rounding of 0.32, and it is 
anterior at a 0.12 degree. The /b/ phoneme, on the other hand, can be considered a plosive 
sonorant phoneme, bilabial and slightly velar, and therefore it can be represented by the 
following array: 

[0,1, 0, 0,0,0|1, 0,0,0,0.8, 0.9,0, 0, 0,0,0,0, 0.2]. 

The arrays reported as an example have been partitioned for indicating the boolean and the 
fuzzy fields respectively. Such arrays, defined for each phoneme, are the membership values 
of the fuzzy places of articulation of the phonemes. 
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On the other hand, the I, D, F and L fuzzy variables, defined in a continuous universe of 
discourse, can take any value in their interval of definition. The fuzzy sets for these variables 
have been defined as follows: 

Figure 7. Fuzzy sets of the D(p) fuzzy variable 

• Duration D(p). The global range of this fuzzy variable is 0-130 ms, with trapezoidal 
membership functions as shown in Fig. 7. In Fig. 7 such values are indicated as follows: 

Very Short, Medium Short, Short, Medium, 
  Medium Long, Long, Very Long (1) 

• Initial Interval I(p).  As D(p), this fuzzy variable is divided into trapezoidal membership 
functions in a 0-130 ms interval. The fuzzy values are indicated, in this case: 

Instantaneous, Immediate, Quick, Medium,  
 Medium Delayed, Delayed, Very Much Delayed (2) 

• Final Interval F(p).   The numeric range is 0—130 ms and the fuzzy values are the same 
as indicated for the Initial Interval I(p). 

• Locus L(p). The fuzzy values of this variable depend on the actual parameter to be 
controlled. For AV, AH and AF the fuzzy values are: 

Zero, Very Low, Low, Medium Low, Medium, 
 Medium High, High, Very High (3) 

and their membership functions are equally distributed between 12 and 80 dB with the 
trapezoidal shape shown in Fig. 7. The other gain factors, namely A2F-A6F and AB, take one 
of the following values: 

Very Low, Low, Medium Low, Medium, 
 Medium High, High, Very High (4) 

in the range 0-80 dB with the same trapezoidal shape as before. The values of L(F1), L(F2) 
and L(F3) are named as in (4), with trapezoidal membership functions uniformly distributed 
from 180 to 1300 Hz, 550 to 3000 Hz and 1200 to 4800 Hz for the first, second and third 
formant respectively. For example, the fuzzy sets of L(F1) are shown in Fig. 8. 

Figure 8. Fuzzy sets of the F1 locus 
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Finally, the loci of the bandwidths Bl, B2 and B3 take one of the fuzzy values described in 
(4), and their trapezoidal membership functions are regularly distributed in the intervals 30-
1000 Hz for Bl, 40-1000 Hz for B2 and 60-1000 Hz for B3. 

3.2 Fuzzy Rules and Defuzzification 

By using linguistic expressions which combine the above linguistic variables with fuzzy 
operators, it is possible to formalize the relationship between articulatory and acoustic 
features.
We report as an exemplification, the semplified fuzzy rule of the transitions Vowel-Fricative. 

IF  PO  IS  ANY AND  PI  IS  SONORANT THEN  { 
B(AV)   IS MEDIUM-HIGH 

}
IF  PO  IS  ANY AND  PI  IS   ^SONORANT THEN { 

B(AV)   IS  ZERO  
}

IF PO IS ^LAB AND PI IS ANY THEN {  D(F1) IS MEDIUM-LONG ; 
D(F2) IS MEDIUM-LONG ; 
D(F3) IS MEDIUM-LONG  

}
IF PO IS LAB*SON AND PI IS ANY THEN  { I(AV) IS IMMEDIATE ; 

D(F1) IS MEDIUM ; 
D(F2) IS MEDIUM ; 
D(F3) IS MEDIUM  

}
IF PO IS LAB*^SON AND PI IS ANY THEN { D(F1) IS MEDIUM-SHORT ; 

D(F2) IS MEDIUM-SHORT ; 
D(F3) IS MEDIUM-SHORT 

}
IF PO IS ANY AND PI IS OPEN THEN { B(F1) IS MEDIUM 

}
IF PO IS ANY AND PI IS ^OPEN THEN { B(F1) IS VERY-SHORT 

}
IF PO IS ANY AND PI IS ANTERIOR THEN { B(F2) IS MEDIUM-HIGH 

}
IF PO IS ANY AND PI IS ^ANTERIOR THEN { B(F2) IS LOW 

}
IF PO IS ANY AND PI IS ROUND THEN { B(F3) IS LOW 

}
IF PO IS ANY AND PI IS ^ROUND THEN { B(F3) IS MEDIUM 

}
Since the manner of articulation well partitions the phonemes in separated regions, the rules 
have been organized in banks, one for each manner. 
That is, calling PO and PI the actual and the future phonemes respectively, the set of rules is 
summarized in Fig. 9. The rule decoding process is completed by the defuzzification 
operation, which is performed with the fuzzy centroid approach. 
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Concluding, as shown in Fig. 9, there are several transitions which are performed with the 
same set of rules. For example, all the transition toward fricatives and liquid phonemes are 
realized with the same bank of rules. This is because the related transitions can be 
approximated with a strong discontinuity, and thus they can be considered independent 
from the starting phonemes; the symbol 'CO' used in these banks stands, in fact, for a 
generic consonant sounds. Other banks are missing; this is because they are concerned with 
transitions which occur very rarely in Italian language. 

3.3 Genetic optimization of articulatory and acoustic parameters 

Let us take a look at Fig. 1. Genetic optimization estimates the optimum values of the 
degrees of membership for the articulatory features used to generate an artificial replica of 
the input signal by comparing the artificial with the real signal. The optimal membership 
degrees of the articulatory places minimize the distance from the uttered signal; the inputs 
are the number of phonemes of the signal and their classification in terms of manner of 
articulation.
One of the most important issues of the genetic algorithm is chromosome coding. The chro-
mosome used for the genetic optimization of a sequence of three phonemes is shown in Fig. 10. 

Figure 9. Outline of the bank of fuzzy rules. P0 and P1 represent the actual and target 
phonetic categories. CO denotes a generic consonant 

It represents the binary coding of the degrees of membership. Typical values of mutation 
and crossover probability are around 0.1 and 0.7 respectively. 
An important aspect of this algorithm is the fitness computation, which is represented by 
the big circle symbol in Fig. 1. For the sake of clarity of the Section, we now briefly 
summarize the mel-cepstrum distance measure. 

3.3.1 Mel-Cepstrum distance measure 

Our distance measure uses the well known band-pass Mel-scale distributed filter bank 
approach, where the output power of each filter is considered. We can interpret the output 
of a single band-pass filter as the k-th component of the DFT of the input sequence x(n): 

(5)
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Since we are interested in the center frequencies of the band-pass filters, the k-th frequency 
is moved, with respect to eq. (5), by ir/N. Therefore: 

(6)

Since x(n) is real, the sequence X(n) is symmetric; hence only the first N/2 points are 
sufficient. The inverse transform of the last relation is thus: 

(7)

Figure 10. The binary chromosome obtained by coding 

In conclusion, setting N = N/2, the Mel-cepstrum coefficients can be computed with the 
following relation:  

(8)

where X(k) is the logarithm of the output energy for the k-th triangular filter, N is the 
number of filters and M is the number of Mel-cepstrum coefficients. As reported above, the 
computation of the cepstral coefficients is performed using a band-pass filter bank 
distributed on a Mel frequency scale. The Mel scale is a non linear scale, motivated by 
perceptual studies of the frequency response characteristics of the human auditory system. 
Within the audible frequency range, a pure tone or the fundamental frequency of a complex 
sound produces a psychological effect on the listener. The psychological effect of a given 
frequency is measured in [Mel] according to the following definition: A 40 dB tone at l000Hz 
produces a 1000 Mel effect. Different frequencies produce different effects. It was 
experimentally evaluated that a 2000 Mel response is obtained for a 3100 Hz tone, while a 
500 Mel response is obtained at 400 Hz. The relation between frequency in Hz and Mel it 
was found to be well described by a linear scale in Hz below 1000 Hz and a logarithmic 

scale above 1000 Hz: .

The mel-cepstral distance measure is then defined by: 

(9)

where cia and ci° are the i-th mel cepstral coefficients of the artificial and original phrase. 
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3.3.2 Fitness computation and articulatory constraints 

The fitness, which is the distance measure between original and artificial utterances and is 
optimized by the genetic algorithm, is an objective measure that reflects the subjective 
quality of the artificially generated signal. The mel-cepstrum measure is used to compare 
the artificial signal generated by the fuzzy module and the speech generation module 
against the original input signal. The original and the artificial utterances are first aligned 
and then divided into frames and the average squared Euclidean distance between spectral 
vectors obtained via critical band filters is computed. The alignment between the original 
and artificial utterances is performed by using dynamic programming [54], with slope 
weighting as described in [55] and shown in Fig. 11. 
Therefore, using the mapping curve between the two signals obtained with dynamic 
programming, the mel-cepstral distance D between original and artificial utterances 
represented respectively with X and Y is computed as follows: 

Figure 11. Slope weighting performed by dynamic programming 

where T is the number of frames, K is the number of cepstrum coefficients, is
the non-linear mapping obtained with dynamic programming, is the length of the map, 

cx(i,j) is the j-th Mel-cepstrum of the i-th frame of the original utterance, cy(i,j) is the j-th Mel-
cepstrum of the i-th frame of the artificial utterance, and m(k) are the weights as shown in 
Fig. 11. 
The fitness function of the Place of Articulation (PA), i.e.   the measure to be maximized by 
the genetic algorithm, is then computed as: 

Therefore, the goal of the genetic optimization is to find the membership values that lead to 
a maximization of the fitness, i.e. the minimization of the distance D(X, Y), namely PA = 
argmax {Fitness (PA)}, where PAi is the degree of membership of 
the i-th place of articulation, N is the number of phonemes of the input signal. However, in 
order to correctly solve the inverse articulatory problem, the following constraints, due to 
the physiology of the articulations, have been added to the fitness: 

• it is avoided that a plosive phoneme is completely dental and velar simultaneously; 

• it is avoided that a nasal phoneme is completely voiced; 
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• it is avoided that all the membership degrees are simultaneously less than a given 
threshold;

• it is avoided that two or more degrees of membership are simultaneously greater than 
another threshold. 

The fitness is therefore given by: 

where Pj is the j-th penalty function and Nc is the number of constraints. 
In conclusion, the optimization of places of articulation (PA) can be expressed as follows: 

4. Experimental results 

Our imitation learning algorithm has been tested considering several different aspects. 
Initially, we have considered the convergence issue. In Fig. 12 a typical convergence 
behavior is represented, where 1/Fitness (PA) against number of generation is shown. 
Basing on the results shown in Fig. 12, the experimental results presented in the following 
are obtained with a population size of 500 elements, mutation rate equal to 0.1 and crossover 
probability of 0.75. 

Figure 12. Convergence diagram, i.e. 1/Fitness (PA) versus number of generation for six 
different learning experiments. In the left panel the mutation rate μ is varied and the 
population size is maintained constant to 200 elements. In the right panel the population 
size S is varied and the mutation rate is maintained constant to 0.02

As outlined in Section 3, the speech learning mechanism works as follows: the operator pro-
nounces one word and the talking robot generates an artificial replica of the word based on 
the articulatory and acoustic estimation. This process iterates until the artificial word 
matches the original one according to the operator judgement. More precisely, the robot 
learns how to pronounce a word in terms of articulatory movements using several 
utterances from the same talker. In Fig. 13 is shown a typical fitness error behavior 
considering different utterances of the same word and both non-iterative and iterative 
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learning: in non-iterative learning (left panel), the optimization process starts randomly in 
each optimization process; in iterative learning (right panel) the optimum obtained using 
the previous utterance of the same word is used as a starting point for the new optimization 
process using the new utterance of the word, obtaining usually a better fitness error. 
Iterative learning has another important feature: it allows us to obtain a mean behavior of 
the articulatory parameters for a given word and a given talker. The operator must repeat 
this iterative learning process for a number of words. After these phases, the speech learning 
process is completed. 
Coming back to Fig. 13, it is worth noting that the three descending curves are related to 
three subsequent different pronunciations of the same word. 

Figure 13. Convergence diagram for non-iterative (left panel) and iterative (right panel) 
learning algorithm. Using non-iterative learning, each learning process starts from random 
initial conditions. Using iterative learning, the new learning process starts from the optimal 
parameters obtained from the learning of another utterance of the same word. Each curve of 
this figure is related to the Italian word 'nove' pronounced three times; averaged values are 
depicted 

In Fig. 14 and in Fig. 15 are reported some experimental results related to the analysis of the 
Italian word 'gentile' ('kind'). In the upper panel of Fig. 14 the dynamic behavior of the first 
three formant frequencies is reported. The vertical lines denote the temporal instants of the 
stationary part of each phoneme. It is worth noting that this segmentation is done on the 
synthetic signal but it can be related to the original signal using the non—linear mapping 
between the original and synthetic word obtained by dynamic programming. In the lower 
panel of Fig. 14 the behavior of low and high frequencies amplitudes are shown. 
The trajectories of the places of articulation, estimated with the algorithm, and reported as 
an example in Fig. 15, can be used to shape the various organs of a mechanical vocal tract, 
and consequently, by means of a mechanical linkage, of the mechanical talking head. 
Since the facial motion can be determined from vocal tract motion by means of simple linear 
estimators as shown by Yehia et al. in [13], we used the same parameters to control a 
graphical talking head. Yehia et al. in [13] built an estimator to map vocal-tract positions to 
facial positions. Given a vector y of vocal-tract marker positions to a vector x of facial 
positions, an affine transformation is defined by 

(10)
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with μx = E[x] and μy = E[y] the expected values of x and y. Arranging all the frames of 
vocal-tract and facial data training sets in singles matrices Y and X, where Mtr is the number 
of vectors contained in the training set, an estimation of Tyx is given by 

 (11) 

where Y0 and X0 are given by Y and X subtracting the corresponding expected value from 
each row respectively. Using this linear estimation and the articulatory parameters of our 
algorithm, we animated a graphical talking head. 
To generate an artificial face, a synthetic 3D model was used and visualized in OpenGL 
under controlled illumination as shown in Fig. 16. The Geoface 3-D facial mesh [56] was 
used for the experiment and tesselated to a high degree for utmost smoothness in the 
surface normal computation. Some muscles around the mouth have been added in order to 
obtain the correct facial movements during articulation of vowels and consonants. 

Figure 14. Acoustic analysis of the Italian word 'gentile' obtained with the genetic-fuzzy 
imitation learning algorithm 
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Figure 15. Places of articulation of the Italian word 'gentile' estimated with the genetic-fuzzy 
imitation learning algorithm 

Figure 16.  In the left panel is shown the mesh model of the talking head.   In the right panel, 
a skin has been added to the model 

Figure 17. Some frames of the Italian utterance "tanto gentile e tanto onesta pare" as 
pronounced by the talking head 
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The linear model between the articulatory movements and the facial movements, as 
described by eq. (11), has been estimated on the basis of the MOCHA-TIMIT data base. 
MOCHA-TIMIT [57] is a database of articulatory features that considers a set of 460 
sentences designed to include the main connected speech processes in English, pronounced 
by two speakers, a male and a female. This database includes articulatory and acoustic data 
recorded in studies on speech production. Some instruments, namely EMA and EPG, have 
been used for the production of MOCHA-TIMIT. EMA (electromagnetic articulography) is a 
technique which allows articulatory movements to be monitored by means of small 
electromagnetic coils attached to vocal-tract structures in the mid-sagittal plane. Possible 
measurement points are situated on the tongue, the upper and lower lips, the mandible, and 
the velum. In addition, coils are generally attached to fixed structures such as the bridge of 
the nose and the upper central incisors to provide a maxillary frame of reference. 
Alternating magnetic fields generated by transmitter coils make it possible to measure the 
position of each receiver coil relative to two orthogonal axes in the midsagittal plane, with a 
measurement bandwidth typically ranging from DC up to about 250 Hz [58]. EPG 
(electropalatography) is a technique for recording the timing and location of tongue-palate 
contact patterns during speech [59]. It involves the subject wearing an artificial plate 
moulded to fit the upper palate and containing a number of electrodes mounted on the 
surface to detect lingual contacts. 
A set of common phonemes between English and Italian language pronounced by the male 
speaker has been extracted from MOCHA-TIMIT database, and the movements of the lips 
related to the articulatory features has been recorded in the form of eq. (11). 
In Fig. 17 are shown three picture of the talking head pronouncing the Italian utterance: 
"Tanto gentile e tanto onesta pare" . Informal audio-visual tests show that the algorithm is 
able to produce correct results. 

5. Discussion and Final remarks 

The estimation of articulatory static and dynamic configuration is one of the most difficult 
problems in voice technology. Several approaches have been attemped during the past 
years, and most of the difficulties are due to the fact that the articulatory-acoustic relation is 
not unique: different articulatory configurations can produce the same signal. The problem 
can be faced with suitable constraints which are needed to avoid the unrealistic 
configurations. One on the last work in this area has been reported in [60], which estimated 
articulatory parameters by finding the maximum a posteriori estimate of articulatory 
parameters for a given speech spectrum and the state sequence of a HMM—based speech 
production model. 
This model consists of HMMs of articulatory parameters for each phoneme and an 
articulatory-to-acoustic mapping that transforms the articulatory parameters into the speech 
spectrum for each HMM state. The authors constructed the model by using simultaneously 
observed articulatory and acoustic data for sentence utterances, which was collected by 
using an electro-magnetic articulo-graphic (EMA) system. 
Our system does not use EMA at all, trying to get the right articulations with several penalty 
factors. For this reason, the audio-video result is not always correct and it needs a judgment 
by the operator. 
We emphasize the following final remarks. 
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• Our algorithm generates allophonic variations of the phonemes.   In other words, since 
the described procedure performs a sort of interpolation among the acoustical 
parameters, the actual phonemic realization depends on the phonetic context. 

• Our fuzzy model can be easily modified and tuned because the fuzzy rules are 
expressed in a linguistic manner. 

• Many further optimizations are possible, in terms of genetic algorithm and in terms of 
the fuzzy rules which could be automatically estimated instead of being defined from 
phonetic knowledge on its own, as we did. 

• Our algorithm could be used as a design tool of mechanical talking heads because the 
artic ulatory parameters can be easily added or deleted from the fuzzy rules and their 
effects of the modification can be immediately verified. 

• Finally, is has to be noted that in this paper we implemented only the rules pertaining 
to the Italian language.   This does not limit the generality of our method:  if a different 
language has to be considered, new banks of fuzzy rules could be added and the 
previous banks could be modified. 

6. Conclusions 

In this Chapter we have dealt with the articulatory control of talking heads, which can be 
either graphical or mechanical. A novel approach for the estimation of articulatory features 
from an input speech signal is described. The approach uses a set of fuzzy rules and a 
genetic algorithm for the optimization of the degrees of membership of the places of 
articulation. The membership values of the places of articulation of the spoken phonemes 
have been computed by means of genetic optimization. Many sentences have been 
generated on the basis of this articulatory estimation and their subjective evaluations show 
that the quality of the artificially generated speech is quite good. As compared with other 
works in acoustic to articulatory mapping, which generally compute the vocal tract area 
functions from actual speech measurements, our work present a method to estimate the 
place of articulation of input speech through the development of a novel computational 
model of human vocalization. 
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1. Introduction  

Recently there are many humanoid robot research projects for motion generation and 
control, planning, vision processing, sound analysis, voice recognition and others. There are 
many useful results for these elementary technologies by the effort of researchers. The 
humanoid robot HOAP (Fig.1, Fujitsu Automation) contributed these researchers and I also 
received a benefit from this robot for motion generation and control investigation. And in 
parallel, several researchers are working on formulation as a system based on these 
elementary technologies. The researchers in this area think how to integrate the system 
using many technologies and how to realize a suitable system for a certain purpose. 

Figure 1. Humanoid robot, HOAP 

There are two ways of thought to build the system, “top-down” and “bottom-up” (Minsky, 
1990). Standing to “top-down” approach, they analyze the system regarding the total system 
balance and determine the interface between the elements from the total system demand. In 
this case, they must consider the efficiency to build the system and investigate the re-use 
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technology. The typical example using this way is Humanoid Robot Project (HPR, 
Nakamura et al., 2001) in Japan. They analyze the tasks for each purpose, search common 
technologies and integrate these modules. 
On another hand, “bottom-up” approach researcher try to design the small units and to 
make some rules for building the system using these units.  In this area, there are some 
important results (Hawking, 2004). But there are very few results far less than ones based on 
“top-down” approach, because it’s difficult to make a small unit model and to make rules 
for all purposes needed for humanoid robots. 
I show the design of a unit for ``bottom-up'' approach in this chapter. This design is based 
on an artificial neural network model. The concept of this design differs from ordinary 
neural networks. It’s for building the total software system of humanoid robot. 

2. Neural Network 

Because an artificial neural network is a mathematical model of biological neural network, it 
is expected to be a suitable model for building humanoid robot software system. But several 
researches on this area do not stand to this purpose. Many of them are related to new type 
mathematical problems, non-linear equation system. Such non-linearity is a part of reason 
for difficulty to build the large scale software system. The non-linearity must be in the 
connections, must not be in the neuron model itself. I give a reason and explain in last part 
of this section. 
In this section, I outline the suitable model for building the large scale software system like 
humanoid robot one. The non-linearity scrambled out of neuron. First, I describe ordinary 
non-linear neural network shortly. It’s as a non-linear investigation tools. 

2.1 Tool for Non-linear Research 

The research of artificial neural network has a long history (Mcculloch, 1943). Some people 
believe this research area is a new activity for strong non-linearity and chaos related 
phenomena. Usually, the mathematical neuron models have the non-linearity, for example, 
sigmoid function. And the very useful learning method, back propagation (BP) is developed 
based on such a non-linearity. But it’s important to remind that the non-linear phenomena 
research and the neural network one are two different things.  
The neural network using strong non-linearity has ups and downs. In the case of high 
dimensional problem, the strong non-linear network has an upper hand over linear ones 
(Barron, 1993). The invention of back propagation method may be a landmark event.  
This very useful method is applied to various kinds of problem. Some researchers use the 
threshold for a layered neural network (Nakano, 1972) and developed the method for 
association. It might be a promising step to brain function. In some cases, the non-linear 
factor has a superiority than the combination of linear factors (Barron, 1993). Some 
researchers also use the threshold for a neural oscillator (Kimura, 2003) and are interested in 
a phenomenon of limit cycle and entrainment between input signal and internal state. There 
researches demonstrate that the very small scale non-linear oscillator has functions of 
motion generation and adjusting itself to the variety of environment. It's amazing result. But 
this group suffers from the disadvantage of scale problem. 
A particular kind of non-linearity can produce multiple jobs. On the other hand, a linear 
system cannot perform like this. But it's impossible to combine a number of non-linear 
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networks because there are strong interferences among networks even if each network is 
well constructed. 
The artificial neural network is the mathematical model of biological neural network. 
Fundamentally speaking, an artificial neural network is a word categorized in a biologically 
inspired engineering and the non-linearity is a mathematical term. These are the words that 
are quite different research regions. All mathematical model based on biological neural 
network is an artificial neural network. 
The research of engineering using non-linear effect is interesting and might be useful and 
proper biological model. But, we must give more attention to an alternative roll of artificial 
neural network, common notation for a large scale system. 
Human's or animals' brain consist of biologically neural network. And these are very large 
scale systems. Therefore it is easy to get the idea that the artificial neural network can be 
applied to a large scale system. 

2.2 Tool for Building the robot system 

Generally a notation of neural network is simple. It consists of neurons and wirings as 
shown in Fig. 2. Such a uniform notation has a possibility for a common language of a huge 
variety of systems. For whole humanoid robot software system, we need many categories of 
systems, motion generation and control, vision processing, sound analysis and etc. I discuss 
the neural network model that is suitable for that sake of common language for all purpose 
of humanoid robot software system.  

Figure 2. Neural Network 

postsynaptic cell 
presynaptic cell 

disinhibition

disfacilitation

Figure 3. Disinhibition, disafacilitation  
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Because the many engineering systems draw on linear operations, the goal system must be 
able to express the linear system for both algebraic and differential equation. There are 
many examples indicating this fact. PD control, the fundamental feedback control, outputs 
the value proportional to the input of position and velocity. Correlation calculation is for 
recognition of many things and it needs inner product between input and template. There 
operations are based on linear algebra. Moreover, PID control needs the integrator. The 
linear differential equation can output the some special functions, that is, triangle functions, 
polynomials and other eigen functions. In addition, the logical calculation is important for 
conditional process. As a result, the system must describe the following: 

• linear algebra 

• differential equation 

• logical calculation 
There are several formulations satisfying the above conditions. I use the following simple 
formula in the system. 
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The left hand side represents the “delay”.  The parameter iε is the “delay” scale. kji yyy ,,

are state quantity of neurons. ijkijkij CCC ′,,  are connection weight, constant. ()H is a step 

function. Because all information transmission has delay in natural world, this formula is 
reasonable. The first term of right hand side is a linear connection, the second term is a 
bilinear connection and the third term is a digital bilinear connection. It becomes the linear 

equation putting 0,, →′ijkijki CCε  as follows: 
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It becomes an integrator for solving the differential equations. 

It becomes a neuron keeping constant value, putting ∞→iε  as follows:  
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Bilinear connection is for the important operation, that is, measurement, higher order 
polynomial and triangle functions, inner product and etc. This mechanism is the model of 
biological fact, disinhibition or disfacilitation (Fig.3). 
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I should notice that this model has the similarities with fluid mechanics or something like 
that. Because Newtonian equation show the acceleration is exactly proportional to the 
external force, the motion equation of a infinitely small fluid particle is linear.  But, The 
Navier-Stokes equation is a famous as non-linear equation system. In this case, the non-
linearity also come from the interaction among particles. Most non-linearity is come from 
the interactions among a number of linear systems in natural world. 
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Figure 4. Neuron model 
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Figure 5. Logical operation 

I show the outline of the model in Fig.4. Using this neural network, the logical operations 
(or, and, not, xor) can be expressed as Fig.5. I developed a language for the above concepts. I 
call this RNN language. NueROMA (Nagashima, 2004), Fujitsu Automation's Product, 
includes RNN language simulator, RNN language executer, dynamics simulator of rigid 
body system, RNN graphic editor as shown in Fig.6. You can download the trial NueROMA 
software including language specification using BNF (Dick, 1991).Table 1 show the neuron 
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notation in this system.  Table 2 show the connection notation. Table3 show the simple 
example of network. The digital switch is a digital bilinear connection. The threshold is a 
special case of digital switch. Table 4 show the practical example.  

Network notation RNN language notation Remarks 

, var a; Neuron 

,V
V

const V=1; 
var a=V; 

Neuron with initial value 

const eps=0.1; 
var a(eps); 

Neuron with delay 
parameter

V

const V=1; 
const eps=0.1; 
var a(eps)=V; 

Neuron with delay 
parameter and initial value 

0 +, var a(0.0); Terminal neuron 

Table 1. Neuron notation 

Network notation RNN language notation Remarks 

const C=1.2; 
var n1, n2; 
…
n1 := C*n2; 

Connection

var n1, n2, n3; 
…
n1 := n2 * n3; 

Bilinear connection 

var n1, n2, n3; 
…
n1 := if(0<n2) 1 * n3; 

Digital switch 

var n1, n2; 
…
n1 := 1 * (0<)n2; 

Threshold

var(eps00) = V0; 
…
var n1(eps); 

Variable delay 
parameter

Table 2. Connection Notation 



Bilinear Time Delay Neural Network System for Humanoid Robot Software 503

Network notation RNN language notation Mathematical notation 

ε

ε

1

C−

1

C

circuit cir1 { 
 const C = 1.0; 
 const eps = 0.1; 
 var y1(eps) = 0.0; 
 var y2(eps) = 0.0; 
 y1 := 1.0 * y1 + C * y2; 
 y2 := 1.0 * y2 – C * y1; 
}

122
2

211
1

Cyyy
dt

dy

Cyyy
dt
dy

−=+

+=+

ε

ε

Table 3. RNN Example 

Network Remarks 

ε
1

1 Integrator

Inner Product 

Table 4. Practical RNN Example 

Figure 6. Nueroma, the neural network editing and simulation tool  

3. Basic Element Structure 

There are many kinds of neural network until now. But the relationship among them is not 
discussed circumstantially. Especially, the researchers did not give much thought to the 
transformation between these. It’s not a problem if neural network is for a part of software 
system. But it’s not a good approach for building the whole software system. 

)(tf

V
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The purpose of the discussion in this chapter is to propose the neural network system for 
total robot software system. The goal of this discussion is the notation for dynamically 
growing neural network. For this goal, it is necessary to discuss the relationship between 
some models and the transformation from a typical neural network model to another. In this 
section, I discuss the important sub-networks and their relationship.  

3.1 Linear Mapping, Correlation Calculation, Associative Memory 

Linear transformation is a basic operation for proposed model. Using this operation I can 
build the correlation calculation network for estimate the similarity between an input and 
the template. Adding the threshold mechanism to this, the associative memory can be gotten 
(Nakano, 1972). 

3.2 CPG 

CPG is investigated by biological researcher (Grillner, 1985). It becomes known that a 
biological neural network can generate the non-zero output without input. This fact can be 
modelled using a successive linear transformation. I show the modification process using 
simple example. First, think the simple linear transformation, the above chart of Fig.7 can be 
describe by following equation: 
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This equation is a kind of associative memory. Next, think the successive transformation of 
this equation as follows: 
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This numerical sequence becomes as middle below chart of Fig.7. The cycle is just 6. Lastly, 

think the limitation of infinitely small time i and the following equation can be gotten: 

1

2

2

1 , y
dt

dyy
dt

dy
=−=  (6) 

Then,

01

1 =+ y
dt

dy
 (7) 

This equation has a triangle function with the cycle, )6(2 ≈π . I call the network like this 

CPG. CPG is considered as a successive associative memory. Fig.7 and Fig.8 show the 
process diagram of the transition from the simple linear transformation to CPG. CPG in 
Fig.8 output a linear function. 
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If it is assumed that this network is an associative memory, output of the network called a 
recall. Second network shows a successive recall using the same network. A broken line in a 
bottom graph shows this network output through time. Third network shows a continuous 
recall. A solid line in a bottom graph shows the continuous recall output. It is a CPG. 

3.3 Bilinear, Parametric Resonance 

Bilinear connection is a variable coefficient equation from the view of linear mathematics. 
Using the mechanism, the inner product, parametric resonance and some important 
calculation are realized.  

3.4 Chaos 
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Figure 6. Associative memory and cyclic CPG 
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The low order chaos can be realized by a proposed system. But to keep the network 
understandable is very important to realize the large scale system. It is strongly 
recommended to use such a network carefully. Fig. 9 shows the network representing a 
Lorentz equation (Lorenz, 1963) as follows: 
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Figure 8. Neural network expression of Lorenz equation 

4. Guideline for System Building 

In this section, I discuss about the guideline for building the system. Usually the 
environments around a robot are very complicated. It is expected that a robot adjust itself 
for such environments. Mathematically these complexities are represented by non-linear 
equation systems. We can formulate an equation system in a few cases and cannot formulate 
that in many cases. Hence we need an algorithm to solve the non-linear equation system in 
the both given and unknown cases systematically. 

4.1 Perturbation Method 

In old days, astronomical scientist wanted to determine the orbit of planets. But it was hard 
because the governing equation system has non-linearity (Poincare, 1908) and they did not 
have a good calculation machine for numerical solution. Therefore, they developed 
perturbation method for getting the approximate solution of such a non-linear equation 
system.  
If we can set up the equation system to determine the coefficient of neural network, we can 
use the perturbation techniques even if the system has non-linearity. A lot of techniques are 
developed (Hinch, 1991, Bellman, 2003). In this section, I show you a basic example using 
following equation(Hinch, 1991): 

012 =−+ xx ε  (9) 

This equation is analytical solved and has the solution as follows: 

2

4

1
1

2

1 ε+±−=x  (10) 

For the explanation of perturbation technique, I assume ε  is a small parameter and can be 

ignored in a first step as follows: 

012 =−x  (11) 

This equation is easily solved and has solution, 1±=x . This solution is a first 

approximation of the solution of Eq. (11) in a sense of perturbation technique. ε  is small but 

not equal to zero, we can assuming x  as follows: 

+++= 2

210)( εεε xxxx  (12) 
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Substituting this equation into Eq.(11), we get the following sequential equations and 
solutions: 
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I choose the positive solution in the above.  I show these approximate solutions and exact 

solution in Fig.10. It is noteworthy that it is good approximation even in the region, 1≈ε .
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Figure 9. Simple example of perturbation 

In the case of differential equation system, the same concept is applied. For example, the 
following solution is a one of typical expansion for the equation having cyclic solution. 

++++= tctstcctx 2cossincos)( 2110  (12) 

For the equation having non-cyclic solution, the expansion ,,, 32 ttt  is suitable assuming 

t  is small. There are many types of expansion. See the references (Hinch, 1991, Bellman, 

2003), for the variety of examples. 

4.2 Numerical Perturbation Method 

Unluckily if we cannot get the governing equation system, the same concept can be applied 
to solving the problem. I call this process “numerical perturbation method” and discuss in 
the section “Motion Generation and Control” and its references. 

5. Applications 

In this section, I show some applications based on this method concretely. 
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5.1 Forward Kinematics 

First of all, I show the basic problem in robotics, forward kinematics. The forward 
kinematics is the combination of triangle functions.  Then, I start the discussion with the 
triangle function. To realize the triangle function in this system, Taylor-Maclaurin expansion 
is used as follows: 

2

210)( θθθ cccy ++=  (19) 

where y  is a arbitrary function of θ  and 210 ,, ccc  are constants. I show the general neural 

network for such a expansion in Fig.11(a), and the concrete example, θsin  (Eq.(20)) in 

Fig.11(b). 
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Figure 11. Taylor expansion neural network 
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Fig.12 shows the result of such an approximation. In this figure, the heavy line is θsin , the 

other lines are approximate solution, )(nO  represents )( nO θ  solutions. In this case, 

)17(O  solution is drawn, but it’s just on the exact solution’s line.

5.2.1 Analytical Method 

In this sub-section, I show illustrative case. The simple arm (Fig.13) kinematics solution can 
be solved analytically as follows: 
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The neural network representing this equation is as Fig. 14 

5.2.2 Numerical Method 

The kinematics problem is a fitting problem for multivariable polynomial. Then this 
problem is determining coefficients problem assuming the position is as follows: 
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To determine coefficients problem is calculation follwing values from the actual 
measurements.
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Figure 13. Simple Arm 
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Figure 14. Kinematics neural network 
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Fig. 15 show the growing neural network in this process. 
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Figure 15. Kinematics neural network by learning process 
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5.2 Inverse Kinematics 

In this sub-section, I discuss the inverse kinematics problem. In this problem, the solution 
has an inverse trigonometric function. 

5.2.1 Analytical Method 

The inverse kinematics of the arm (Fig.13) has 4 type solutions. In this sub-section, I only 
discuss following solution. The other solutions can be considered in the similar way. 
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In the similar fashion as the forward kinematics, there is a convergence radius problem of 

the Taylor expansion of the term, )/(cos),/(tan,/1 11 rzyxy −−
. It can be avoidable 

using the concept of analytical continuation. For example, because the 

function, )/(tan 1 yx−
 has the singular points at i± , the expansion near 0/ =yx  breaks 

down near 1± . Fig.16 show the example of region splitting for )/(tan 1 yx−
. Such 

techniques keep a high accuracy for wide range. Fig. 17 shows a part of the neural network 
using such techniques. It includes the digital switch neuron. 
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5.2.2 Numerical Method 

If we do not have the information of arm, the above technique can be applied numerically. 
In this case, the neural network has the some polynomials with digital switch (Fig.17). 
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Figure 17. A part of inverse kinematics neural network 

5.3 Motion Generation and Control 

There are many references about the motion generation and control using this system. See 
references(Nagashima, 2003). Fig. 18 show the example of growing neural network for 
motion. 

ε

ε ε

Output Neuron
Output Neuron

(a) Cyclic motion
(b) Non-cyclic motion

Figure 18. Typical perturbation process for motion neural network 
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Figure 19. An example of motion neural network 
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Figure 21. Experiments using HOAP 
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Fig. 19 shows the neural network example for real motion. Fig. 20 shows the feedback neural 
network for stabilize the upper body of humanoid robot. Fig. 21 shows the HOAP, 
humanoid robot for experiment of walk. 

5.4 Sound Analysis 

It is popular that the Fourier transformation (FT) is applied to the pre-processing of a sound 
analysis. Usually neural network for sound analysis uses the result of this FT. But it's 
unnatural and wrong in a sense of neural network as a total system basis. In this section, I 
discuss the problem of the transformation of signal. 
Proposed model can compose the differential equation for triangle functions as shown in 
previous section. I call this network CPG. Putting the signal to the neuron and wire of this 
CPG, this becomes the resonator governed by the following equation, 
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Figure 22. Central Pattern Recognizer (CPR) 
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where s is input signal, fm δδωβ ,,, are constants determined by connection weights, 

21, yy  are neuron value. Fig. 22 shows the neural network for this. It vibrates 

sympathetically with the input signal and this can recognize a specific frequency signal. I 
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call this network Central Patten Recognizer (CPR). Using a number of this network, it is 
possible to create the network which function is very similar to FT. Fig.23 shows the 
elements of cognitive network, CPR. Fig.24 shows the output of this network and it is a two-
dimensional pattern. The sound analysis problem becomes the pattern recognition of this 
output. The pattern recognition problem is solved by the fitting function problem similar to 
kinematics problem. 
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Figure 23. Sound analyzing neural network 

Figure 24. Example of sound analyzing results using CPR 

nA

1A



Bilinear Time Delay Neural Network System for Humanoid Robot Software 517

5.5 Logical Calculation 

Logical calculation is a basic problem for neural network in old days. Especially, exclusive-
OR problem offer the proof that perceptron cannot solve the non-linear problem. In this 
section, I show examples which can solve the nonlinear logic problem using proposed 
system. Fig.5 shows the basic logical calculations, (or, and, not, xor).  Fig.25 shows the 
simple application network. It shows the half adder which is the lowest bit adder circuit in 
an accumulator. 
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Figure 25. Half adder 

5.6 Sensor Integration 

The goal of this method is an integration of software system. The fusion of sensor problem is 
a well-suited application of this model. The concept of an associative memory is known as  
the introduction to a higher cerebral function. Especially, autocorrelation associative 
memory is important (Nakano, 1972). This concept can restore the noisy and muddy 
information to original one. Proposed model can work out this concept through the multiple 
sensing information. This fact is very important. Proposed model can treat the all sensing 
data evenly. In a similar fashion, the sensing result information at any levels can be treated 
evenly.

6. Conclusion 

In this chapter, I describe the neural network suitable for building the total humanoid robot 
software system and show some applications. This method is characterized by 

• uniform implementation for wide variety of applications  

• simplicity for dynamically structure modification  
The software system becomes flexible by these characteristics.  Now, I’m working on the 
general learning technique for this neural network. There is a possibility free from NFL 
problem (Wolper, 1997).  

This chapter is originally written for the RSJ paper in Japanese (Nagashima, 2006). 
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1. Introduction  

A key area of robotics research is concerned with developing social robots for assisting 
humans in everyday tasks. Many of the motion skills required by the robot to perform such 
tasks can be pre-programmed. However, it is normally agreed that a truly useful robotic 
companion should be equipped with some learning capabilities, in order to adapt to 
unknown environments, or, what is most difficult, learn to perform new tasks. 
Many learning algorithms have been proposed for robotics applications. However, these 
learning algorithms are often task specific, and only work if the learning task is predefined 
in a delicate representation, and a set of pre-collected training samples is available. Besides, 
the distributions of training and test samples have to be identical and the world model is 
totally or partially given (Tan et al., 2005). In a human world, these conditions are 
commonly impossible to achieve. Therefore, these learning algorithms involve a process of 
optimization in a large search space in order to find the best behaviour fitting the observed 
samples, as well as some prior knowledge. If the task becomes more complicated or multiple 
tasks are involved, the search process is often incapable of satisfying real-time responses. 
Learning by observation and imitation constitute two important mechanisms for learning 
behaviours socially in humans and other animal species, e.g. dolphins, chimpanzees and other 
apes (Dautenhahn & Nehaniv, 2002). Inspired by nature, and in order to speed up the learning 
process in complex motor systems, Stefan Schaal appealed for a pragmatic view of imitation 
(Schaal, 1999) as a tool to improve the learning process. Current work has demonstrated that 
learning by observation and imitation is a powerful tool to acquire new abilities, which 
encourages social interaction and cultural transfer. It permits robots to quickly learn new skills 
and tasks from natural human instructions and few demonstrations (Alissandrakis et al., 2002, 
Breazeal et al., 2005, Demiris & Hayes, 2002, Sauser & Billard, 2005). 
In robotics, the ability to imitate relies upon the robot having many perceptual, cognitive 
and motor capabilities. The impressive advance of research and development in robotics 
over the past few years has led to the development of this type of robots, e.g. Sarcos (Ijspeert 
et al., 2002) or Kenta (Inaba et al., 2003). However, even if a robot has the necessary skills to 
imitate the human movement, most published work focus on specific components of an 
imitation system (Lopes & Santos-Victor, 2005). The development of a complete imitation 
architecture is difficult. Some of the main challenges are: how to identify which features of 
an action are important; how to reproduce such action; and how to evaluate the 
performance of the imitation process (Breazeal & Scassellati, 2002). 
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In order to understand and model imitation ability, psychology and brain science can 
provide important items and perspectives. Thus, the theory of the development of imitation 
in infants, starting from reflexes and sensory-motor learning, and leading to purposive and 
symbolic levels was proposed by Piaget (Piaget, 1945). This theory has been employed by 
several authors (Kuniyoshi et al., 2003, Lopes & Santos-Victor, 2005) to build robots that 
exhibit abilities for imitation as a way to bootstrap a learning process. Particularly, Lopes 
and Santos-Victor follow a previous work of Byrne and Russon (Byrne & Russon, 1998) to 
establish two modes of imitation defined in terms of what is shared between the model and 
the imitator (Lopes & Santos-Victor, 2005):  

• Action level: The robot replicates the behaviours of a demonstrator, without seeking to 
understand them. The robot does not relate the observed behaviour with previously 
memorized ones. This mode is also called ‘mimicking’ by the authors. 

• Program level: The robot recognizes the performed behaviour so it can produce its own 
interpretation of the action effect. 

These modes can be simultaneously active, allowing for an integrated effect. 
This chapter is focused on the development of a complete architecture for human upper-
body behaviour imitation that integrates these two first modes of imitation (action and 
program levels). However, in order to simplify the described imitation architecture, and, in 
particular, to simplify the perception system, manipulated tools will not be taken into 
account.  
Two main hypothesis guide the proposed work. The first is the existence of an innate 
mechanism which represents the gestural postures of body parts in supra-model terms, i.e. 
representations integrating visual and motor domains (Meltzoff & Moore, 1977). This 
mechanism provides the action level ability and its psychological basis will be briefly 
described in Section 2. The second hypothesis is that imitation and learning by imitation 
must be achieved by the robot itself, i.e. without employing external sensors. Thus, invasive 
items are not used to obtain information about the demonstrator's behaviour. This approach 
is exclusively based on the information obtained from the stereo vision system of a HOAP-I 
humanoid robot. Its motor systems will be also actively involved during the perception and 
recognition processes. Therefore, in the program level, the imitator generates and internally 
performs candidate behaviours while the demonstrator's behaviour is unfolding, rather than 
attempting to classify it after it is completed. Demiris and Hayes call this "active imitation", 
to distinguish it from passive imitation which follows a one-way perceive - recognize - act 
sequence (Demiris & Hayes, 2002). 
The remainder of this chapter is organized as follows: Section 2 briefly discusses several 
related work. Section 3 presents an overview of the proposed architecture. Sections 4 and 5 
describe the proposed visual perception and active imitation modules. Section 6 shows 
several example results. Finally, conclusions and future work are presented in Section 7. 

2. Related work 

2.1 Action level imitation 

Action level imitation or mimicking consists of replicating the postures and movements of a 
demonstrator, without seeking to understand these behaviours or the action's goal (Lopes & 
Santos-Victor, 2005). This mode of imitation can be shared with the appearance and action 
levels of imitation proposed in (Kuniyoshi et al., 2003). 
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Psychology can help to develop the action level imitation mode in a robot. Thus, different 
theories have been proposed to justify the mimicking abilities presenting very early neonatal 
children. The innate release mechanism (IRM) model (Lorenz, 1966) can be briefly stated as 
the mechanism which predisposes an individual organism to respond to specific patterns of 
stimulation from its external environment. Thus, this model postulates that the behaviour of 
the teacher simply triggers and releases equivalent fixed-action-patterns (FAPs) by the 
imitator. Although IRM can be used to model the action level imitation, there is an 
important reason that makes it a bad candidate to inspire the general approach to this 
imitation mode on an autonomous robot. IRM denies any ontogenetic value to immediate 
imitation and emphasizes instead the developmental role of deferred imitation (Piaget, 
1945). This implies the complete knowledge of the set of FAPs. The precise specification of 
this set is always complex and, at present, it has not been provided. In any case, it is clear 
that the range of imitated actions is wide and difficult to define. This claim has been also 
discussed from the psychology point of view. Research has shown that it is very probable 
that humans present some primitive capacity for behavioral matching at birth (Meltzoff & 
Moore, 1989). It is difficult to explain the imitation ability of a very early neonatal child 
based on its knowledge of a complete and previously established set of FAPs. Meltzoff and 
Moore pose two alternative explanations to the early presence of this mimicking ability in 
neonatal children (Meltzoff & Moore, 1977): i) the existence of an innate mechanism which 
represents the postures of body parts in terms integrating visual and motor domains; and ii) 
the possibility of creating such supra-modal representations through self exploratory "body 
babbling" during the fetus period. Although this self-learning stage will be really performed, 
it would not permit to imitate behaviours like facial expressions that the neonatal child has 
never seen before. Therefore, these authors theorize that neonatal imitation is mediated by a 
process of active intermodal mapping (AIM) (Meltzoff & Moore, 1989). AIM hypothesis 
postulates that imitation is a matching-to-target process. Infants' self-produced movements 
provide proprioceptive feedback that can be compared to the visually-perceived target. AIM 
proposes that such comparison is possible because the perception and generation of human 
movements are registered within a common supra-modal representational system. Thus, 
although infants cannot see their own bodies, these are perceived by them. They can 
monitor their own movements through proprioception and compare this felt activity to 
what they see. A similar hypothesis has been formulated by Maurer and Mondloch (Maurer 
& Mondloch, 2005), but while Meltzoff's AIM hypothesis appears to be activated as a choice 
made by the infant, they argue that, largely because of an immature cortex, the neonatal 
child does not differentiate stimuli from different modalities, but rather responds to the total 
amount of energy, summed across all modalities. The child is aware of changes in the 
pattern of energy and recognizes some patterns that were experienced before, but is 
unaware of which modality produced the pattern. As a result, the neonatal child will appear 
to detect cross-modal correspondences when stimuli from different modalities produce 
common patterns of energy change. Thus, the response of an infant is a by-product of what 
is termed neonatal synesthesia, i.e., the infant confuses input from the different senses. 
Many mobile robot imitation approaches are closer to these hypothesis models, especially 
when the goal is not to recognize the behaviour performed by the demonstrator, but imitate 
it directly. Besides, research on imitation in robotics usually takes the approach of studying 
learning by imitation, assuming that the robot already possesses the skill to imitate 
successfully and in turn exploits this ability as a means to acquire knowledge. That is, it is 
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typically assumed the innate presence of an imitation ability in the robot. Thus, the robot in 
(Hayes & Demiris, 1994) tries to negotiate a maze by imitating the motion of another robot, 
and it only maintains the distance between itself and the demonstrator constant. The 
humanoid robot Leonardo imitates facial expressions and behaviours, in order to learn new 
skills and also to bootstrap his social understanding of others, by for example inferring the 
intention of an observable action (Breazeal et al., 2005). A computational architecture that 
follows more closely the AIM model was proposed in (Demiris et al., 1997). Experiments 
performed on a robot head in the context of imitation of human head movements show the 
ability of this approach to imitate any observed behaviour that the hardware of the robot 
system can afford. 
In the AIM model, children may use imitation for subsequent learning; but they do not have 
to learn to imitate in the first place. Other authors support the hypothesis that the supra-
modal representations that integrate visual and motor domains can be created by the robot 
through self-exploration. The biological basis of this approach can be found in the 
Asymmetric Tonic Neck reflex (Metta et al., 2000) which forces neonatal children to look at 
their hands, allowing them to learn the relationships between visual stimuli and the 
corresponding motor action. In the action-level imitation models described in (Lopes & 
Santos-Victor, 2005, Kuniyoshi et al., 2003), the robot learns the supra-modal representations 
during an initial period of self-exploration while performing movements as both visual and 
proprioceptive data are available. These representations can be learnt sequentially, 
resembling human development stages (Metta et al., 2000). Although this theory can 
satisfactorily explain the development of arm/hand imitation abilities, it is difficult to justify 
the neonatal children ability to imitate face expressions present at birth. The body babbling 
is therefore considered as a pre-imitation stage in which random experimentation with body 
movements is involved in order to learn a set of motor primitives that allow the neonatal 
child to achieve elementary body configurations (Breazeal et al., 2005). 

2.2 Program level imitation 

Robotics researchers have recognized the potential of imitation to ease the robot 
programming procedure. Thus, they realized that instead of going through complex 
programming, robots could learn how to perform new assembly tasks by imitating a human 
demonstrator. It must be noted that program level imitation is not always achieved from 
visual observation. Thus, Ogata and Takahashi (Ogata & Takahashi, 1994) use a virtual 
reality environment as a robot teaching interface. The movement of the demonstrator in the 
virtual reality space is interpreted as a series of robot task-level operations using a finite 
automaton model. In contrast with virtual reality, (Tung & Kak, 1995) presents a method in 
which a robot can learn new assembly tasks by monitoring the motion of a human hand in 
the real world. Their work relies on invasive sensing and can not be used easily to get 
accurate and complete data about assembly tasks. A more accurate method to track human 
hand motion is presented in (Kang & Ikeuchi, 1993). Although their work also employs a 
glove wired to the computer to take input from the demonstrator's hand, it uses stereo 
vision to improve results. One of the first examples of non-invasive teaching method is the 
work of Inaba and Inoue (Inaba & Inoue, 1989). This paper describes a vision-based robot 
programming system via a computer vision interface. Kuniyoshi et al. develop a system 
which can be taught reusable task plans by watching a human performing assembly tasks 
via a real-time stereo vision system (Kuniyoshi et al., 1994). The human instructor only 
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needs to perform a task in front of the system while a robot extracts task description 
automatically without disturbing it. 
In all previously described work, the same strategy has been successfully used to allow 
robots to perform complex assembly tasks. This strategy can be resumed in the plan from 
observation (APO) paradigm proposed in (Ikeuchi & Suehiro, 1992). This passive paradigm 
postulates that the imitation process proceeds serially through the three stages of 
perception, recognition and reproduction. In a passive scheme, there is not substantial 
interaction between all stages, nor any relation of the perception and recognition stages to 
the motor systems. The motor systems are only involved in the final reproduction stage 
(Demiris & Hayes, 2002). Therefore, a passive paradigm implies that program level 
imitation should require at least an elementary level of representation, which allows for 
recognition of the perceived actions. The psychology basis of this passive approach can be 
found in the IRM model described in the previous subsection. As a learning mechanism, the 
IRM presents a new problem that complicates its application out of industrial assembly 
tasks. IRM determines that true imitation have to be novel and not already in the repertoire. 
Therefore, imitation is a special case of observational learning occurring without incentives, 
without trial and error, and requiring no reinforcement (Andry et al., 2001). Then, imitation 
only can provide new behaviours to the repertoire and it is not employed to improve the 
quality of imitated tasks or recognize known behaviours. 
These claims have been discussed by neuroscientists and psychologists. While there is still 
some debate to define what behaviours the term imitation is exactly refering to, it is 
assumed that imitation is the ability to replicate and learn new skills by the simple 
observation of those performed by others (Billard, 2001). Thus, imitation (or program level 
imitation) is contracted to mimicking (or action level imitation), where imitation relies on 
the ability to recognize observed behaviours and not only to reproduce them by 
transforming sensed patterns into motor commands. In this context, experiments show that 
repeated imitative sessions improve imitation or recognition of being imitated (Nadel, 2004). 
The implication of the motor system in the imitation process defines the so-called active 
imitation which is biologically supported by the mirror neural system. The mirror neurons 
were first detected in the macaque monkey pre-motor cortex (PM), posterior parietal cortex 
(PPC) and superior temporal sulcus (STS) (Rizzolatti et al., 1996). Later, brain imaging 
studies of the human brain highlighted numerous areas, such as STS, PM and Broca (Decety 
et al., 2002). While the discovery of this system is certainly an important step toward a better 
understanding of the brain mechanisms underlying the capability of the primates to imitate, 
the role of the mirror neuron system as part of the general neural processes for imitation is 
still not completely explained.  
Sauser and Billard present a model of a neural mechanism by which an imitator agent can 
map movements of the end effector performed by other agents onto its own frame of 
reference (Sauser & Billard, 2005). The model mechanism is validated in simulation and in a 
humanoid robot to perform a simple task, in which the robot imitates movements 
performed by a human demonstrator. However, this work only relies on the action level 
imitation (mimicking). It does not distinguish between known and novel movements, i.e. all 
movements are processed and imitated through the same mechanism. Therefore, there is no 
mechanism to improve the quality of the imitated behaviour. The passive and active 
paradigms are combined into a dual-route architecture in (Demiris & Hayes, 2002): known 
behaviours are imitated through the active route; if the behaviour is novel, evident from the 
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fact that all internal behaviours have failed to predict adequately well, control is passed to 
the passive route which is able to imitate and acquire the observed behaviour. Lopes and 
Santos-Victor (Lopes & Santos-Victor, 2005) propose a general architecture for action and 
program level visual imitation. Action level imitation involves two modules. A view-point 
transformation module solves the correspondence problem (Alissandrakis et al., 2002) and a 
visuo-motor map module maps this visual information to motor data. For program level 
imitation an additional module that allows the system to recognize and generate its own 
interpretation of observed behaviours to produce similar behaviours at a later stage is 
provided.

3. Overview of the Proposed Architecture 

Fig. 1 shows an overview of the proposed architecture. The whole architecture is divided 
into two major modules related to visual perception and active imitation. The goal of the 
proposed visual perception system is the detection and tracking of the demonstrator’s 
upper-body movements. In this work, it is assumed that in order to track the global human 
body motion, it is not necessary to capture with precision the motion of all its joints. 
Particularly, in the case of upper-body movements, it is assumed that the robot only needs 
to track the movement of the head and hands of the human, because they are the most 
significant items involved in the human-to-human interaction processes. This system works 
without special devices or markers, using an attention mechanism to provide the visual 
information. Since such system is unstable and can only acquire partial information because 
of self-occlusions and depth ambiguity, a model-based pose estimation method based on 
inverse kinematics has been employed. This method can filter noisy upper-body human 
postures. Running on a 850MHz PC, the visual perception system captures the human 
motion at 10 to 15 Hz. Finally, a retargeting process maps the observed movements of the 
hands onto the robot’s own frame of reference. Section 4 will describe the different modules 
of the proposed visual perception system. 
The active imitation module performs the action level and program level imitation modes. 
To achieve the mimicking ability, it only needs to solve the visuo-motor mapping. This 
mapping defines a correspondence between perception and action which is used to obtain 
the angle joints which move the robot's head and hands to the visually observed positions. 
Elbows are left free to reach different configurations. Angle joints are extracted through the 
use of a kinematic model of the robot body. This model includes an important set of 
constraints that limit the robot's movements and avoid collisions between its different body 
parts (these constrains are necessary, as the robot has no sensors to help in preventing 
collisions). The body model also determines the space that the robot’s end-effectors can 
span. This space will be quantified to ease the memorization of behaviours. Thus, each 
behaviour is coded as a sequence of items of this reduced set of possible postures. In order 
to recognize previously memorized behaviours, the active imitation system includes a 
behaviour comparison module that uses a dynamic programming technique to make this 
comparison. Section 5 describes the proposed active imitation system. 
The proposed work is inspired by the possible role that mirror neurons play in imitative 
behaviour. Particularly, it is related to the recent work of Demiris et al. (Demiris & Hayes, 
2002, Demiris & Khadhouri, 2005), Breazeal et al. (Breazeal et al., 2005) and Lopes and 
Santos-Victor (Lopes & Santos-Victor, 2005). Thus, the proposed system emphasizes the 
bidirectional interaction between perception and action and employs a dual mechanism 
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based on mimicking and behaviour recognition modules, as proposed in (Demiris & Hayes, 
2002). However, the proposed approach does not use the adapted notion of mirror neurons 
to predictive forward models which match a visually perceived behaviour with the 
equivalent motor one. Therefore, the mirror neuron-inspired mechanism is achieved by a 
process where the imitator behaviours are represented as sequences of poses., Behaviours 
are used in the imitator’s joint space as its intermodal representation (Breazeal et al., 2004). 
Thus, the visually perceived behaviours must be mapped from the set of three-dimensional 
absolute coordinates provided by the visual perception module onto the imitator's joint 
space. In Breazeal's proposal (Breazeal et al., 2005) this process is complicated by the fact 
that there is not a one-to-one correspondence between the tracked features and the 
imitator’s joints. To solve this problem, it is proposed that the robot learns the intermodal 
representation from experience. In the proposed system, the imitator robot establishes this 
one-to-one correspondence by mapping movements of the end effectors performed by the 
demonstrator onto its own frame of reference (Sauser & Billard, 2005).  

Figure 1. Overview of the proposed architecture 
This transformation is achieved by a grid-based retargeting algorithm (Molina-Tanco et al., 
2006). The importance given to this algorithm is influenced by the work of Lopes and 
Santos-Victor. These authors define an architecture based on three main modules: view-
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point transformation, visuo-motor mapping and behaviour recognition (Lopes & Santos-
Victor, 2005). However, their work only address postures as behaviours to imitate. In the 
proposed work, more complex behaviours, where the temporal chaining of elementary 
postures is taken into account, are addressed. 

4. Visual Perception System 

To interact meaningfully with humans, it is interesting that robots will be able to sense and 
interpret the same phenomena that humans observe (Dautenhahn & Nehaniv, 2002). This 
means that, in addition to the perception required for conventional functions (localization, 
navigation or obstacle avoidance), a robot that interacts with humans must posses 
perceptual capabilities similar to humans. 
Biological-plausible attention mechanisms are general approaches to imitate the human 
attention system and its facility to extract only relevant information from the huge amount 
of input data. In this work, an attention mechanism based on the Feature Integration Theory 
(Treisman & Gelade, 1980) is proposed. The aim of this attention mechanism is to extract the 
human head and hands from the scene. The proposed system integrates bottom-up (data-
driven) and top-down (model-driven) processing. The bottom-up component determines 
and selects salient image regions by computing a number of different features (preattentive 
stage). In order to select the demonstrator's head and hands as relevant objects, skin colour 
has been included as input feature. Disparity has been also employed as input feature. It 
permits to take into account the relative depth of the objects from the observer. Similar 
features has been used in (Breazeal et al., 2003). The top-down component uses object 
templates to filter out data and track only relevant objects (semiattentive stage). The tracking 
algorithm can handle moving hands and head in changing environments, where occlusions 
can occur. To support the tracking process, the model includes weighted templates 
associated to the appearance and motion of head and hands. Then, the proposed system has 
three steps: parallel computation of feature maps, feature integration and simultaneous 
tracking of the most salient regions. The motivation of integrating an attention mechanism in 
this architecture to reduce the amount of input data is twofold: i) the computational load of the 
whole system is reduced, and ii) distracting information is suppressed. Besides, although in 
the current version of the proposed architecture, the attention mechanism only employs skin 
colour and depth information to extract the relevant objects from the scene, new features like 
colour and intensity contrasts could be easily included in subsequent versions. Thus, the 
mechanism could be used to determine where the attention of the observer should be focused 
when a demonstrator performs an action (Demiris & Khadhouri, 2005). 
The outputs of the semiattentive stage are the inputs of a third module that performs the 
attention stage. In this work, a model of human appearance is used in the attention stage 
with the main purpose of filtering fast, non-rigid motion of head and hands. Besides, it can 
provide the whole range of motion information required for the robot to achieve the 
transformation from human to robot motion. To estimate articulated motion, the human 
model includes a 3D geometric structure composed of rigid body parts. 

4.1 Preattentive stage 

In this work, the visual perception system is applied to track simultaneously the movements 
of the hands and the head of a human demonstrator in a stereo sequence. The depth of the 
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tracked objects is calculated in each frame by taking into account the position differences 
between the left and right images. The preattentive stage employs skin colour and disparity 
information computed from the available input image in order to determine how interesting 
a region is in relation to others. Attractivity maps are computed from these features, 
containing high values for interesting regions and lower values for other regions. The 
integration of these feature maps into a single saliency map provides to the semiattentive 
stage the interesting regions of the input video sequence. 

Figure 2. a-b) Input stereo pair; c) skin colour; d) disparity map; and e) saliency map 

Fig. 2 shows an example of saliency map obtained from a stereo pair. In order to extract skin 
colour regions from the input image, an accurate skin chrominance model using a colour 
space can be computed and then, the Mahalanobis distance from each pixel to the mean 
vector is obtained. If this distance is less than a given threshold Ts then the pixel of the skin 
feature map is set to 255. In any other case, it is set to 0. The skin chrominance model used in 
the proposed work has been built over the TSL colour space (Terrillon & Akamatsu, 1999). 
Fig. 2b shows the skin colour regions obtained from the left image of the stereo pair (Fig. 2a). 
On the other hand, the system obtains the relative depth information from a dense disparity 
map. Closed regions, with high disparity values associated, are considered more important. 
The zero-mean normalized cross-correlation measure is employed as disparity descriptor. It 
is implemented using the box filtering technique that allows to achieve fast computation 
speed (Sun, 2002). Thus, the stereo correlation engine compares the two images for stereo 
correspondence, computing the disparity map at about 15 frames per second. Fig. 2c shows 
the disparity map associated to the stereo pair at Fig. 2a. Finally, and similarly to other 
models (Itti & Koch, 2001), the saliency map is computed by combining the feature maps 
into a single representation (Fig. 2d). The disparity map and the skin probability map are 
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then filtered and combined. A simple normalized summation has been used as feature 
combination strategy, which is sufficient for systems with a small number of feature maps. 

4.2 Semiattentive stage 

The semiattentive stage tracks the head and hands of the human demonstrator, which are 
selected from the input saliency map. Firstly, a Viola-Jones face detector (Viola & Jones, 
2001) runs on each significant region to determine whether it corresponds to a face. The 
closest face to the vision system is considered as the demonstrator's face. Connected 
components on the disparity map are examined to match the hands which correspond with 
this selected face (Breazeal et al., 2003). Finally, a binary image including the head and 
hands of the demonstrator is built. It must be noted that this process is run only as an 
initialization step, i.e. to search for a human demonstrator. Once the demonstrator has been 
found, hands and head are tracked over time. 
The proposed method uses a weighted template for each object to track which follows its 
viewpoint and appearance changes. These weighted templates and the way they are 
updated allow the algorithm to successfully handle partial occlusions. To reduce the 
computational cost, templates and targets are hierarchically modeled using Bounded 
Irregular Pyramids (BIP) that have been modified to deal with binary images (Marfil et al., 
2004, Molina-Tanco et al., 2005). 

Figure 3. Data flow of the tracking algorithm 

The tracking process is initialized as follows: once the demonstrator's head and hands are 
found, the algorithm builds their hierarchical representations using binary BIPs. These 
hierarchical structures are the first templates and their spatial positions are the first regions 
of interest (ROIs), i.e. the portions of the current frame where each target is more likely 
located. Once initialized, the proposed tracking algorithm follows the data flow shown in 
Fig. 3. It consists of four main steps which are briefly described bellow (see Appendix A for 
further details): 

• Over-segmentation: in the first step of the tracking process a BIP representation is 
obtained for each ROI.  

• Template matching and target refinement: once the hierarchical representation of the 
ROIs are obtained, each target is searched using a hierarchical template matching 
process. Then, the appearance of each target is refined following a top-down scheme. 
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• Template updating: as targets can represent severe viewpoint changes over a sequence, 
templates must be updated constantly to follow up varying appearances. Therefore, 
each template node includes a weight which places more importance to more recent 
data and allows to forget older data smoothly.  

• Region of interest updating: once the targets have been found in the current frame, the 
new ROIs for the next frame are obtained. 

4.3 Attentive stage 

In the proposed system, our robot performs imitation and learning by imitation by itself, i.e. 
without employing external sensors. No markers or other invasive elements are used to 
obtain information about the demonstrator's behaviour. Therefore, this approach is 
exclusively based on the information obtained from the stereo vision system of the imitator. 
In order to filter the movements of all tracked items, the attentive stage employs an internal 
model of the human. 
This work is restricted to upper-body movements. Therefore, the geometric model contains 
parts that represent hips, head, torso, arms and forearms of the human to be tracked. Each of 
these parts is represented by a fixed mesh of few triangles, as depicted in Fig. 4. This 
representation has the advantage of allowing fast computation of collisions between parts of 
the model, which helps in preventing the model from adopting erroneous poses due to 
tracking errors. 

Figure 4. Illustration of the human upper-body kinematic model 

Each mesh is rigidly attached to a coordinate frame, and the set of coordinate frames is 
organized hierarchically in a tree. The root of the tree is the coordinate frame attached to the 
hips, and represents the global translation and orientation of the model. Each subsequent 
vertex in the tree represents the three-dimensional rigid transformation between the vertex 
and its parent. This representation is normally called a skeleton or kinematic chain 
(Nakamura & Yamane, 2000) (Fig. 4). Each vertex, together with its corresponding body part 
attached is called a bone. Each bone is allowed to rotate --but not translate-- with respect to 
its parent around one or more axes. Thus, at a particular time instant t, the pose of the 

skeleton can be described by ),,( )()()()( tttt sR φ=Φ  where R(t) and )(ts are the global 

orientation and translation of the root vertex, and φ (t) is the set of relative rotations between 

successive children. For upper-body motion tracking, it is assumed that only  needs to be 
updated –this can be seen intuitively as assuming that the tracked human is seated on a 
chair.
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The special kinematic structure of the model can be exploited to apply a simple and fast 
analytic inverse kinematics method which will provide the required joint angles from the 
Cartesian coordinates of the tracked end-points (see Appendix B). 

4.4 Retargeting 

In any form of imitation, a correspondence has to be established between demonstrator and 
imitator. When the imitator body is very similar to that of the demonstrator, this 
correspondence can be achieved by mapping the corresponding body parts (Nehaniv & 
Dautenhahn, 2005). Thus, Lopes and Santos-Victor propose two different view-point 
transformation algorithms to solve this problem when the imitator can visually perceive 
both the demonstrator's and its own behaviour (Lopes & Santos-Victor, 2005). However, the 
similarity between the two bodies is not always sufficient to adopt this approach. Often the 
imitator's body will be similar to the demonstrator's, but the number of degrees of freedom 
(DOFs) will be very different. In these cases, it is not possible to establish a simple one-to-
one correspondence between the coordinates of their corresponding body parts. Thus, more 
complex relations and many-to-one correspondences are needed to perform imitation 
correctly (Molina-Tanco et al., 2006). Sauser and Billard (Sauser & Billard, 2005) describe a 
model of a neural mechanism by which an imitator can map movements of the end-effector 
performed by other agents onto its own frame of reference. Their work is based on the 
mapping between observed and achieved subgoals, where a subgoal is defined as to reach a 
similar relative position of the arm end-effectors or hands. Our work is based on the same 
assumption.  
In this work, the mapping between observed and achieved subgoals is defined by using 
three-dimensional grids, associated to each demonstrator and imitator hand. Fig. 5b shows 
the grid associated to the left hand of the demonstrator. This grid is internally stored by the 
robot and can be autonomously generated from the human body model. It provides a 
quantization of the demonstrator's reachable space. The demonstrator's reachable space cells 
can be related to the cells of the imitator's grids (Fig. 5c). This allows defining a behaviour as 
a sequence of imitator´s grid elements. This relation is not a one-to-one mapping because the 
robot's end-effector is not able to reach to all the positions that the human's hand can reach. 
Thus, the proposed retargeting process involves a many-to-one correspondence that has to 
solve two main problems: i) how to perform re-scaling to the space reachable by the 
imitator’s end-effectors and ii) how to obtain the function that determines the egocentric 
(imitator) cell associated to an observed allocentric (demonstrator) cell. The presented 
system solves these problems using look-up tables that establish a suitable many-to-one 
correspondence. Briefly, two techniques can be used to relate demonstrator and imitator 
cells. See (Molina-Tanco et al., 2006) for further details: 

• Uniform scale mapping (USM). The length of a stretched arm for both the demonstrator 
and the imitator gives the maximum diameters of the corresponding grids. The relation 
between these lengths provides a re-scaling factor applied to demonstrator's end-
effector position to obtain a point in the imitator grid. The nearest cell to this point is 
selected as imitator's end-effector position. Although it is a valid option, USM may 
distort quality of the imitated behaviour if a large part of the motion is performed in an 
area that the imitator cannot reach. 

• Non-uniform scale mapping (NUSM). This approach is applied when it is possible to 
set a relation between the shapes of demonstrator and imitator grids. This relation 
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allows to apply a geometric transformation to all demonstrator poses that roughly 
translate the movements to the imitator's reachable area. NUSM improves USM results 
but it needs a better a priori knowledge about both demonstrator's and imitator's bodies.  

As in this case we are able to determine both human and HOAP-I reachable spaces, and it is 
possible to set a rough relation between them (Molina-Tanco et al., 2006), the NUSM 
approach is chosen. 

Figure 5. Overview of the retargeting process: a) human demonstrator; b) internal human 
model (only a sub-region of the grid is shown for clarity); c) internal humanoid model (only 
a sub-region of the grid is shown for clarity); and d) real humanoid imitator 

5. Active Imitation Module 

The main characteristic of an active imitation architecture is that the same motor 
representations that are responsible for the generation of a movement are recruited in order 
to perform behaviour recognition (Demiris & Hayes, 2002). Thus, the active imitator does 
not execute the passive perception -- recognition -- action cycle, but actively generates 
possible behaviours concurrently with the perception of the demonstrator's behaviour. The 
most similar behaviour to the perceived one is selected. If the observed behaviour is not 
recognized, it is added to the memorized repertoire. The original idea of active imitation 
was proposed by Demiris and Hayes (Demiris & Hayes, 2002). The same concept has been 
subsequently employed by other authors, e.g. (Breazeal et al., 2005) or (Lopes & Santos-
Victor, 2005). The proposed approach is similar to the one presented in (Demiris & Hayes, 
2002). The following section introduces the three components of the active imitation 
module: visuo-motor mapping, action level imitation and behaviour recognition (Fig. 1). 

5.1 Visuo-motor mapping 

The visuo-motor mapping (VMM) defines a correspondence between an observed 
behaviour and executed action. In the proposed system, the demonstrator hands are tracked 
and their coordinates are used to extract a coherent upper-body human pose using a human 
model. The hand poses provided by this model are translated to an egocentric image by the 
retargeting method described in Section 4.4. The VMM will relate the egocentric image 
coordinates of these hands to the actual joint angles, in terms of forward/inverse 
kinematics. Then, the VMM can be used to infer the motor commands used to achieve the 
perceived pose. This ability is subsequently used to make recognition in motor space and to 
imitate (Demiris & Hayes, 2002, Lopes & Santos-Victor, 2005). 
Several authors propose a VMM algorithm that defines a direct translation from the 
imitator's end-effector coordinates to the imitator's joint angles which must be sent to the 
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robot motors to achieve a pose similar to the observed one (Lopes & Santos-Victor, 2005, 
Molina-Tanco et al., 2005). In the proposed approach, from the coordinates of the hands on 
the imitator’s frame of reference, the imitator obtains the rest of joint coordinates using a 
model of its own body (Figs. 5b-d). The mechanism to obtain the joint angles from the hand 
positions is explained in Appendix B. The robot model (Fig. 5c) is used not only to extract 
the pose of the joints, but also to impose a set of constraints that limit the robot's movements 
and avoid collisions between its different body parts. The joint limits can be taken into 
account by the motor control software, but there is no internal mechanism to avoid the 
collision between two robot parts. Although the implementations are very different, the 
proposed approach can be related to the free-elbow method proposed in (Lopes & Santos-
Victor, 2005). 

5.2 Action level imitation 

The action level imitation or mimicking can be directly achieved by sending to the robot 
motor controllers the joint angles provided by the VMM. However, in the proposed 
imitation architecture, the action level imitation module is also the responsible of generating 
the representation of every observed behaviour. This representation will be memorized if it 
is not present in the actual repertoire of behaviours. 
The behaviour is not exactly memorized as it was observed. All the different modules of the 
architecture introduce some errors, resulting in noisy observed behaviour. Therefore, the 
action level imitation module performs outlier removal during the acquisition process. 
Outliers are removed using local windows centered at each element of the observed 
sequence. They are detected as small size clusters on the sequence. Fig. 6a shows the 
trajectory for an observed behaviour when outlier removal has not been performed. It can be 
noted that the movement trajectory is noisy. On the contrary, Fig. 6b illustrates the same 
behaviour after outlier removal. This filtered representation will be memorized and 
included into the behaviour repertoire. 
Once outliers have been removed, the behaviour is stored as a sequence of transitions 
between different elements of the grid. Self-transitions are discarded. 

Figure 6. a)Trajectories of the end-effectors for an observed behaviour; and b) trajectories for 
the same behaviour in a) after outlier removal. 

5.3 Behaviour recognition 

When comparing an observed behaviour of arbitrary duration to the repertoire of 
memorized behaviours, time must be normalized out. In this work, an online version of a 
classical time normalization algorithm based on dynamic programming, which is commonly 
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known as Dynamic Time Warping (DTW) (Sakoe & Chiba, 1978), is employed. DTW 
simultaneously calculates the optimal time warping function and the resulting minimum 
distance between two patterns. 
Demiris and Hayes introduced the concept of confidence value, as an indicator of how 
confident an imitator's behaviour is that it can match an observed behaviour (Demiris & 
Hayes, 2002). In the proposed system, the confidence value for an observed behaviour is 
inversely proportional to the distance between the observed and memorized behaviours. 

5.4 Behaviour learning 

When the human demonstrator performs a behaviour that the imitator does not know, none 
of the memorized behaviours' confidence value stands out. This behaviour is therefore 
considered as novel, and subsequently added to the behaviour repertoire, i.e. learnt. In this 
work, it is assumed that learning is the process of acquiring a novel behaviour, either its 
trajectory specifications or the motor commands needed to achieve it (Demiris & Hayes, 
2002). Learning as used here does not imply generalization or adaptation to different 
circumstances or any other processes as used in the field of machine learning. Once the 
novel behaviour is learnt, it can be recognized in subsequent performances of the future 
demonstrators.

6. Experimental Results 

The first experiments reported here show that the proposed architecture can provide 
mimicking abilities to our HOAP-I humanoid robot. HOAP-I is a mini-humanoid robot built 
by Fujitsu, provided with 20 degrees of freedom, including 4 on each arm. Fig. 7 illustrates 
the trajectories of the demonstrator's and imitator's hands for several examples. It can be 
observed that the imitation is qualitatively good although it suffers a non-uniform scale 
mapping to bring observed motion into the reachable space of the robot. Using this 
mimicking ability, we have generated a set of behaviours which will constitute the 
behavioural repertoire of the robot. Behaviours in Fig. 7 constitute the set of memorized 
trajectories. For this experiment we have chosen the trajectories to correspond to different 
diving signals. Each signal conveys a message to fellow divers: `(It is) Cold', `(I am) OK', etc. 
The meaning of each signal is illustrated Fig. 7. In the rest of this Section, the abbreviated 
terms are used: [Cold], [OK], etc. 
In the second experiment, different demonstrators perform behaviours of a reduced  
repertoire that the robot has memorized. Table 1 shows the confidence values associated to 
these demonstrations. Note that this is a much more challenging task for the robot, and thus 
we chose a reduced signal repertoire. No feedback was provided to the demonstrators as to 
how ‘well’ the diving signals were performed. The movements were described verbally to 
the performers, and they had not seen the motion of previous demonstrators nor had 
information about their results during the experiment. The main consequence of these 
restrictions is that some movements were performed in quite different ways by different 
demonstrators. Particularly, the [Help] behaviour in which the extended right arm moves 
up and down generated some confusion, as users did not know relative position of the hand 
nor amplitude of movements. Table 1 shows that this situation makes the system consider 
the unrecognized motion as a new behaviour, and consequently it is stored again in the data 
base. The rest of the movements were correctly recognized as Table 1 depicts.  
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1. Performer #1 Performer #2 Performer #3 
  2. [Cold] 3. [OK] 4. [Help] 5. [Well] [Cold] [OK] [Help] [Well] [Cold] [OK] [Help] [Well] 

[Cold] 1.00 0.38 0.16 0.26 0.69 0.55 0.31 0.24 0.89 0.56 0.35 0.26 
[OK] 0.39 1.00 0.20 0.47 0.44 0.75 0.46 0.39 0.52 0.79 0.51 0.39 

[Help] 0.16 0.20 1.00 0.53 0.17 0.19 0.11 0.38 0.17 0.22 0.24 0.40 S
to
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d

 

b
eh

av
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u
rs

 

[Well] 0.26 0.45 0.54 1.00 0.31 0.32 0.23 0.98 0.27 0.36 0.33 0.97
6. Training data 7. Test data 

Table 1. Confidence values 

Figure 7. a-e) Trajectories followed by the demonstrator’s hands; and f-j) trajectories 
followed by the imitator’s hands. These behaviours also constitute the memorized 
repertoire: a) [Help]; b) [Cold]; c) [NoAir]; d) [GoUp] and e) [Well] 

Figure 8. a) Trajectory followed by the demonstrator’s hands –behaviour [NoAir]–; and b) 
confidence values of memorized behaviours {[Help], [Cold], [NoAir], [GoUp], [Well]} when 
demonstrator executes behaviour [NoAir] 
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Recognition can be achieved even when only a part of the stored motion is detected by the 
system, as the online version of the DTW algorithm updates confidence values for each 
received frame. Fig. 8a shows the evolution of these confidence values while a demonstrator 
is executing the behaviour [NoAir]. It can be noted that the memorized behaviour [NoAir] 
not only consistently gets the highest confidence value at the end of the motion, but it is also 
the most similar behaviour during all the sequence. Thus, it could have been correctly 
recognized even if the communication would have been interrupted during the test. 
Although a result based on partial observation should be always considered with caution, it 
can be very useful in real interaction scenarios where the data flow is usually disturbed by 
external factors. 

Figure 9. a) Trajectory followed by the demonstrator’s hands –behaviour [OK]–; b) 
confidence values of memorized behaviours {[Help], [Cold], [NoAir], [GoUp], [Well]} when 
demonstrator executes behaviour [OK]; c) trajectory followed by the demonstrator’s hands –
behaviour [OK]–; and d) confidence values of memorized behaviours {[Help], [Cold], 
[NoAir], [GoUp], [Well], [OK]} when demonstrator executes behaviour [OK] 

Finally, Fig. 9a illustrates an observed behaviour which is not in the memorized repertoire. 
Fig. 9b shows the confidence values for this behaviour. It can be appreciated that none of the 
behaviours' confidence value stands out. This triggers the learning module, which adds the 
novel behaviour which to the imitator's repertoire (in the experiment illustrated by Fig. 9a-b, 
the novel behaviour corresponds to the signal [Well]). If a different demonstrator performs 
the behaviour [Well] (Fig. 9c), the imitator has now this behaviour into the memorized set. 
Fig. 9d illustrates the confidence values. It can be appreciated that, in this occasion, the 
confidence value of the recently learn behaviour stands out, resulting in the behaviour being 
correctly recognized. 

7. Conclusions and Future Work 

In this chapter, an architecture that endows a robot with the ability to imitate has been 
described. This architecture has modules that provide action level and program level 
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capabilities. The program level imitation is achieved by a behaviour recognition module 
which compares previously memorized and observed behaviours. If there are no behaviours 
that can match sufficiently well, the action level imitation module provides a representation 
acquired from the observed behaviour. This representation is added to the repertoire of 
memorized behaviours. Experiments have been performed using a real humanoid robot 
HOAP-I and different human demonstrators. These experiments have showed that the 
architecture is able to imitate known behaviours, as well as acquiring new ones which are 
successfully employed later. 
As behaviour complexity increases, other communication channels between demonstrator 
and imitator such as verbal instruction or attentional cues are required (Nicolescu & 
Mataric, 2005). In the proposed work, imitation learning is not augmented by allowing the 
demonstrator to employ additional instructive activities. Neither the learned representations 
are refined through generalization from multiple learning experiences, nor through direct 
feedback from the teacher. These items will be taken into account in future work. Current 
efforts focus on improving the proposed attention mechanism and including verbal 
communication modules in the architecture. 

8. Appendix A. Tracking using BIPs 

In the binary BIP, each node n is identified by (i,j,l) where l represents the level and (i,j) are 
the co-ordinates within the level. To build the different levels of the pyramid, each node has 
two associated parameters: 

• Homogeneity, Hom(i,j,l). This is set to 1 if the four nodes immediately underneath have 
homogeneity values equal to 1. Otherwise, it is set to 0. It must be noted that in the base 
of the structure (level 0) only nodes which correspond to image pixels of the interest 
regions have homogeneity values equal to 1. 

• Parent link, (X,Y)(i,j,l). If Hom(i,j,l) is equal to 1, the values of the parent link of the four 
nodes immediately underneath are set to (i,j). Otherwise, these four parent links are set 
to a null value. 

Each template M and target T is represented by using binary BIP structures: 

 ),,()(=)()(),,()(=)()( ljitq
ij

ltTljitm
ij

ltM  (1) 

M(t)(l) and T(t)(l) being the level l of the pyramid structure corresponding to the template and 
target in frame t, respectively. Each level of the template and the target are made up of a set 
of homogeneous nodes. 

A.1 Oversegmentation 

The hierarchical representation of a region of interest ROI(t) in the current frame t depends 
on the target position in the previous frame, and is updated as described in Subsection 8.4. 
The hierarchical structure can be represented in each level as: 

 ),,()(=)()( ljitp
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being p a node of the bounded irregular pyramid built over the ROI.
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A.2 Template matching and target refinement 

The process to localize the target in the current frame t is a top-down process which starts at 
a working level l(t)w and stops in the level where the target is found. In each level l, the 
template Mi(t)(l) is placed and shifted in ROI(t)(l) until the target is found or until ROI(t)(l) is 
completely covered. If ROI(t)(l)  was completely covered and the target was not found, the 
target localization would continue in the level below. The displacement of the template can 
be represented as dk(t)=(dk(t)(i),dk(t)(j)), being d0(t) the first displacement and df(t) the final 
displacement. df(t) is the displacement that situates the template in the position where the 
target is placed in the current frame. The algorithm chooses as initial displacement in the 
current frame d0(t) =df(t-1). In order to localize the target and obtain df(t), the overlap 
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being w(t)(m(i,j,l)) a weight associated to m(t)(i,j,l) in the current frame t, as explained in 
Section 8.3.  is the subset of nodes that satisfy the following two conditions: 

1=)))(),(
)(

),(
)(

()((

1=)))(),,,((( )()(

t
wljt

kdjit
kditpHom

taljimfHom t
w

t

++
 (4) 

being f(m(t)(i,j,lw(t)),a(t)) a coordinate transformation of m(t)(i,j,lw(t)) that establishes the right 
correspondence between m(t)(i,j,lw(t)) and p(t)(i+dk(t)(i),j+dk(t)(j),lw(t)). a(t) denotes the parameter 
vector of the transformation, which is specific for the current frame. Equation 4 is satisfied 
when a match occurs. All the ROI nodes that match with nodes of the template are marked 
as nodes of the target. Thus, the hierarchical representation of the target T(t) is obtained. 
In order to refine the target appearance, its hierarchical representation is rearranged level by 
level following a top-down scheme (Marfil et al., 2004). This process is applied to all 
homogeneous nodes of ROI which have not been marked as target nodes in the template 
matching process. If one of these nodes has a homogeneous neighbor node that belongs to 
the target, it is also marked as a target node. 

A.3 Template updating 

In order to update the template, a new parameter is included in the template model: 

• w(t)(m(i,j,l)). It is a weight associated to each node m(t)(i,j,l) of the template M(t) in the 
current frame t.

The whole template is updated at each sequence frame: 
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where the superscript (t) denotes the current frame and the forgetting constant, , is a 
predefined coefficient that belongs to the interval [0,1]. This constant dictates how fast the 
forgetting action will be. 

A.4 Region of interest updating 

This process has two main steps: 
1. ROI(t+1)(0) selection: Level 0 of the new region of interest is obtained by taking into 

account the position where the target is placed in the original image of the frame t.
Firstly, the bounding-box of T(t)(0) (BB(T(t)(0))) is computed. Then, ROI(t+1)(0) will be 
made up of the pixels of the next frame p(t+1)(i,j,l) which are included in the bounding 
box plus the pixels included in an extra border  of the bounding box. This extra border 
tries that the target in the next frame will be placed in the new ROI. 
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2. Over-segmentation of ROI(t+1)(0): The hierarchical structure ROI(t+1) is built. This step is 
performed at the beginning of the tracking process t+1 (subsection 8.1). 

9. Appendix B. Model pose estimation 

As shown in Fig. 11, each arm is modelled with a two-bone kinematic chain. The parent 
bone corresponds to the upper arm and is allowed to rotate around three perpendicular 

axes. This provides a simplified model of the shoulder joint. )1( RwT  is the local 

transformation between the upper-arm reference frame O1 and a coordinate frame attached 
to the torso and centered at the shoulder joint w. The bone representing the lower arm is 

allowed to rotate around a single axis, corresponding to the elbow joint. ),( 1
12

1 lRT  denotes 

the local transformation between the upper-arm reference frame O1 and the lower-arm 

reference frame O2, where Tll ),0,0( 11
1 = ,  being l1 the length of the upper-arm, and 

R2
1 corresponds to the rotation  about the elbow axis. 

Given a desired position for the end-point of the arm at time instant t+1,
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the rotation matrices )(
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tw R and )(1
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tR at the previous time instant t, the problem is then to 

find the updated matrices )1(
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+tw R and )1(1
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+tR . A simple geometric method is summarized 

here that can solve such problem. See (Mitchelson, 2003) for further details. 
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2. Compute elbow circle: Posing the model arms is an under-constrained problem, as four 
degrees of freedom must be specified from only three constraints, corresponding to the 
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co-ordinates of the desired end-point position 
)1( +t

d
w p .The elbow circle is defined as 

the set of positions that the elbow is free to adopt when the end-point of the arm 

reaches
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d
w p . It has a radius r and it is contained in a plane perpendicular to the 

vector
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w p at  a distance b to the shoulder joint. 
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The proposed inverse kinematics method can obtain an arm pose that will put the hand of 
the model in the required position. But this pose must be analyzed in order to determine if it 
respects model joint limits and does not produce a collision between different links. 
The detection of limits violation and collisions is merely used to correct tracking errors and 
produce a more natural motion in the human model. But for HOAP-1 model, these two 
features become a crucial part of the motion generation, as an incorrect pose could damage 
the real robot if it is not previously detected and avoided. 

• Joint limits detection. Given the updated shoulder and elbow rotation matrices, it is 
necessary to extract joint angles from these matrices that correspond to the real DOFs of 
the model. 
This process is made by applying a parameterization change to rotation matrices. There 
is a direct correspondence between Denavith-Hartenberg (DH) (Craig, 1986) parameters 
and model joint angles, so the local axes referred angles are converted to DH 
parameters. The shoulder conversion can be done applying the following 

parameterization to the rotation matrix Rw
1 :
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where 1, 2 and 3 are the real DOFs of the model arm, c i is cos( i) and s i is sin( i).
The elbow angle is much easier to obtain: as there is only one DOF in the elbow, the 
local rotation angle is equal to model 4 angle. 
Both human and humanoid robot models distribute the DOFs in the same way: two 
located in the shoulder, and two in the elbow. But the inverse kinematics method 
provides a solution in which the shoulder contains three DOFs. It is required to move 
this DOF from shoulder to elbow. This operation can be easily done, given the chosen 
parameterization, as the third DOF of the shoulder corresponds with the rotation along 
the segment axis and so it can be directly translated as the first elbow DOF. 
Once the model DOFs are computed, the system can directly check if any of them lies 
beyond its limits. 

• Collision detection. This process is much more complex than previous one. Our method 
uses RAPID (Gottschalk et al., 1996) as the base of the collision detection module. This 
library provides functions that can quickly and efficiently check collisions between 
meshes composed by triangles, and attached to model links. 

Once the system detects an incorrect position (i.e. joint limit or collision), it follows these 
steps:
1. The system looks for alternative poses (i.e. different arm configurations). Imitation 

requires to place hands in certain coordinates, but the elbow is free to move in the circle 
presented in Fig. 10a. Thus, alternative poses will preserve hand positions, but will 
move the elbow in this circle. 

2. The motion of the arm should be as smooth as possible. Thus, alternatives should be 
more densely searched near the current elbow location. This is implemented by 
exponentially distributing the alternatives around the initial incorrect elbow position, as 
shown below: 

n
ini )(2

100

1
= −πθ  (9) 

where 2i and (2i+1) correspond to two symmetric alternatives on the elbow circle 
with respect to the current pose, and n = N/2, being N the number of alternative 
poses that are tested when the current pose is erroneous. 
Fig. 10b shows alternatives given a certain pose. As required, alternative poses are 
placed on the elbow circle (Fig. 10a) and are more deeply distributed near the 
current elbow position. 

3. The system chooses the nearest valid alternative. 
4. If there is no valid alternative, the arm remains in the last valid position. 
The speed of the process depends on the number of alternatives it needs to check. A system 
using a correct number of alternatives should produce smooth movements and work in real-
time even if all of them are to be tested. 
The alternative evaluation module has been also used when the system is in a valid pose: in 
these cases, the two nearest alternatives to current pose are checked. If one of them locates 
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the elbow in a lower vertical position, and do not produce limits violation nor collisions, 
then the elbow is moved to that position. This allows the model to adopt more natural poses 
when possible. 

Figure 10. a) Kinematic model of the human arm showing local coordinate frames and 
elbow circle; and b) alternative poses (red spheres) for a given elbow position 
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1. Introduction  

A humanoid robot that can naturally interact with humans must be capable of high-level 
interaction skills; that is, it must be able to communicate with humans in the form of human-
like skills such as gestures, dialogue communication with mutual sympathy. 
In terms of a human symbiotic situation, it is necessary for a robot to be sociable in terms of 
thinking and feeling. In this aspect, social interaction and communication that share 
emotions are important issues in the field of a humanoid robot research. 
We propose an affective communication model for humanoid robots, so that these robots 
achieve high level communication through the framework of the affective communication 
model with multimodality.  
The proposed model comprises five subsystems: namely, perception, motivation, memory, 
behavior, and expression. In the perception system, we implemented a bimodal emotion 
recognizer. To ensure a humanoid robot can respond appropriately to the emotional status of 
users and itself, we designed subsystems that use their own drive, emotions, and memory. 
The major improvement in our framework is the construction of a memory system that 
stores explicit emotional memories of past events. The literature from cognitive science and 
neuroscience suggests that emotional memories are vital when the human brain synthesizes 
emotions (Ledoux, J., 1996). While previous research on sociable robots either ignores the 
emotional memory or maintains the emotional memory implicitly in high-level interaction, 
we need to establish explicit memories of emotions, events, and concepts. Therefore we have 
adopted the concept of emotional memory for our humanoid robot. Our memory system 
maintains explicit memories of previous emotional events. Thus, the emotional system can 
synthesize emotions on the basis of emotional memories. 
Since 1999, AIM lab directed by Hyun S. yang in KAIST has focused on building new 
humanoid robots with a self-contained physical body, perception to a degree which allows 
the robot to be autonomous, and social interaction capabilities of an actual human symbiotic 
robot. This study was built on previous researches about the social interactions and the 
developments of the first generation humanoid robots, AMI, AMIET coupled with a human-
size biped humanoid robot, AMIO in the AIM Lab (Yong-Ho Seo, Hyun S. Yang et al., 2003, 
2004, 2006). 
The proposed model was used to enhance the interaction between human and humanoid 
robot. Accordingly, we designed and implemented the methods which are mentioned above 
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and successfully verified the feasibility through the demonstrations of human and 
humanoid robot interactions with AIM Lab’s humanoids. 

2. Previous Sociable Robots and Affective Communication Model 

In recent times, the concept of emotion has increasingly been used in interface and robot 
design. Moreover, numerous studies have been performed to integrate emotions into 
products including electronic games, toys, and software agents (C. Bartneck et al., 2001). 
Furthermore, Affective social interaction between human and robot is hot issues in robotics 
research area currently. 
Many researchers in robotics have been exploring this issues such as a sociable robot, 
‘Kismet’ which conveys intention through facial expression and engages in infant like 
interaction with a human caregiver (Breazeal, C., 1999). An AIBO, an entertainment robot, 
behaves like a friendly and life like dog which interact with human by touch and sound 
(Arkin and Fujita et al., 2003). Mel, a conversational robot, introduced concepts that a robot 
leads the interactions by explaining its knowledge (Sidner, C.L. et al., 2005). Cat Robot was 
developed to investigate the emotional behavior of physical interaction between a cat and a 
human (Shibata, T. at al., 2000). 
Tosa & Nakastu have researched on emotion recognition system through speech and its 
applications. Their initial work, MUSE and MIC recognized human emotions involved in 
speech and expressed emotions through computer graphics. Since then, they developed 
some application systems utilizing their initial concept (Nakastsu, Tosa et al., 1996,1999). 
To perform high-level tasks while contending with various situations in actual, uncertain 
environments, a robot needs various abilities such as the ability to detect human faces and 
objects using a camera in addition to the speech processing, the ability to sense an obstacle 
using several sensors, and the capability of manipulation and bipedal navigation. 
In addition, it is necessary to integrate these software functions efficiently and reliably. 
Therefore, to operate the robot, control architecture or framework was usually planned 
based on behavior architecture. The affective communication model which we designed is 
an unified control architecture to perform complex tasks successfully using a set of 
coordinated behaviors. A high-level task is driven from a motivation system. The 
motivation system activates set of coordinated behaviors. Finally, an expression system 
activates multimodal human interfaces such as a voice, gestures and 3D facial expressions. 

3. Framework of Affective Communication Model 

Motivated the human brain structure discovered by cognitive scientist (Ledoux, J., 1996), we 
have designed the framework for our sociable humanoid robots. We designed the affective 
communication framework to include the five subsystems shown in Fig. 1. Our framework 
is similar to the creature kernel framework for synthetic characters (Yoon, S.Y., Burke, R.C. 
et al., 2000). The similar framework was also applied to the software architecture of Kismet 
(Breazeal, C., 1999). However, since our goal is to enable dialogue interactions, we improved 
the framework so that our robot can preserve explicit memories. Thus, our system has two 
major benefits over previous systems. 
The fisrt is a memory system. We added a memory system to the referred framework. The 
memory system enables a robot to represent, and reflect upon, itself and its human partners. 
It also enhances a robot's social skills and fosters communication with humans. To enable 
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affective interaction between a robot and humans, we enabled a robot to preserve its 
emotional memory of users and topics. 
The second is a dialogue based human robot interaction. Other affective robots, such as 
Kismet, were based on an infant-caretaker interaction, but our system is based mainly on a 
dialogue interaction. Accordingly, our internal design and implementation differ from other 
robots because of our distinct goal of multimodal affective communication. 
The main functions of each subsystem are summarized as follows. The perception system, 
which mainly extracts information from the outside world, comprises the subsystems of face 
detection, face recognition, emotion recognition, and motion and color detection. The 
motivation system is composed of a drive and an emotional sys-tem. Drives are motivators; 
they include endogenous drives and externally induced desires. The emotional system 
synthesizes a robot's artificial emotions. The memory system, as mentioned above, preserves 
the emotional memories of users and topics. We improved the subsystems of our previous 
humanoid robots (Yong-Ho Seo, Hyun S. Yang et al., 2003, 2004).  

Figure 1. Framework of Affective communication model 

4. Perception System 

Figure 2. Structure of Perception system 
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The perception system comprises face detection, face recognition, speech recognition, 
emotion recognition, and visual attention detection that enables a robot to detect objects and 
color. Accordingly, through the perception system, the robot can learn basic knowledge 
such as the identity of the human user, the user’s emotional state, and what the user is 
saying and doing. The overall process of the perception system is shown Fig. 2.

4.1 Face Detection and Recognition 

The face detection system finds human faces in an image from CCD cameras. For robust and 
efficient face detection, the face detection system used a bottom-up, feature-based approach. 
The system searches the image for a set of facial features such as color and shape, and 
groups them into face candidates based on the geometric relationship of the facial features. 
Finally, the system decides whether the candidate region is a face by locating eyes in the eye 
region of a candidate's face. The detected facial image is sent to the face recognizer and to 
the emotion recognizer. The face recognizer determines the user's identity from the face 
database. To implement the system, we used an unsupervised PCA-based face classifier 
commonly used in face recognition. 

4.2 Bimodal Emotion Recognition 

This section describes each emotion recognition and then bimodal emotion recognition and 
discusses the emotion recognition performance. We estimated emotion through facial 
expression and speech, and then integrate them to enable bimodal emotion recognition. 
Emotion recognition plays an important role in the perception system because our system 
enables a robot to recognize human partner’s emotional status, and behave appropriately 
considering the recognized emotion status. 
For emotion recognition through facial expression, we normalized the image captured. We 
then extracted the following two features, which are based on Ekman's facial expression 
features (Ekman, P. et al., 1978). The first feature is a facial image of lips, brow and forehead. 
After applying histogram equalization and the threshold of the standard distribution of 
bright of normalized face image, we extracted the parts of lips, brow and forehead from the 
entire image. 
The second feature is an edge image of lips, brow and forehead. After applying histogram 
equalization, we extracted the edges around the regions of the lips, brow and forehead. 
Each of the extracted features is then trained using two neural networks for five emotions 
(neutral, happy, sad, angry, and surprise). These emotions are chosen among the basic six 
emotions because people generally have difficulty in making facial expression especially for 
the emotions, fear and disgust, which show lower recognition rate than other four emotions.
Each neural network is composed of 1610 input nodes, 6 hidden nodes and 5 output nodes. 
The 1610 input nodes receive 1610 pixels of the input image and the output nodes represent 
5 emotions: neutral, happy, sad, angry, and surprise. The number of hidden nodes is 
determined by experiment. 
 Finally, the decision logic determines the final emotion result from two neural network 
results. The face emotion decision logic utilizes the weighted sum of two neural network 
results and voting method of result transitions over time domain. 
The overall process of the emotion recognition through facial expression is shown in Fig. 3. 
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Figure 3. Process of Emotion Recognition through Facial Expression 

The followings are about emotion recognition through speech. For emotion recognition 
through speech, we adopted a recognition method similar to the one used in the life-like 
communication agents MUSE and MIC (Nakastsu, Tosa et al., 1996, 1999). The speech 
features influenced by emotions are speech-influencing pitch, energy, timing, and 
articulation (Cahn, J., 1990). For feature extraction, we extracted phonetic and prosodic 
features in accordance with the state of the art research (Nakatsu, Tosa et al., 1999). Neural 
network is used to train each feature vector and recognize the emotions. 
Two kinds of features are used in emotion recognition. One is a phonetic feature and the 
other is a prosodic feature. LPC (linear predictive coding) parameters, which are typical 
speech feature parameters often used for speech recognition, are adopted for the phonetic 
feature. The prosodic feature, on the other hand, consists of two factors: Speech power and 
pitch structure. Speech power and pitch parameters can be obtained in the LPC analysis. In 
addition, a delta LPC parameter is adopted, which is calculated from LPC parameters and 
expresses a time variable feature of the speech spectrum, since this parameter corresponds 
to a temporal structure.
The speech feature calculation is carried out in the following way. Analog speech is first 
transformed into digital speech by passing it through a sound card with an 8 KHz sampling 
rate and 16 bits accuracy. The digitized speech is then arranged into a series of frames, 
where each frame is a set of 256 consecutive sampled data points. LPC analysis is carried out 
in real time and the following feature parameters are obtained for each of these frames. 
Thus, for the t-th frame, the obtained feature parameters can be expressed by 

 Ft = ( Pt, pt, dt, c1t, c2t, …, c12t) (1) 

(where speech power is P; pitch is p; Delta LPC parameter is d; LPC parameters are c1t, c2t, 
…, c12t.) 
The sequence of this feature vector is fed into the speech period extraction stage. 
For extraction of speech period, we used the information of speech power. Speech power is 
compared with a predetermined threshold value; if the input speech power exceeds this 
threshold value for a few consecutive frames, the speech is decided to be uttered. After the 
beginning of the speech period, the input speech power is also compared with the threshold 
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value; if the speech power is continuously below the threshold for another few consecutive 
frames, the speech is decided not to exist. The speech period is extracted from the whole 
data input through this process. Ten frames are extracted for the extracted speech period 
where each is situated periodically in the whole speech period and kept the same distance 
from adjacent frames. Let these ten frames be expressed as f1, f2, ...., f10. The feature 
parameters of these ten frames are collected and the output speech features are determined 
as a 150 (15x10) dimensional feature vector. This feature vector is expressed as 

 FV = ( F1, F2, ......., F10) (2) 

(where Fi is a vector of the fifteen feature parameters corresponding to frame fi.) 
This feature vector (FV) is then used as input for the emotion recognition stage. 
For emotion recognition, each feature vector was trained using a neural network for five 
emotions, neutral, happy, sad, and angry. The reason the four emotions was taken as 
classifiers is that these emotions have higher recognition rate than other emotions such as 
surprise, fear and disgust from the experimental results of previous systems to recognize 
emotion through speech.  
Accordingly, the neural network was composed of 150 (15x10) input nodes corresponding to 
the dimension of speech features, 4 hidden node and 5 output nodes (neutral, sad, happy, 
angry and surprise). The neural network configuration is similar with the previous work of 
Nakatsu, R., Nicholson, J. and Tosa, N. (Nakatsu, Tosa et al., 1999), however internal lerning 
weights of neural network and nomarlization algorithm of speech parameters are somwhat 
different.
For bimodal emotion recognition, we used decision logic to integrate the two training 
results. The final result vector of the decision logic (Rfinal) is as follows: 

 Rfinal  =  (RfaceWf + RspeechWs)  + Rfinal-1 t (3) 

(where Rface and Rspeech are the results vector of the emotion recognition through facial 
expression and speech. Wf and Ws are the weights of the two modalities.  is a decay term 
that restores the emotional status to neutral.) 

4.3 Performance Evaluation of Bimodal Emotion Recognition 

The overall correctness of the implemented bimodal emotion system recognition was about 
80 percent for each of the five testers. By resolving confusion, the bimodal emotion system 
performed better than facial-only and speech-only systems. 
We found that the two modalities have complementary property for each emotion from the 
experimental results shown in Table 1 and Table 2, as well as the previous research of 
bimodal emotion recognition (Huang, T.S., et al., 1998). The complementary property shows 
that for happy emotion, facial expression has higher recognition rates than speech. For sad 
emotion, voice has higher recognition rates. For angry emotion, facial expression and speech 
have similar recognition performance. Therefore, we made the final decision logic to 
conduct weighted summation. Accordingly, we appropriately determined the weight 
valuables, Wf and Ws in the reference of the experimental results.  
Actually, it is difficult to extract hidden emotional features from natural facial expression 
and speech. Therefore, we used intentionally exaggerated facial expression and speech for 
each emotion to achieve high recognition rate compared to the previous research 
experiments.
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For testing facial-only emotion recognition, we conducted experiments with four people. For 
training, we used five images per each emotion of each person. We set aside one from each 
category as test data, use the rest of samples as training data. The recognition result is 
shown in Table 1. Facial expression-only emotion recognition yield performance of 76.5% 
and 77.1% for the two neural networks. Therefore, we conducted weighted-summation to 
select the best result for each emotion from two neural networks and then achieved higher 
recognition rate of 79.5%. 

Facial Expression - Neural Net. #1 Facial Expression - Neural Net. #2 

Happy 85.00 % Happy 84.00 % 

Sad 77.50 % Sad 80.00 % 

Neutral 77.50 % Neutral 65.00 % 

Angry 65.00 % Angry 81.50 % 

Surprise 77.50 % Surprise 75.00 % 

Total 76.5 % Total 77.1 % 

Table 1. Performance of Emotion from Facial Expression 

In emotion recognition through facial expression, there is a little variation between people 
according to the Ekman’s facial expression features [35]. On the other hand, there is a big 
difference in emotion recognition through speech because people have distinct and different 
voice. Especially, the speech features of men and women are largely different. Accordingly, 
we divided experiments into the two groups of men and women. In addition, we selected 4 
emotions except surprise, because it is hard to recognize surprise from speech sentences.  
For four people (two men and two women), we trained 15 sentences frequently used in 
communication with the robot. The testers repeated one sentence for each emotion five 
times. We set aside one from each category as test data, used the rest of samples as training 
data. The average recognition rate of men and women is shown in Table 2. 

Speech Expression – NN for Men Speech Expression – NN for Women 

Happy 72.00 % Happy 77.50 % 

Sad 82.50 % Sad 85.50 % 

Neutral 75.50 % Neutral 70.00 % 

Angry 84.00 % Angry 75.00 % 

Total 78.5 % Total 77 % 

Table 2. Performance of Emotion from Speech Expression 

The bimodal emotion system integrated facial and speech systems with one decision logic. 
We evaluated the bimodal system for four people in real-time environment with varying 
scales and orientations using a variety of complex backgrounds.  
The participants were asked to make emotional facial expressions while speaking out the 
sentence emotionally for each emotion at five times during a specified period to time. The 
overall bimodal emotion system yielded approximately 80 % for each of four testers. It 
achieved higher performance results than facial-only and speech-only by resolving some 
confusion. The higher result of this emotion recognition system compared to the other 
systems is caused by the limited number of users. Therefore, if the more users are 
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participated in this recognition system, the lower recognition result is expected. It’s the 
limitation of these emotion recognition systems.  

5. Motivation System 

The motivation system sets up the robot's nature by defining its "needs" and influencing 
how and when it acts to satisfy them. The nature of the robot is to affectively communicate 
with humans and ultimately to ingratiate itself with them. The motivation system consists of 
two related subsystems, one that implements drives and a second that implements 
emotions. Each subsystem serves as a regulatory function for the robot to maintain its "well-
being"

5.1 Drive System 

The motivation system defines the robot's nature by defining its "needs" and influencing 
how and when it acts to satisfy them. The nature of the proposed humanoid robot is to 
socially interact with humans and ultimately to ingratiate itself with them. The motivation 
system consists of two related subsystems, one that implements drives and a second that 
implements emotions. Each subsystem serves as a regulatory function for the robot to 
maintain its "well-being" 
In our previous research, three basic drives were defined for a robot’s affective 
communication with humans (Yong-Ho Seo, Hyun S. Yang et al., 2004). In the new drive 
system for a humanoid robot operating and engaging interactions with human, four basic 
drives were defined for the robot’s objectives as they related to social interaction with a 
human: a drive to obey a human’s commands; a drive to interact with a human; a drive to 
ingratiate itself with humans and a drive to maintain its own well-being. 
The first drive motivates a robot to perform a number of predefined services according to a 
human’s commands. The second drive activates the robot to approach and greet humans. 
The third drive prompts the robot to try to improve a human’s feelings. When the robot 
interacts with humans, it tries to ingratiate itself while considering the human's emotional 
state. The forth drive is related to robot's maintenance of its own well-being. When the 
robot’s sensors tell it that extreme anger or sadness is appropriate, or when its battery is too 
low, it stops interacting with humans 

5.2 Emotion System 

Emotions are significant in human behavior, communication and interaction (Armon-Jones, 
C., 1985). A synthesized emotion influences the behavior system and the drive system as a 
control mechanism. To enable a robot to synthesize emotions, we used a model that 
comprises the three dimensions of emotion (Schlossberg, H., 1954). This model characterizes 
emotions in terms of stance (open/close), valence (negative/positive) and arousal 
(low/high). Our system always assumes the stance to be open, because a robot is always 
openly involved in interactions. Therefore, we only consider valence and arousal, implying 
that only three emotions are possible for our robots: happiness, sadness, and anger. 
The arousal factor (Arousal about current user) is determined by factors such as whether a 
robot finds the human, and whether the human responds. Low arousal increases the 
emotion of sadness. 
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The valence factor (Response about current user) is determined by whether the human 
responds appropriately to robot's requests. A negative response increases the emotion of 
anger; a positive response increases the emotion of happiness. 
The synthesized emotion is also influenced by the drive and the memory system. The 
robot’s emotional status is computed by the following equation. 

If t = 0, Ei (t) =  Mi (t = 0 when new face appears) 

 If t  0, Ei (t) =  Ai(t)   +  Ei (t-1) +  Di (t) + Mi t. (4) 

Where Ei (t) is the robot’s emotional status, t is time(when new face appears), i = {joy, 
sorrow, anger}. Ai(t) is the emotional status calculated by the mapping function of [A, V, S] 
from the current activated behavior. Di is the emotional status defined by the activation and 
the intensity of unsatisfied drives in the drive system. Mi is the emotional status of the 
human recorded in the memory system. Finally, t is a decay term that eventually restores 
the emotional status to neutral. 

6. Memory System 

Topic memories contain conversational sentences that a robot has learned from users. The 
topic memories are first created when the perception system recognizes that the frequency 
of a keyword has exceeded a threshold; that is, when the user has mentioned the same 
keyword several times. After the behavior system confirms that the current user is talking 
about a particular keyword, the memory system makes a new topic memory cell for that 
keyword. In the memory cell, the sentences of the user are stored and an emotional tag is 
attached with respect to robot's current emotion. 

Figure 4. Activation of Memory cells in the Memory System  

Of all the topic memories, only the one with the highest activation value is selected at time t. 
We calculated the activation values of the topic memories, Ti (t), as follows:  

If COMM = 0, Ti (t) = Wmt  Ek (t) ETi (t)

 If COMM = i, Ti (t) = 1 (5) 

COMM represents the user's command to retrieve specific topic memory, t is time, Ek (t) is 
AMI's current emotion, and ETi (t) is the emotional tag of the topic. Thus, Ek (t) ETi (t) 
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indicates the extent of the match between robot's current emotion and the emotion of the 
memory of the topic. Finally, Wmt is a weight factor. The activation of the memory system is 
shown in following Fig. 4. 

7. Behavior and Expression System 

We designed the structure of the behavior system that has three levels, which address the 
three drives of the motivation system as mentioned above. As the system moves down a 
level, more specific behavior is determined according to the affective relationship between 
the robot and human. 
The first level of the behavior system is called drive selection. The behavior group of this 
level communicates with the motivation system and determines which of the three basic 
drives should be addressed. The second level, called high-level behavior selection, decides 
which high-level behavior should be adopted in relation to the perception and internal 
information in the determined drive. In the third level, called low-level behavior selection, 
each low-level type of behavior is composed of dialogue and gestures, and is executed in the 
expression system. A low-level type of behavior is therefore selected after considering the 
emotion and memory from other systems. The Fig. 5 shows the hierarchy of the behavior 
system and its details. 

Figure 5. Hierarchy of the Behavior System 

The expression system is the intermediate interface between the behavior system and robot 
hardware. The expression system comprises three subsystems: a dialogue expression 
system, a 3D facial emotion expression system and a gesture expression system. 
The expression system plays two important functions. The first function is to execute the 
behavior received from the behavior system. Each type of behavior consists of a dialogue 
between the robot and the human. Sometimes the robot uses interesting gestures to control 
the dialogue's flow and to foster interaction with the human. The second function is to 
express robot's emotion. The robot expresses its own emotions through facial expressions 
but it sometimes uses gestures to covey its intentions and emotions. 
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7.1 Dialogue Expression 

Dialogue is a joint process of communication sharing of information (data, symbols, context) 
between two or more parties. In addition, humans employ a variety of paralinguistic social 
cues (facial displays, gestures, etc.) to regulate the flow of dialogue (M. Lansdale, T. 
Ormerod, 1994). We consider there to be three primary types of dialogue: low level 
(prelinguistic), non verbal, and verbal language. Among them, the robot communicates with 
a human through daily verbal language with appropriate gestures. 
However, it is difficult to enable a robot to engage in natural dialogue with a human 
because of the limitation of the current technique on speech recognition, natural language 
processing, etc. Accordingly, we predefined dialogue flow and topics. In order to make 
natural dialog possible in the limit that the robot could recognize only the limited number of 
speech, we constructed dialog as follows: First, the robot lead actively dialog by asking 
user's intention ahead of him to avoid the possibility that the robot cannot understand 
human speech. Second, the robot answers the most frequently used responses when they 
cannot understand to avoid unnatural dialog.  
The dialogue expressions comprise the most commonly used speeches according to the 
selected behavior of Finding & Approaching, Greeting, Talking, Playing, Consoling, 
Pacifying, Withdrawing & Resting behavior group. In Finding & Approaching, the robot 
mainly finds a human by calling a human. In greeting, the robot says hello to a human and 
asks his name, etc. In Talking, dialog consists of various common topics such as hobby, 
weather, movies, etc. In playing, the robot plays with a human through a kind of jokes, OX 
quiz and Nonsense Quiz. In Consoling and Pacifying, the robot asks what the human is 
angry about and then makes a joke to console him or give pleasure to him. Further, the robot 
asks his worries by recognizing his sad emotion and listens to his sayings as his friend and 
counselor. The followings are the examples of the conversations in human robot interaction 
using the proposed model. 

Sample conversation between AMI and users 

Conversation 1 
(GREETING) 
AMI: Is there anyone who wants to talk to me? 
User 1: Hello, AMI. 
User 1 approaches. AMI finds a human face. 
AMI: I heard someone calling me. 
AMI: Ah, you are there. You're (User 1's name). 
AMI: Let's shake hands. 
User 1: OK. 
User 1 and AMI shake hands. 
AMI: How are you today? 
User 1: Not very good. I had a pretty bad day. 
AMI: I'm sorry to hear that. 
(TALKING)
AMI: Is it cold today? 
User 1: Yes.  
AMI: I think so. I like warm and sunny days. How about you? 
User 1: Well, I also prefer warm weather. 
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AMI: I thought so. 
(CONSONLING)
AMI: Anyway, you look somewhat sad. It there anything wrong with you? 
User 1: Yes. 
AMI: Yeah, you look pretty unhappy. Can you tell me what happened to you today? 
User 1: OK. 
AMI: Tell me then. 
User 1: It was a terrible day for me. I had a lot of homework to submit and I also had an 
exam today. I didn’t have enough time to study for the exam because of my homework. So 
my exam was terrible, and that's why I'm not feeling good now. 
AMI: I really fell sorry about that. Why don't we listen to some music? 
User 1: Good idea. 
AMI plays some music. 
... (The conversation continues until the user says, “AMI, let’s stop talking.”) 

Conversation 2 
(GREETING) 
AMI: Hello? Is anyone there? 
User 2: Hi. 
User 2 starts speaking. 
AMI: Ah. I head a voice. Where are you? 
User 2: Turn left. 
AMI: I found you. Nice to meet you. Can you tell me your name? 
User 2: (User 2's name). 
AMI : You're (User2's name). Let's shake hands. 
User 2: OK. 
User 2 and AMI shake hands. 
AMI: How are you today? 
User 2: Fine. 
AMI: I'm fine too. 
(TALKING)
AMI: What did you have for lunch? 
User 2: I had a hamburger, potato chips, and a salad. 
AMI: Sounds nice. What's your favorite food? 
User 2: Hmm. Nothing particular. I like everything. 
AMI: Good. 
(PLAYING) 
AMI: You look fine today. Let's play a game. 
User 2: OK. 
AMI: Good. How about a common sense quiz. I'll give you some questions and you have to 
answer. Is that OK? 
User 2: OK. 
AMI: The first world cup was held in Greece. 
User 2: Correct. 
AMI: Sorry. Wrong. Next. The reason for VDT syndrome is too much exercise. 
User 2: No! 
AMI: You're right. Good job. 
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User 2: Had enough? 
AMI: OK. Let's do it again later. 
... (The conversation continues until the user says, “AMI, let’s stop talking.”) 

7.2 Facial Expression 

The 3D facial expression shows the robot’s emotional status synthesized in the motivation 
system, as described in section 5. These expressions make up for the limitations of the 
robot’s mechanical face which has difficulty in expressing its emotions. These facial emotion 
expressions were implemented using 3D graphics. Our 3D graphical face is displayed on the 
LCD screen which located on the robot’s chest. We developed two different facial expression 
programs. One is more face like version and the other is more artificial and abstract version. 
The facial expressions in our 3D graphical faces and the dimension of emotions are shown as 
Fig. 6. 

Figure 6. Graphical Facial Emotion Expressions and Dimension of Emotions 
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7.3 Emotional Gesture Expression 

Gestures(or Motions) for our humanoids were generated to be human-like and friendly. 
Gestures are used to express its own emotions and to make interaction with humans more 
expressive. Therefore, expressions that would best attract the interest of humans were 
considered, and various interesting gestures were developed for our humanoids that would 
match the robot’s dialogs and emotional statuses. 
Humans tend to guess the emotional states of other people or some object from their body 
motions. Motions of a service robot are also important because they give strong impressions 
to a person. Most people think that robots act unnaturally and strangely. There are three 
types of functional disorders in communication methods between a human and a robot 
excluding speech. The details are in Table 3. 

Limitations of 
conventional

robots 
Functional disorders 

Motions to 
express internal 

state

Problem 

Conventional robots can not express their internal state 

ex) out of battery, emergency 

Solution

Motions can be used for expressing internal state of a robot 

ex) no movement – out of battery 

slow movement – ready 

fast movement - emergency 

Communication 
using sense of 

touch

Problem 

No reactions when a robot is touched 

Ex) An accident can be occurred even though someone tries to 
stop the robot. 

Solution

A robot can express its internal state using motions when it 
touched by others 

Ex) When a person punishes a robot for its fault by hitting it, it 
trembles.

Eye Contact 

Problem 

A robot which has no eyes looks dangerous 

ex) Humans usually feel that robots with no eyes are dangerous 

Solution

A robot can look at a person of interest with sense of vision. 

ex) When a robot is listening to its master, it looks at his/her 
eyes.

Table 3. Limitations of conventional robots' interaction 
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We have to improve above functions of a robot to express its internal emotional state. As we 
can see Table 3, these functions can be implemented by using the channels of touch and 
vision. We focused the channel of vision perception-especially motion cues, so we studied 
about how to express emotions of a robot using motions such as postures, gestures and 
dances.  
To generate emotional motions of a service robot, making an algorithm which can convert 
emotion to motions and describing motions quantitatively are necessary. We defined some 
parameters to generate emotional motions. These parameters are like in Table 4. We defined 
the parameters for the body part and the parameters for the two arms independently, so we 
can apply these parameters to a robot without considering whether it has two arms or not. 
Posture control and velocity control are very important to express emotional state using 
activities. These parameters are not absolute values, but relative values. 

 Parameter Joy Sad Anger Disgust Surprise 

Velocity Fast Slow Fast Slow Slow 

Acceleration Small - Large Small Large 
Body 

Direction
Possible 

turns
-

Forward / 
Backward 

Backward 
Backwar
d / Stop 

Position Up Down Center Center Up 

Velocity Fast Slow Fast Normal Fast 

Velocity
change

Small - Large Small Small 

Shape Arc Line 
Perpen-
dicular 

Perpen-
dicular 

Perpen-
dicular 

Arms

Symmetry
Symme-

trical
-

Unsymme
-trical

- - 

Table 4. Parameters for emotional motions 

To generate emotional gestures, we used the concept of Laban Movement Analysis, which is 
used for describing body movements (Toru Nakata, Taketoshi Mori, et al., 2002).  

There are various parameters which are related to produce emotional motion generation. 
These parameters are related to generating natural emotional motions. To make natural 
motions of a robot, these parameters are used for expressing the intensity of the emotional 
state. According to the intensity of emotion, the number of parameters is changed to 
generate emotional motions. The higher intensity of an emotion is going to be expressed in a 
motion, the more parameters are going to be used for generating that motion. 
We described the details of the parameters for emotional motions and we developed the 
emotional motions generating method. We defined 8 parameters and we can express 6 
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emotions by adjusting these parameters. The emotions we can express are joy, sad, neutral, 
surprise and disgust. We can make emotional motions with 5 levels of intensity by adjusting 
parameters in Table 2. We developed a simulator program to preview the generated motions 
before applying to the robot platform. The simulator is shown in Figure 7. 

Figure 7. Simulator for emotional motion generation 
We can preview a new generated motion using this simulator, so we can prevent some 
problems which can be occurred when we try to apply that motion to the robot. In this 
simulator, we can produce 6 emotional motions. Each emotional motion has 5 levels 
corresponding to the intensity of the emotion. Some examples of these emotional motions of 
our humanoid robots are shown in Fig. 8, Fig. 9, respectively. 

Figure 8. Guesture expressions of AMI 
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Figure 9. Guesture expressions of AMIET- joy, sad, anger, neutral, surprise and disgust in 
sequence 

8. AIM Lab’s Humanoid Robots 

This section summarizes the study on design and development of the humanoid robots of 
AIM Lab to realize the enhanced interaction with humans. Especially, we have been 
focusing on building a new robot with the self-contained physical body, the intelligence 
which make the robot be autonomous, and the emotional communication capability toward 
a human symbiotic robot in AIM Lab, since 1999. 
So far, the members of AIM Lab have developed autonomous robots called AMI and AMIET 
which have two wheeled mobile platform, anthropomorphic head, arms and hands. And 
also we have been developing software system which performs intelligent tasks using a 
unified control architecture based on behavior architecture and emotional communication 
interfaces. Humanoid robots, AMI, AMIET were released to the public in 2001, 2002 
respectively.
AMIO is the biped humanoid robot which was developed recently. The developed robot 
consists of a self-contained body, head, two arms, with a two legged (biped) mechanism. Its 
control hardware includes vision and speech capabilities and various control boards such as 
motion controllers, with a signal processing board for several types of sensors. Using the 
developed robot, biped locomotion study and social interaction research were concurrently 
carried out. 
An anthropomorphic shape is appropriate for a human-robot interaction. Also it is very 
important that the robot has the stable mobility in dynamically changing and uncertain 
environment. Therefore, we decided the design of our robot as the mobile manipulation 
robot system which has upper torso, head, two arm, hand, and vehicle. In the first 
mechanical design stage of AMI, we consider the following factors for our robot to satisfy 
the requirements of these human symbiotic situations. 
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We considered the height of the robot firstly. The height of the robot should be appropriate 
to interact with human. Secondly, Manipulation capability and motion range of robot arm 
should be similar to human. Thirdly, Reliable mobility to move around household while 
ensuring human's safety is required. Fourthly, Information Screen to show helpful 
information to user through the network environments and to check the current status of 
robot and to show emotional expression of robot itself is required. In the consideration of 
these points, we tried to make our robot be more natural and intimate to human. And then 
we built the robots, AMI and AMIET as following Fig. 10. 
The designed robot, AMI has a mouth to open and close in the case of speaking and making 
expressions, two eyes with CCD camera, and speaker unit to make sounds in his face. And 
his neck is equipped with two motors to track the moving target and implement active 
vision capabilities. 
The developed torso part supports the robot’s head and two arms, and includes the main 
computer system, arm and head controllers, and motor driving units. And also, LCD screen 
is attached to his breast to check the internal status of robot and to recover the limitations of 
mechanical face which has difficult in making emotional expressions. 
We designed two symmetric arms which have five degrees of freedom each. Hand has six 
degrees of freedom and three fingers. Each finger has two motors. At the end of fingers, 
FSR(Force Sensing Register) sensors are located to sense the force in grasping object. The 
total length of AMI’s arm with hand is 750[mm]. 
In case of AMIET, it is designed to make human-like motions with its two arms; each arm 
has 6 degrees of freedom (DOF), so it can imitate the motion of a human arm. Additionally, 
AMIET has a waist with 2 DOF to perform rotating and bending motions. Thus, AMIET can 
perform many human-like acts. 

Figure 10. AIM Lab’s Biped Humanoid Robots, AMIO, AMI and two AMIETs 
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AMI is 1550 mm tall. The breadth of the shoulder is 650 mm and the total weight is about 
100 kg. Figure 13 shows the shape and DOFs of the assembled robot. AMIET has child-like 
height. Ami is 160 cm tall and AMIET is 130 cm tall. Differently with AMI, AMIET is 
designed by the concept of a child and her appearance is considered before when she is 
developed. So AMET could be felt friendly for humans. 
A newly developed biped humanoid robot named AMI was designed and manufactured 
based on the dimensions of the human body. The lower part of the robot has two legs, 
which have 3, 1, and 2 degrees of freedom at the pelvis, knees, and ankles, respectively. This 
allows the robot to lift and spread its legs, and to bend forward at the waist. This structure, 
which was verified by previous research to be simple and stable for biped-walking robots, 
makes it possible for the robot to walk as humans walk. The shape and D.O.F arrangement 
of the developed robot, AMIO are shown in Fig. 10.  

9. Experimental Results 

To test the performance of the affective communication model, we conducted several 
experiments with humanoid robots, AMI, AMIET and AMIO. We confirmed that each 
subsystem satisfies its objectives. From our evaluation, we drew the graph in Fig. 12, which 
shows the subsystem's flow during a sample inter-action. The graph also shows the 
behavior system (finding, greeting, consoling and so on), the motivation system (robot's 
drives and emotions), and the perception system (the user's emotional status) 
To evaluate the proposed communication model with the emotional memory, we compared 
three types of systems: one without an emotional or memory system, one with an emotional 
system but without a memory system, and one with both an emotional and memory system. 
Table 5 shows the results. The results suggest that the overall performance of the systems with 
an emotional memory is better than the system without it. The results clearly suggest that 
emotional memory helps the robot to synthesize more natural emotions and to reduce 
redundancy in conversational topics. Fig. 13 and Fig. 14 show the cases of the human and 
humanoid robot interaction experiments using the proposed affective communication model. 

Figure 12 Work flow of the system 

without
emotion.
without
memory

with emotion,
without
memory

with emotion, 
with memory 

Natural  54% 70% 76% 

Emotion mismatch 19% 10% 5% 

Redundancy 14% 6% 3% Unnatural

Other errors 13% 14% 16% 

Table 5. Experimental results of Affective interactions with a robot 
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Figure 13 AMI’s Affective Dialogue Interactions with Mr. Ryu in TV program 

Figure 14 AMIO and AMIET shake hands with human in Affective Interaction Experiment 

10. Conclusion 

This chapter presented the affective communication model for humanoids that is designed 
to lead human robot interactions by recognizing human emotional status and expressing its 
emotion through multimodal emotion channels like a human, and behaves appropriately in 
response to human emotions.  
We designed and implemented an affective human-robot communication model for a 
humanoid robot, which makes a robot communicate with a human through dialogue. 
Through this proposed model, a humanoid robot can communicate with humans by 
preserving emotional memories of users and topics, and it naturally engages in dialogue 
with humans.  
With explicit emotional memories on users and topics, in the proposed system, we 
successfully improved the affective interaction between humans and robots. Previous 
sociable robots either ignored emotional memories or maintained them implicitly. Our 
research proves that explicit emotional memory can help high-level affective dialogue 
interactions. 
In several experiments, the robots chose an appropriate conversation topic and behaved 
appropriately in response to human emotions. They could ask what the human is angry 
about and then make a joke to console him or give pleasure to him. Therefore, this robot is 
able to help human mentally and emotionally as a robot therapy function. The human 
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partner perceives the robot to be more human-like and friendly, thus enhancing the 
interaction between the robot and human. 
In the future, we plan to extend the robot’s memory system to contain more various 
memories, such as visual objects or high level concepts. The robot's current memory cells are 
limited to conversational topics and users. Our future system will be capable of memorizing 
information on visual inputs and word segments, and connections between them.  
To interact sociably with a human, we are going to concentrate on building a real humanoid 
robot in terms of thinking and feeling that can not only recognize and express emotions like 
a human, but also share emotional experience with humans while the robot is talking to 
users on many kinds of interesting and meaningful scenarios supported and updated 
dynamically from outside database systems such as worldwide web and network based 
contents server. 
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Communication Robots in Real Environments 

Masahiro Shiomi, Takayuki Kanda, Hiroshi Ishiguro and Norihiro Hagita 
ATR-IRC

Japan 

1. Introduction  

The development of robots is entering a new stage, where the focus is on interaction with 
people in their daily environments. We are interested in developing a communication robot 
that operates in everyday conditions and supports peoples’ daily life through interactions 
with body movements and speech. The concept of the communication robot is now rapidly 
emerging and developing, with communication robots in the not-too-distant future likely to 
act as peers providing mental, communication, and physical support. Such interactive tasks 
are important for enabling robots to take part in human society. 
Many robots have already been applied to various fields in real environments. We discuss 
the details of related works in the next section. Here, there are mainly two kinds of fields: 
closed and open. The difference between a closed and an open environment lies in the 
people who are interacting. In a closed environment, such as an elementary school or an 
office, robots interact with a limited group of people. On the contrary, we chose to work in 
an open environment because we expect that many people, in a wide-range of ages, will 
interact with robots. In line with this prospect, we have been developing a science museum 
guide robot that we believe to be a promising application. 
There is a double benefit in choosing a science museum as the experiment field. On the one 
hand, visitors have the opportunity to interact with the robots and experience the advanced 
technologies by which they are made, which is the fundamental purpose of a science 
museum. Thus, we can smoothly deploy our research in a real environment. 
On the other hand, in a science museum we are naturally targeting people who are 
interested in science and are unlikely to miss the chance to interact with our robots; thus this 
field is one of the best choices for collecting feedback and examining the interaction between 
people and the communication robot in various tasks. The need for extensive and accurate 
feedback goes back to our belief that interaction with humans through tasks is one of the 
communication robot’s essential roles. This feedback is vital for developing the ability of the 
robots to act appropriately in a daily living environment.  
In this chapter, we introduce recent research efforts in communication robots in real 
environments and describe an experiment in which a system using many ubiquitous sensors 
and humanoid robots -- Robovies -- guide the visitors at a science museum. In this setting, 
the Robovies interacted with the visitors and showed them around to exhibits according to 
information from ubiquitous sensors, such as the visitors’ positions and movement histories.  
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[Fujita 1998] 
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Hospital
Mental care  
[Shibata 2004] 

– – – - 

School
Language education 
[Kanda et al. 2004] 

– –

Lobby
Interaction  
[Gockley et al. 2005] 

– -

Office  
Guiding 
[Asoh et al. 1997] 

– – -

Guidance & navigation  
[Burgard et al. 1998 ] 
[Siegwart et al. 2003] 

-
Museum

Interaction & guidance 
[This paper] 

Table 1. Various field experiments with interactive robots 

2. Related Works 

Table 1 shows a comparison between our work and previous works based on the concept of 
the communication robot. Aibo [Fujita, 1998] and Paro [Shibata, 2004] had animal-like 
appearances – respectively, a dog and a seal. These robots provide entertainment or mental 
care to people through a human-pet style of interaction. Both studies indicated the 
effectiveness of interaction between people and pet-like robots. 
In an elementary school, Robovie [Kanda et al. 2004] was used to assist with the language 
education of elementary school students. This research detailed the importance of using 
personal information in an interaction and the effectiveness of human-like interaction from a 
communication robot in a real environment. On the contrary, this research mainly focused 
on the interaction between people and a robot with a human-like body. In addition, Robovie 
only interacted with a limited group of people. As a result, it is not clear how a robot should 
operate in large-scale real environments where a wide variety of people visit. 
Valerie [Gockley et al. 2005] is a robotic-receptionist. This research indicated the 
effectiveness of the robot's personality through long-term interaction with people. Valerie 
used functions of emotion expression and storytelling to represent her personality. In 
addition, Valerie interacted with many people using personal information such as name 
(from a magnetic card) in a large-scale environment. Valerie cannot, however, move around 
and has only simple interfaces such as a keyboard; therefore, this research did not address 
problems associated with navigation and human-like interaction. 
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Jijo-2 [Asoh et al. 1997], RHINO [Burgard et al. 1998], and RoboX [Siegwart et al. 2003] are 
traditional mobile robots, the developers of which designed robust navigation functions for 
real environments. In particular, RoboX and RHINO guided thousands of people in large-
scale environments. Although these works represent the effectiveness of robust navigation 
functions in interactions between people and robots, their interaction functions are quite 
different from human-like interactions. In addition, these researchers mainly focused on the 
robustness of their systems, thus none of these reports evaluated the effectiveness of human-
like interaction in large-scale real environments. 
From surveying the related research, we consider it important to investigate the 
effectiveness of human-like interaction as well as to develop robust functions. Therefore, we 
designed our robots to interact with people using human-like bodies and personal 
information obtained via ubiquitous sensors. 

3. System Configurations  

3.1 The Osaka Science Museum 
1) General settings: 
Seventy-five exhibits were installed on the fourth floor of the Osaka Science Museum, and 
visitors could freely explore these exhibits. Figure 1 shows a map of the fourth floor of the 
museum. Generally, visitors walk in the counterclockwise direction from the entrance to the 
exit. The width and length of the Osaka Science Museum are 84[m] and 42[m], respectively.  
2) Our experimental settings: 
We installed the humanoid robots, RFID tag readers, infrared cameras and video cameras in 
the fourth floor of the Osaka Science Museum for an experiment. Visitors could freely 
interact with our robots similar to the other exhibits. Typically, in our experiment, visitors 
progress through the following steps: 
• If a visitor decides to register as part of our project, personal data such as name, birthday, 
and age (under 20 or not) is gathered at the reception desk (Fig. 1, point A). The visitor 
receives a tag at the reception desk. The system binds those data to the ID of the tag and 
automatically produces a synthetic voice for the visitor’s name.  
• The visitors could freely experience the exhibits in the Osaka Science Museum as well as 
interact with our robots. Four robots were placed at positions B, C, and D on the fourth 
floor, as shown in Fig. 1. When leaving the exhibit, visitors returned their tags at the exit 
point (Fig. 1, point E). 

3.2 Humanoid Robots 
1) Robovie: 
Figure 2 shows “Robovie,” an interactive humanoid robot characterized by its human-like 
physical expressions and its various sensors. The reason we used humanoid robots is that a 
human-like body is useful to naturally control the attention of humans [Imai et al. 2001]. The 
human-like body consists of a head, a pair of eyes, and two arms. When combined, these 
parts can generate the complex body movements required for communication. We decided 
on a robot height of 120 cm to decrease the risk of scaring children. The diameter was 40 cm. 
The robot has two 4*2 DOFs (degrees of freedom) in its arms, 3 DOFs in its head, and a 
mobile platform. It can synthesize and produce a voice via a speaker. We also attached an 
RFID tag reader to Robovie [Kanda et al. 2004] that enables it to identify the individuals 
around it. Two of the four robots used in this experiment were Robovies. 
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Figure 1. Map of the fourth floor of the Osaka Science Museum 

2) Robovie-M: 
Figure 3 shows a “Robovie-M” humanoid robot characterized by its human-like physical 
expressions. We decided on a height of 29 cm for this robot. Robovie-M has 22 DOFs and 
can perform two-legged locomotion, bow its head, and do a handstand. We used a personal 
computer and a pair of speakers to enable it to speak, since it was not originally equipped 
for this function. The two other robots in this experiment were Robovie-Ms. 

Figure 2. Robovie Figure 3. Robovie-M 

3.3 Ubiquitous sensors in an environment: 

On the fourth floor of the Osaka Science Museum, we installed 20 RFID tag readers (Spider-
IIIA, RF-CODE), which included the two equipped on the Robovies, three infrared sensors, 
and four video cameras. All sensor data were sent to a central server‘s database via an 
Ethernet network.  
In the following sections, we describe each type of sensor used. 
1) RFID tag readers: 
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We used an active type of RFID tag. This technology enables easy identification of 
individuals, since detection is unaffected by the occurrence of occlusions, the detection area 
is wide, and the distance between the tag reader and the RFID tag can be roughly estimated. 
Such benefits are advantageous for large environments. 
However, drawbacks of this approach include low accuracy over long distances and the 
inability to detect exact positions. We compensated for these shortcomings by installing 
many RFID tag readers in the environment. 
To achieve approximate distance estimation, we set the RFID tag readers to have eight levels 
of sensitivity. Detection areas, however, are affected by the position of the RFID tag readers 
and reflections due to walls. Therefore, we measured each detection area prior to the 
experiment. We then attached the tag readers in positions two meters above the floor, and to 
successfully detect the tags we had to set the reader sensitivity level to at least five. 

Figure 4. Detection fields of RFID tag 

Figure 1 shows an example of how we positioned the tag readers. We placed them around 
particular exhibits, so that the system could detect whether visitors approached them. 
Moreover, since a tag reader’s detection field has a torus shape, the system can estimate the 
tag position by superposing the circles calculated from the reader outputs (Fig. 4). 
2) Infrared cameras: 
We placed an infrared LED on top of a Robovie and attached infrared cameras to the ceiling 
to determine the robot’s correct position. The system produces binary images from the 
infrared cameras and detects bright areas. It calculates absolute coordinates with a reference 
to the weighted center of the detection area and sends them to the database. 
Infrared camera positions are shown in Fig. 1. The distance between the floor and ceiling is 
about 4 m. The width and height of images from an infrared camera are 320 and 240 pixels, 
respectively. One pixel represents about 1 cm2 of area. 
3) Video cameras: 
The video camera positions are also shown in Fig. 1. The output images of each video 
camera are recorded onto a PC and used to analyze the data generated during the 
experiment.



Humanoid Robots, Human-like Machines 572

4. Robot Behaviour 

4.1 Locomotive robot 

We used a Robovie as a locomotive robot that moved around in parts of the environment, 
interacted with visitors, and guided them to exhibits. Such behaviour can be divided into 
four types, the details of which are explained as follows. 
1) Interaction with humans: Childlike interaction 
The robot can engage in such childlike behaviour as handshaking, hugging, and playing the 
game of “rock, paper, scissors.” Moreover, it has reactive behaviours such as avoidance and 
gazing at the touched part of its body, as well as patient behaviour such as solitary playing 
and moving back and forth. Figure 5 shows interaction scenes between the robot and 
visitors. 

(a) A child touching the robot (b) The robot hugging children 

Figure 5. Scenes of interaction between visitors and the robot 

2) Interaction with humans: Using information from RFID tags 
The robots can detect RFID tag signals around themselves by using their RFID tag reader, 
which allows them to obtain personal data on visitors from their RFID tag IDs. Each robot 
can greet visitors by name, wish them a happy birthday, and so on. In addition, the system 
records the time that visitors spend on the fourth floor of the Osaka Science Museum. The 
robots can behave according to that duration of visit. 
3) Guiding people to exhibits: Human guidance  
The robot can guide people to four kinds of exhibits by randomly determining the target. 
Foe example, when bringing visitors to the telescope, the robot says, “I am taking you to an 
exhibit, please follow me!”, and approaches the telescope. It suggests that the person look 
through it and then talks about its inventor. 
4) Guiding people to exhibits: Using information from RFID tags  
The RFID tags’ data are also used for interaction. We used the amount of time that visitors 
spent near an exhibit to judge whether visitors tried it. For example, when an RFID-tagged 
visitor has stayed around the “magnetic power” exhibit longer than a predefined time, the 
system assumes that the visitor has already tried it. Thus, the robot says, “Yamada-san, 
thank you for trying ‘magnetic power.’ What did you think of it?” If the system assumes that 
the visitor has not tried it, the robot will ask, "Yamada-san, you didn't try ‘magnetic power.’ 
It’s really fun, so why don’t you give it a try?” 
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4.2 Robots that talk with each other 

Two stationary robots (Robovie and Robovie-M) can casually talk about the exhibits as 
humans do with accurate timing because they are synchronized with each other through an 
Ethernet network. When taking, Robovie controlled the timing of Robovie-M’s motion and 
speech. The topic itself is determined by data from RFID tags. By knowing a visitor’s 
previous course of movement through the museum, the robots can try to interest the visitor 
in an exhibit he or she overlooked by starting a conversation about that exhibit. Figure 6 
shows scenes of robots talking to each other. 

(a) Two robots talking (b) Two robots talking to visitors

Figure 6. Scenes of robots talking to each other 

4.3 A robot bidding farewell 

This robot is positioned near the exit and, after requesting data from their RFID tags, says 
goodbye to the departing visitors. We used Robovie-M for this robot. It also reorients 
visitors on the tour who are lost by examining the visitor’s movement history and time spent 
on the fourth floor of the Osaka Science Museum, which was recorded by the system. If 
visitors walk clockwise, they will immediately see this robot at the beginning and will be 
pointed in the right direction by the robot. Figure 7 shows a scene with this robot. 

Figure 7. The robot bidding farewell 

5. Results of Exhibition Experiment 

We performed experiments to investigate the impressions made by robots on visitors to the 
fourth floor of the Osaka Science Museum during a two-month period. By the end of the 
two-month period, the number of visitors had reached 91,107, the number of subjects who 
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wore RFID tags was 11,927, and the number of returned questionnaires was 2,891 (details 
are not discussed here). Details of questionnaires’ results are described by Nomura et al 
[Nomura et al, 2005]. The results of the two-month experiment indicate that most visitors 
were satisfied with their interaction with our robots. In this section, we describe the 
observed interaction between visitors and our robots at the exhibition and how the 
ubiquitous sensors contributed to the entire system in the real environment. 

5.1 Observations of interaction between visitors and the robots 
1) Locomotive robot 
• Often there were many adults and children crowded around the robot. In crowded 

situations, a few children simultaneously interacted with the robot. 

• Similar to Robovie’s free-play interaction in a laboratory [Ishiguro et al. 2001], children 
shook hands, played the paper-rock-scissors game, hugged, and so forth. Sometimes 
they imitated the robot’s body movements, such as the robot’s exercising.  

• When the robot started to move to a different place (in front of an exhibit), some 
children followed the robot to the destination. 

• After the robot explained a telescope exhibit, one child went to use the telescope. When 
she came back to the robot, another child used the telescope. 

• Its name-calling behaviour attracted many visitors. They tried to show the RFID tags 
embedded in the nameplates to the robot. Often, when one visitor did this, several other 
visitors began showing the robots their nameplates, too, as if they were competing to 
have their names called. 

We demonstrated that robots could provide visitors with the opportunity to play with and 
study science through exhibits they might have otherwise missed. In particular, this reminds 
us of the importance of making a robot move around, a capability that attracts people to 
interact with it. Moreover, as shown in the scene where children followed the locomotive 
robot, it drew their attention to the exhibit, although the exhibit (a telescope) was relatively 
unexciting. (The museum features many attractive exhibits for visitors to move and operate 
to gain an understanding of science, such as a pulley and a lever.) 
2) Robots that talk to each other 
• There were two types of typical visitor behaviours. One was simply listening to the 

robots’ talk. For example, after listening to them, the visitors talked about the exhibit 
that was explained to them, and sometimes visited the exhibit. 

• The other behaviour is to expect to have their name called. In this case, the visitors paid 
rather less attention to the robots’ talk but instead showed their names to the robots, 
which is similar to the actions observed around the locomotive robot. Often, a visitor 
would leave the area in front of the robot just after his/her name was called. 

One implication is that displaying a conversation between robots can attract people and 
convey information to them, even though the interactivity is very low. Such examples are 
also shown in other works [Hayashi et al. 2005] [Hayashi et al. 2007].  
3) Robot bidding farewell 
• There were two types of typical visitor behaviours. One was simply watching the 

robot’s behaviour. 

• The other was, again, to expect to have their name called. In this case, the visitors often 
showed their names to the robots. 
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Significantly, the effectiveness of the name-calling behaviour was again demonstrated, as 
seen in the children’s behaviour when returning their RFID tags. 

5.2 Contribution of the ubiquitous sensors  
1) RFID tags and tag readers 
As shown in the scenes of interaction with the robots, the application of RFID technology 
largely promoted the human-robot interaction, particularly with regard to the name-calling 
behaviour. However, the information obtained from the distributed RFID tag readers made 
a relatively small contribution to the system. Robots talked to the visitors about their 
exhibit-visiting experience, such as “You did not see the telescope exhibit, did you? It is very 
interesting. Please try it,” based on the information from the RFID reader network, but it 
seemed to be less attractive and impressive to the visitors. This was also pointed out in our 
previous work [Koide et al. 2004]. Perhaps, robots are too novel for visitors, so they highly 
value the mere experience of interacting with the robots while paying less attention to the 
detailed services that they offer. 
2) Other ubiquitous sensors 
Regarding the ubiquitous sensors other than the RFID tags, their role was limited. The 
infrared camera supplied the exact position of the robot, which was very helpful in the 
crowded environment. We believe that there will be much useful information from 
ubiquitous sensors available for human-robot interaction, which should be incorporated in 
our future work. For example, Nabe et al. reported that the distance between a robot and a 
person was influenced by age [Nabe et al. 2006]. 

6. Conclusion 

We have developed an interactive robot system that combines autonomous robots and 
ubiquitous sensors. The system guided visitors through a science museum with human-like 
interaction, such as calling their names in a free-play behaviour and explaining exhibits with 
voice and gestures. In a two-month exhibition, 91,107 people visited the Osaka Science 
Museum, 11,927 of whom wore RFID tags to participate in the field trial. The results from 
questionnaires revealed that almost all of the visitors evaluated these robots highly.  

7. Acknowledgments 

We wish to thank the staff at the Osaka Science Museum for their kind cooperation. We also 
wish to thank the following ATR members for their helpful suggestions and cooperation: 
Tatsuya Nomura, Hideaki Terauchi, Takugo Tasaki, Daniel Eaton, Toshihiko Shibata, 
Koutarou Hayashi, Masaaki Kakio, Taichi Tajika, and Fumitaka Yamaoka. This research was 
supported by the Ministry of Internal Affairs and Communications of Japan. 

8. References 

Asoh, H., Hayamizu, S., Hara, I., Motomura, Y., Akaho, S., and Matsui, T. Socially 
Embedded Learning of the Office-Conversant Mobile Robot Jijo-2, Int. Joint Conf. on 
Artificial Intelligence (IJCAI), 1997. 



Humanoid Robots, Human-like Machines 576

Burgard, W., Cremers, A. B, Fox, D., Hähnel, D., Lakemeyer, G., Schulz, D., Steiner, W., and 
Thrun, S. The Interactive Museum Tour-Guide Robot, Proc. National Conference on 
Artificial Intelligence (AAAI), 1998.

Fujita, M. AIBO: Toward the era of digital creatures, Int. J. Robot. Res., vol. 20, no. 10, pp. 
781–794, 2001. 

Gockley, R., Bruce, A., Forlizzi, L., Michalowski, M., Mundell, A., Rosenthal S., Sellner, B., 
Simmons, R., Snipes, K., Schultz, Alan C., and Wang. J. Designing Robots for Long-
Term Social Interaction, IROS2005. pp. 2199-2204, 2005 

Hayashi, K., Kanda, T., Miyashita, T., Ishiguro, H., and Hagita, N. Robot Manzai – Robots’ 
conversation as a passive social medium-, IEEE International Conference on Humanoid 
Robots (Humanoids 2005), 2005. 

Hayashi, K., Sakamoto D., Kanda T., Shiomi M., Ishiguro H., and Hagita N., Humanoid 
robots as a passive-social medium - a field experiment at a train station -, ACM 2nd 
Annual Conference on Human-Robot Interaction (HRI 2007), 2007. (to appear) 

Imai, M., Ono T., and Ishiguro, H. Physical Relation and Expression: Joint Attention for 
Human-Robot Interaction, Proceedings of the 10th IEEE International Workshop on 
Robot and Human Communication (RO-MAN2001), pp. 512-517, 2001 

Ishiguro, H., Imai, M., Maeda, T., Kanda, T., and Nakatsu, R. Robovie: an interactive 
humanoid robot, Int. J. Industrial Robot, Vol. 28, No. 6, pp. 498-503, 2001. 

Kanda T., Ishiguro H., Imai M., Ono T., and Mase K. A constructive approach for 
developing interactive humanoid robots, IEEE/RSJ International Conference on 
Intelligent Robots and Systems (IROS 2002), pp. 1265-1270, 2002. 

Kanda, T., Hirano, T., Eaton, D., and Ishiguro, H. Interactive Robots as Social Partners and 
Peer Tutors for Children: A Field Trial, Journal of Human Computer Interaction, Vol. 
19, No. 1-2, pp. 61-84, 2004. 

Koide, Y., Kanda, T., Sumi, Y., Kogure, K., and Ishiguro, H. An Approach to Integrating an 
Interactive Guide Robot with Ubiquitous Sensors, IROS2004, pp. 2500-2505, 2004. 

Nabe, S., Kanda, T., Hiraki, K., Ishiguro, H. Kogure, K., Hagita, N. Analysis of Human 
Behavior in an Open Field to Improve Communication Robots, ACM 1st Annual 
Conference on Human-Robot Interaction (HRI2006), pp. 234-241, 2006. 

Nomura, T., Tasaki, T., Kanda, T., Shiomi, M., Ishiguro, H., and Hagita, N. Questionnaire-
Based Research on Opinions of Visitors for Communication Robots at an Exhibition 
in Japan, International Conference on Human-Computer Interaction (Interact 2005), 
2005.

Siegwart, R. et al. Robox at Expo.02: A Large Scale Installation of Personal Robots. Robotics 
and Autonomous Systems, 42, 203-222, 2003 

Shibata, T. An overview of human interactive robots for psychological enrichment, The 
proceedings of IEEE November 2004. 



30

Neural Control of Actions Involving Different 
Coordinate Systems 

Cornelius Weber1, Mark Elshaw2, Jochen Triesch1 and Stefan Wermter2

1Johann Wolfgang Goethe University, 2University of Sunderland 
1Germany,  2UK

1. Introduction 

The human body has a complex shape requiring a control structure of matching complexity. 
This involves keeping track of several body parts that are best represented in different 
frames of reference (coordinate systems). In performing a complex action, representations in 
more than one system are active at a time, and switches from one set of coordinate systems 
to another are performed. During a simple act of grasping, for example, an object is 
represented in a purely visual, retina-centered coordinate system and is transformed into 
head- and body-centered representations. On the control side, 3-dimensional movement 
fields, found in the motor cortex, surround the body and determine the goal position of a 
reaching movement. A conceptual, object-centered coordinate space representing the 
difference between target object and hand position may be used for movement corrections 
near the end of grasping. As a guideline for the development of more sophisticated robotic 
actions, we take inspiration from the brain. A cortical area represents information about an 
object or an actuator in a specific coordinate system. This view is generalized in the light of 
population coding and distributed object representations. In the motor system, neurons 
represent motor "affordances" which code for certain configurations of object- and effector 
positions, while mirror neurons code actions in an abstract fashion. 
One challenge to the technological development of a robotic / humanoid action control 
system is – besides vision – its complexity, another is learning. One must explain the cortical 
mechanisms which support the several processing stages that transform retinal stimulation 
into the mirror neuron and motor neuron responses (Oztop et al., 2006). Recently, we have 
trained a frame of reference transformation network by unsupervised learning (Weber & 
Wermter, 2006). It transforms between representations in two reference frames which may 
dynamically change their position to each other. For example the mapping between retinal 
and body-centered coordinates while the eyes may move. We will briefly but concisely 
present this self-organizing network in the context of grasping. We will also discuss 
mechanisms required for unsupervised learning such as requested slowness of neuronal 
response changes in those frames of reference that tend to remain constant during a task. 
This book chapter shall guide and inspire the development of sensory-motor control 
strategies for humanoids. 
This book chapter is organized as follows. Section 2 reviews neurobiological findings; 
Section 3 reviews robotic research. Then, after motivating learning in Section 4, we will 
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carefully introduce neural frame of reference transformations in Section 5, and in Section 6 
present a model for their unsupervised learning. Section 7 discusses the biological context, 
the model's solution for visual routing, and open questions for motor control. 

2. Neurobiology 

2.1 Cortical Areas Involved in Sensory Motor Control 

This section addresses some individual cortical areas, based primarily on macaque data 
(Luppino & Rizzolatti, 2000), highlighting the variety of frames of reference that exist in the 
cortex. In lower visual areas such as V1 and V2, neurons are responsive only to visual 
stimuli shown at a defined region in the visual field, the receptive field. They code in a 
retinal (eye-centered) coordinate frame. In higher visual areas the receptive fields become 
larger and can comprise half of the visual field. IT (infero temporal cortex) responses are for 
example dominated by the presence of an object. The retinal coordinate frame is 
unimportant, neither is any other spatial frame of reference. MT/MST (middle temporal / 
medial superior temporal) neurons respond to motion stimuli. 

Figure 1. Cortical areas involved in visuomotor computations.  The figure is schematic 
rather than faithful (drawn after Luppino and Rizzolatti (2000) and Van Essen et al. (1992)) 

Of specific interest to frame of reference transformations are the areas of the posterior 
parietal cortex (PPC): 

• LIP (lateral intraparietal) neurons encode locations retinotopically i.e. in eye-centered 
coordinates (Duhamel et al., 1997). 

• VIP (ventral IP) neurons encode locations in eye- and also in head-centered coordinates 
(Duhamel et al., 1997). Some cells show response fields that shift only partway with the 
eyes as gaze changes (Batista, 2002) ("intermediate reference frame"). Others have a 
head-centered response: the receptive field is fixed w.r.t. the head, but the response 
magnitude can be scaled depending on the position of the eyes. Because of this 
multiplicative interaction these are termed "gain fields". 
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Many parietal neurons, such as in LIP and VIP, respond when an eye movement brings 
the site of a previously flashed stimulus into the receptive field (Duhamel et al., 1992). 
Hence they predict reference frame changes caused by eye movement. 

• MIP (medial IP) neurons represent reach plans in a retinal coordinate frame. For 
example, a neuron fires during reaching movements, but only when the eyes are 
centered at the reach target (Batista, 2002). 

• PRR (parietal reach region) neurons code the next planned reaching movement.   In the 
neighboring area 5 of the PPC, targets are coded w.r.t. both eye and hand (Buneo et al., 
2002).  Buneo et al.  (2002) suggest that the transformation between these two reference 
frames may be achieved by subtracting hand location from target location, both coded 
in eye centered coordinates. 

The motor cortex (for reviews see Rizzolatti et al. (2001); Luppino and Rizzolatti (2000); 
Graziano (2006)) is also called agranular cortex, because it misses the granular layer which 
in sensory areas receives the bottom-up sensory input. The motor areas can be subdivided 
into two groups. One group of motor areas connects to the spinal cord. These more caudally 
situated areas transform the sensory information into motor commands: 

• F1 projections end directly on motor neurons. Neural activations are correlated with 
hand position, finger control, and velocity to perform actions such as grasping, with 
lesion studies showing that damage to this area prevents hand grasping (Fadiga & 
Craighero, 2003). 

F2, F3 and parts of F4, F5 activate preformed medullar circuits and also send connections to 
Fl (Luppino & Rizzolatti, 2000). 

• F2 encodes motor execution and motor preparation and is somatotopically organized. 
There are few visually responsive neurons ( 16%), mostly within parts of the forelimb 
representation (Fogassi et al., 1999).

• F3 encodes complete body movements.   Stimulation evokes proximal and axial muscle 
movements; typically a combination of different joints. There are frequent responses to 
somato-sensory stimulation (Luppino & Rizzolatti, 2000). 

• F4 is active at simple movements, e.g. toward mouth or body. It responds to sensory 
stimulation: 50% of neurons to somato-sensory 50% to somato-sensory and visual 
stimuli (Luppino & Rizzolatti, 2000).  Visual receptive fields are 3-dimensional, located 
around the tactile receptive fields, such as on face, body or arms. Hence, there is are 
egocentric, body-part centered frames of reference. 

• F5 controls hand and mouth. Neuronal firing is correlated with action execution, such 
as precision- or power grip, but not with its individual movements. Some neurons do 
not respond to vision, some respond to a sheer 3-dimensional presentation of objects 
(pragmatic representation of graspable objects), finally, "mirror neurons" respond to 
action observation. They will be described in more detail in Section 2.3. 

The other group of motor areas do not have direct connections to the spinal cord, nor to Fl. 
These more frontally situated areas are involved in controlling the more caudal motor areas: 

• F6 neurons display long leading activity during preparation of movement. They are 
modulated by the possibility of grasping an object. Stimulation, only with high 
currents, leads to slow complex movements which are restricted to the arm. Visual 
responses are common. It receives input from cingulate cortical areas which are 
associated with working memory, temporal planning of movements, motivation 
(Rizzolatti & Luppino, 2001). 
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• F7 displays visual responses.  It may be involved in coding object locations in space for 
orienting and coordinated arm-body movements (Luppino & Rizzolatti, 2000). 

Because of different investigation methods, there are different classification schemes of 
cortical areas. The primary motor cortex F1 is also referred to as MI. The dorsal premotor 
area (PMd) comprises F2 and F7. F3 is referred to as supplementary motor area (SMA), and 
F6 as pre-SMA. The ventral premotor area (PMv) comprises F4 and F5 (Matsumoto et al., 
2006).

2.2 Key Aspects of Functionality 

We summarize the following general observations: 

• There are many frames of reference, accounting for the dynamic complexity of the 
body. Some frame of reference transformations are likely to depend on the correct 
functioning of certain others, while others may function in parallel as independent 
systems. 

• Some neurons code in "intermediate" reference frames, such as between eye- and head-
centered coordinates. Likewise, neurons with a constant receptive field position (in a 
certain reference frame) may have their responses modulated by, e.g. eye position 
("gain fields"). 

• There is convergence: For example, an object position can be computed in a body-
centered frame from visual input; the hand position can be computed from somato-
sensory signals; from these two positions, a motor error (the difference between target 
object and hand) can be computed. On the other hand, when both hand and object are 
in sight, this difference can be read directly in retinal coordinates (Buneo et al., 2002). 
This redundancy may be used to align different frames of reference, or supervise the 
learning of one representation by the representation of another. 

Frame of reference transformations enable the understanding of actions performed by 
others, as observed in the mirror neurons in F5. This is a prerequisite for social 
communication, and because of its importance we will discuss the mirror neuron system in 
the following. 

2.3 Mirror Neurons 

Rizzolatti and Arbib (1998) and Umilta et al. (2001) describe neurons located in the rostral 
region of a primate's inferior area, the F5 area (see Fig. 1), which are activated by the 
movement of the hand, mouth, or both. These neurons fire as a result of the action, not of 
the movements that are the components of this action. The recognition of motor actions 
depends on the presence of a goal, so the motor system does not solely control movement 
(Gallese & Goldman, 1998; Rizzolatti et al., 2002). A seen tool also activates regions in the 
premotor cortex, an effect which increases when subjects name the tool use (Grafton et al., 
1997). The F5 neurons are organized into action categories such as 'grasping', 'holding' and 
'tearing' (Gallese & Goldman, 1998; Rizzolatti & Arbib, 1998). More generally, the motor 
cortex is partly organized around action-defined categories (Graziano, 2006). 
Certain grasping-related neurons fire when grasping an object, whether the grasping is per-
formed by the hand, mouth, or both. This supports the view that these neurons do not rep-
resent the motor action but the actual goal of performing the grasping task. Within area F5 
the pure motor neurons only respond to the performing of the action. Visuomotor neurons 
also respond to the presentation of an object ("canonical neurons") or when a monkey sees 
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the action performed (mirror neurons) (Kohler et al., 2002; Rizzolatti & Arbib, 1998; 
Rizzolatti et al., 2001). The mirror neuron system indicates that the motor cortex is not only 
involved in the production of actions but in the action understanding from visual and 
auditory information (Rizzolatti et al., 2002; Rizzolatti & Luppino, 2001; Rizzolatti & Arbib, 
1998) and so the observer has the same internal representation of action as the actor (Umilta 
et al., 2001).
These mirror neurons are typically found in area F5c and do not fire in response to the 
presence of the object or mimicking of the action. Mirror neurons require the action to 
interact with the actual object. They respond not only to the aim of the action but also how 
the action is carried out (Umilta et al., 2001). Already an understanding that the object is 
there without being visible causes the activation of the mirror neurons if the hand reaches 
for the object in the appropriate manner. This is achieved when primates are first shown the 
action being performed completely visible and then with the hand-object interaction hidden 
behind an opaque sliding screen (Umilta et al., 2001). Since these areas are active during 
both performance and recognition, when simply observing the action, there must be a set of 
mechanisms that suppress the movements to perform the action. 

Figure 2. Responses of a macaque F5 mirror neuron during action recognition and 
performance (from Kohler et al. (2002), with permission) 

Fig. 2 provides mirror neuron responses. The individual pictures show at the top a raster-
gram that represents the spikes during 10 trials, below which is a histogram (the central line 
represents onset of stimulus). Recognition is achieved through visual stimuli, left, or audi-
tory stimuli, middle, for which oscillograms are shown below. The motor readings, right, 
are recordings of the primate when performing the action. It can be seen that this mirror 
neuron is active when the monkey breaks a peanut or observes someone performing this 
action, but not during a control action of ring grasping. These audiovisual mirror neurons 
have a role in the discrimination of different actions, and constitute together with Broca's 
area for language representation, a part of a "hearing-doing" system (Lahav et al., 2007). 

2.4 Mirror Neurons and Imitation 

One possible application for the mirror neuron system is imitation learning. According to 
Schaal et al. (2003) and Demiris and Hayes (2002) imitation learning is common to everyday 
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life and is able to speed up the learning process. Imitation learning allows the observer to 
gain skills by creating an abstract representation of the teacher's behavior, understanding 
the aims of the teacher and creating the solution (Dillmann, 2003). Imitation requires the 
ability to understand the seen action and produce the appropriate motor primitives to 
recreate it (Buccino et al., 2004). The role of mirror neurons is to encode actions so they are 
understood or can be imitated, by gaining the reason for the action (Rizzolatti & Arbib, 1998; 
Sauser & Billard, 2005a). 
A possible explanation for the ability to imitate is the internal vocabulary of actions that are 
recognized by the mirror neurons (Rizzolatti & Luppino, 2001). This ability to understand 
others' actions, beliefs, goals and expectations aids the inclusiveness of the group. This 
allows the observer to predict the actions and so determine if they are helpful, unhelpful, 
threatening, and to act accordingly (Gallese & Goldman, 1998; Gallese, 2005). It is argued by 
Demiris and Hayes (2002) that through the mirror neuron system when a primate or human 
watches an action they are to imitate they put themselves in the place of the demonstrator. 
Understanding the actions of the demonstrator comes from creating alternatives and 
choosing the most appropriate one. A requirement for imitation is to connect the sensory 
system with the motor system so that the multimodal inputs are linked to the appropriate 
actions.

2.5 Mirror Neurons and Frame of Reference Transformations 

If mirror neurons are involved in imitation then they have to mediate between different 
coordinate systems in order to establish a mapping from the visual representation of 
another agent's action to an appropriate motor behavior. If the observed action is targeted at 
a specific object, then a visual representation of agent and object in retinal coordinates must 
be transferred into an object centered representation of the action. If the object-directed 
action is then to be imitated, it has to be transfered to the appropriate motor commands 
taking into account a potentially different relative position of the imitator to the object. 
A very instructive example is that of gaze following. Gaze following is the skill of looking to 
an object because another agent turns to look at it. In this case the object-directed action is 
simply to look at it. Human infants seem to learn this behavior during their first two years 
of life presumably because they learn that whereever other people are looking there is 
typically something interesting to see — such as another person, an interesting object, or the 
other person's hands manipulating something (Triesch, Teuscher et al., 2006). Consider the 
situation of an infant and her mother facing each other. When the mother turns to her right 
to look at something, the infant will see the head of the mother turning. But how does the 
infant know that she needs to turn her own head to the left and how much she needs to turn 
to look at the same object? The question is not trivial and in fact infants seem to need more 
than 18 month to fully master this skill. The infant needs to learn to associate different 
locations and head poses of the mother with potential locations in space where the mother 
may be looking. These locations comprise the line of sight of the mother, which is 
represented, presumably, in an ego-centric reference frame of the infant. Recently, Triesch, 
Jasso and Deáak (2006) presented a simple model that demonstrates how such a mapping 
can be learnt with generic reinforcement learning mechanisms. Specific head poses of the 
mother become associated with gaze shifts of the infant that have a high probability of 
matching the location where the mother is looking. This learning process is driven by 
rewards the infant receives for looking at interesting objects, whose locations are predicted 
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by the looking direction of the mother. Interestingly, the model develops a mirror-neuron-
like premotor representation with a population of model neurons that become activated 
when the infant plans to look at a certain location or when the infant sees the mother 
looking in the direction of that location. The existence of a similar representation in the brain 
is the major prediction of the model.
The example demonstrates that the three-dimensional pose of the agent and the imitator and 
their interrelation need not be fully computed to achieve imitation behavior. On the other 
hand, Sauser and Billard (2005b) present a model (cf. Section 3.2) in which imitation is 
performed, only by constructing several consecutive frame of reference transformations, in 
order to map from an agent- to an imitator coordinate system. How much geometry has to 
be calculated for imitation? 
In another view, mirror neurons represent actions in an abstract fashion, such as when 
activated by sound (cf. Fig. 2), but are in general unresponsive to the individual movements 
that make up an action. Hence, they are invariant with respect to the exact geometrical 
constellations. The demand for invariances makes geometrical frame of reference 
computations even more challenging, and encourages an alternative view in which the mere 
presence of features, such as a sound, are detected by mirror neurons with little involvement 
of geometry. Both views can be reconciled by the notion of convergence (cf. Section 2.2): the 
result of a geometrical frame of reference computation may be supported by, e.g., the target 
being successfully focused, or grasped. The error- or reinforcement signal at the end of a 
successfully completed action can give feedback to the learning of the geometrical 
calculations. 

3. Action in Robotics 

The complex geometry of humanoid robots complicates the mapping between sensors and 
actuators. Additionally, sensors (head, eyes/camera, ears/microphone) may be moved 
independently of the body on which the actuators are mounted. This is demonstrated in Fig. 
3. The robot must know not only the visually seen direction of the object (blue dotted arrow) 
in retinal coordinates, but also the gaze direction (yellow arrow) which defines the retinal 
reference frame, before acting in the body-centered reference frame (defined by the long red 
arrow). Geometrical calculations are complicated by the fact that axes do not coalign, nor do 
they lie in the centers of sensors. 

3.1 Coordinate Transformations in Robotics 

There has been a lot of traditional and current research on coordinate transformations in 
robotics since traditional robotic models rely extensively on converting perceptual input to 
internal representations and external actions. For instance, at the most recent Intelligent 
Robotics and Systems international conference proceedings, 2006, there are 62 papers 
addressing "coordinate transformations" in some form. Coordinate transformations are used 
in traditional control modeling for instance for motion generation, ball catching, sound 
localization, visual tracking, simultaneous localization and mapping, path following, motion 
planning, cooperating manipulators, balancing tasks, dance step selection, or pedestrian 
tracking. If multiple audio visual and motor maps are all involved in controlling robot 
behavior these maps have to be coordinated. Most of the existing coordinate transformation 
approaches in robotics rely on traditional inverse dynamics / inverse kinematics models 
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based on control approaches. However, for new intelligent robotics and in particular 
humanoid robots with many degrees of freedom researchers look for new and alternative 
solutions to coordinate transformations. For instance, one important cluster of work relates 
to the motion generation and motion interpretation for humanoid robots (Harada et al., 
2006) and in order to grasp a cup with a handle from a table, the robotic head and the arm 
have to be coordinated (Tsay & Lai, 2006). For such tasks several different coordinate 
transformations are involved in a simple grasping action, e.g. including an object coordinate 
system, a palm coordinate system, gaze coordinate system, arm base coordinate system, and 
wrist coordinate system etc. Furthermore, if sound maps are involved, for instance different 
sizes of heads, ear shapes have an influence on the sound maps and coordinate 
transformations in reality are difficult to calibrate from sound to vision or motor maps 
(Hoernstein et al., 2006). 

Figure 3. Grasping by a humanoid robot. The object is localized in a visual reference frame 
(yellow arrow points into gaze direction) by the direction of the dotted, blue arrow. The 
grasping is performed in a body-centered reference frame (long red arrow). The relation 
between visual and body-centered systems varies when the head turns 

Particularly challenging are also coordinate transformations between different maps of 
different robots, the so-called multi robot map alignment problem. A new approach has 
been proposed to use the relative pose measurements of each of two robots to determine the 
coordinate transformation between two maps while assuming that the initial poses of the 
robots are not known (Zhou & Roumeliotis, 2006). 
Besides these traditional approaches based on formal algebraic transformations there are 
more and more non-traditional approaches to motor control based on biomimetic or 
cognitive approaches. The general problem of movement control is to map from a cartesian 
task space to a solution in joint space. Especially for higher degrees of freedom robots with 
30-40 degrees of freedom (similar to humans) the task of inverse dynamics of computing 
these coordinate transformations is very demanding. Therefore, different from traditional 
approaches some new bioinspired control models have been suggested to address 
computational efficiency with task independent motor control, only involving those joints 
which also participate in the task (Gu & Ballard, 2006). This approach by Gu and Ballard 
proposes that actions are planned in segments with equilibrium end points in joint space. 
Movements are done by moving between equilibrium points. 
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Another interesting novel approach has been proposed as a learning-based neurocontroller 
for a humanoid arm. This approach is based on a self-organizing neural network model and 
does not assume knowledge about the geometry of the manipulators. Essential is an action-
perception cycle which helps to learn transformations from spatial movement to joint move-
ments in the neural map (Asuni et al., 2006). Another new approach to biologically inspired 
cross modal mapping is further pursued for robotic eye-hand systems (Meng & Lee, 2006) 
where they incrementally construct mapping networks for eye hand coordination based on 
extended Kalman filters and radial basis function networks. The system converts the 
location of a target to an eye-centered coordinate system from which it is mapped via 
another network into a hand-based coordinate system. Then the difference between the 
actual and desired position can be computed to steer the motor commands. 

3.2 Robot Mirror Neuron System Imitation Learning 

The mirror neuron system's principles offer inspiration for developing robotic systems 
particularly with regards to imitation learning to allow robots to cope with complex 
environments by reducing the search space (Belpaeme et al., 2003; Triesch et al., 1999). 
A mirror neuron-based approach for imitation that relies on learning the reference frame 
transformation is that of Sauser and Billard (2005b, 2005a). This approach for three-
dimensional frames of reference transformations is based on a recurrent multi-layer neural 
network. This two layer neural network can create a non-linear composition from its inputs. 
The model includes an attractor network in the first layer with lateral weights, with the 
second layer containing neurons that receive inputs from a recurrent population but lack 
lateral connections. This network is able to represent two characteristics, direction and 
amplitude, in a population vector code. It is able to perform translation or rotation of 
vectorial activities. To perform non-linear transformation such as rotation there was the 
need for an intermediary population known as the gain field. A rotation around an axis the 
rotation is split into three transformations. When carrying out rotation for a reaching 
activity the target is observed using the visual system and represented using head-centered 
coordinate neurons. The angle between the head and body is represented in neurons that 
get proprioceptive information from the appropriate muscles receptors. To produce a 
movement to the target there is a need to take the head- centered coordinate representation 
and alter it so it is a body-centered frame of reference vector represented in a population of 
neurons. 
However many of the approaches simplify the problem to get round the need to include a 
learnt approach for reference transformation. Takahashi et al. (2006) have put forward a 
mirror neuron-based model for learning behaviors and others' intentions that does not 
depend on a precise model of the world or coordinate transforms. This approach relies on 
reinforcement learning to perform activities including navigation and ball passing with in a 
modular approach. Once the observer robot has developed the appropriate behaviors 
through reinforcement learning, the observer watchers the behavior and maps the sensory 
information from the observer's position to that of the performers based on state variables 
created during reinforcement. This model is based on a modular learning system made up 
of behavior modules. 
An additional robotics approach that uses imitation learning based on mirror neurons is that 
of Demiris and Hayes (2002) and Demiris and Johnson (2003) through behavior and forward 
models. A reference transformation is made in that the observer and the actor robots face 
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each other. The behavior model gives information on the current state and the goal and 
produces the required motor commands. The forward model then creates the expected next 
state based on the output from the behavior model. The predicted state is compared with 
the actual state of the demonstrator to produce an error signal. A confidence value is created 
from the error signal and used to establish the confidence by which a particular action or 
series of actions is identified by the observer robot. The architecture not only allows the 
observer robot to produce the appropriate behavior but also to recognize the behavior being 
performed by the demonstrator. 
A further mirror neuron-based approach is that of Billard and Matari  (2001) who use a 
hierarchy of neural networks and provides an abstract and high level depiction of the 
neurological structure that is the basis of the visuomotor pathways to examine the ability to 
reproduce human arm movements. The model consists of three parts for visual recognition, 
motor control and learning and uses seven modules. A module based on the temporal cortex 
processes visual information to identify the direction and orientation of the teacher's arms 
with reference to a point on the teacher's body. The temporal cortex model receives as input 
Cartesian coordinates for the limbs of the person demonstrating the action and this is 
transformed into the frame of reference of the observer. This transfer is supported by studies 
that have observed orientation-sensitive cells in the temporal cortex. The motor control is 
based on a hierarchical model with a spinal cord module at the lower level. Learning of 
movement occurs in the pre-motor cortex and cerebellum modules and learning creates 
links between the primary motor cortex, premotor cortex and the cerebellum and within the 
premotor cortex and the cerebellum. These modules use a dynamic recurrent associative 
memory architecture which is a fully connected recurrent network that enables time series 
and spatio-temporal data to be learnt using short-term memory. The model when tested on 
series of arm movements is found to reproduce all motions despite the noisy environment. 
An additional mirror neuron system based approach for grounding is that of Tani et al. 
(2004). A recurrent neural network with parametric biases (RNNPB) learns to recognize and 
produce multiple behaviors with distributed coding using a self-organizing technique. The 
reference transformation takes the spatial coordinates of the actor's hands which are 
mapped to the robot's hands using centered cartesian coordinates without learning. In this 
approach, sections of spatio-temporal data of sensory-motor flow are depicted by using 
vectors of small dimensions. The nonlinear dynamical system is produced using a Jordan-
type recurrent network that has parametric biases (PB) incorporated in the input layer 
function. Learning is achieved through the self-organizing mapping of the PB and the 
behavior representation. To reproduce the characteristics of the mirror neuron system, the 
RNNPB creates the appropriate dynamic pattern from fixed PB to learn and perform 
recognition by producing the PB from a target pattern. Movement patterns are learnt using 
the forward model by producing the PB vectors and a synaptic weight matrix. Following 
learning it is possible to produce sensory-motor series by using the forward dynamics of the 
RNNPB with the parameter biases fixed. When the network produces a behavior it operates 
in a closed loop where the prediction of the next action is fed back as an input. 
As part of the MirrorBot project a mirror neuron-based docking action was generated using 
a 4-step model. First, feature detectors from the visual input of neurons in a "what" area are 
learnt unsupervised. Second, associator weights within and between the "what" area and a 
"where" area are learnt supervised. After training, these two levels visually localize an object 
in a camera-centered coordinate system. Third, weights to a robot motor output are trained 



Neural Control of Actions Involving Different Coordinate Systems 587

by reinforcement learning to drive the robot to a position to grasp the object (Weber et al., 
2004). Since the position of the camera was held fixed, the pixel coordinates could be directly 
used for motor control, and no dynamic reference frame transformation was needed. In an 
equivalent approach, Martinez-Marin and Duckett (2005) make the camera always focus at a 
grasp target, which allows to use the camera gaze angle directly to control the robot. In 
(Weber et al., 2006) finally, a fourth layer observes the self-performed actions and learns to 
perform and to predict them based on only visual input. This loosely mimics mirror 
neurons, but as visual recognition of other robots was not done, neurons are active only 
when observing self-performance. Another, higher level with additional language input 
learnt to associate words to actions (Wermter et al., 2005). In simulation, the network could 
perform and recognize three behaviors, docking ('pick'), wander ('go'), and move away 
('lift').

4. Importance of Learning 

Maybe one of the most fundamental questions we can ask about coordinate transformations 
is how the brain comes to know how to compute them. More precisely, to what extent is the 
ability to compute proper coordinate transformations already built into our brains at birth 
and can be seen as a product of our evolutionary heritage? And to what extent is it the 
product of experience dependent learning mechanisms, i.e. a product of our lifetime 
experience? This set of questions is a particular example of what is often called the 
nature/nurture debate (Elman et al., 1996). 
Several pieces of evidence point to an important role of evolution in setting up proper sen-
sorimotor coordinate mappings in our brains. Most important, maybe, is the fact that even 
newborn infants are robustly capable of computing certain sensorimotor transformations. 
For example they will readily turn their head in the direction of a salient visual stimulus, 
requiring them to map the location of a visually perceived object represented in retinotopic 
coordinates to the appropriate motor commands for turning the head. This finding is 
important, because it shows that some sensorimotor transformations are already in place 
minutes after birth, before there was much time for any experience dependent processes to 
learn such a mapping. The sensorimotor abilities of other species are even more striking. In 
some precocious species like gazelles, newborns will be able to run at high speeds a few 
hours after birth, successfully avoiding obstacles and navigating across uneven terrain. 
The remarkable sensorimotor abilities of some species at birth suggest that much of the solu-
tion may be "hardwired" into our brains, but experience dependent learning processes must 
also play an important role in setting up and maintaining proper coordinate 
transformations. A chief reason for this is that the required coordinate transformations are 
not constant but change during the organism's development as the body grows and the 
geometry of sense organs and limbs matures. In fact, our ability to constantly adapt our 
sensorimotor coordination seems to be ubiquitous and it even persists into adulthood. A 
well-studied example is that of prism adaptation (Harris, 1965). When subjects wear glasses 
with wedge prisms that produce a sidewards shift of the visual scene, they will initially be 
quite inaccurate at a task like throwing darts at a target. The prism glasses introduce a bias 
to throw the dart to one side. Within a brief period, however, subjects are able to adapt their 
sensorimotor mappings to compensate for the effect of the prism glasses and their throws 
become accurate again. If the glasses are now taken away again, the subjects will again make 
errors — but this time in the opposite direction. Thus, our sensorimotor mappings can be 
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viewed as being the product of adaptation processes that change the required coordinate 
transformations whenever needed. At this point it is clear that both nature and nurture play 
important roles in allowing us to become so adept at performing sophisticated coordinate 
transformations. The fact that our coordinate transformations are so adaptable suggests that 
humanoid robots may also benefit from the flexibility to learn and adapt their coordinate 
transformations during their "life-time". 

5. Neural Frame of Reference Transformations 

5.1 Neural Population Code 

Figure 4. Neural population code. A scalar value, e.g. 0.65, is encoded by the activation rates 
of an array of neurons, the population vector

A continuous number is likely to be represented in the brain on an array of neurons, rather 
than in the firing rate of a single neuron. Fig. 4 visualizes how neurons may encode a 
continuous value by a neural population code. Each neuron codes for one value for which it 
will fire maximally, but it also responds to similar values. The set of neurons must cover all 
values that can be coded. The coded value can be read from the center of mass of the 
activation hill. One reason for such a code in the brain may be that a cortical neuron's firing 
is noisy and its firing rate is hard to adjust precisely. Many neurons for example decrease 
their firing rate within a few seconds of constant stimulus presentation, a phenomenon 
called firing rate adaptation (Blakemore & Campbell, 1969). 
A second reason for population coding may be that sensory neurons are spatially 
distributed. A seen object activates a blob of neurons on the retina, so it is computationally 
straightforward to retain the positional information topographically in cortical visual areas. 
Furthermore, there is more information in such a code than just the value coded in the 
maximally active neuron. A wider, or narrower hill of activation may account for 
uncertainty in the network's estimate of the encoded value. If two estimates, e.g. in the dark 
an uncertain visual position estimation and a more precise sound-based estimation are 
combined, networks that perform Bayesian cue integration can combine the information to 
obtain an estimate that has higher saliency than an estimate based on one cue alone 
(Battaglia et al., 2003). A neural activation pattern not only encodes location information. A 
visual stimulus activates several hierarchically organized cortical areas, each analyzing a 
different aspect, such as color, shape, identity, etc. The pure location information of an object 
may be most beneficial in the motor cortex, but also there, information like object 
orientation, size and expected weight is relevant, e.g. if the object is to be grasped. A more 
complex shape of the neural activation pattern can represent such additional information. 
However, if the activation pattern becomes too complex, then information might interfere, 
and the coded variables may be read out incorrectly. 
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5.2 Principles of Frame of Reference Transformations 

Coordinate transformations exist in several complexities. In the simple case, for example 
visual coordinates representing a grasp target are transformed into arm angle 

coordinates  used for reaching the target. This can be described as a fixed (non-

linear) mapping , and assumes that only the arm moves. The body of the agent, 

its head, eyes, and the object are statically fixed (Ghahramani et al., 1996). The mapping gets 
more involved if the arm angle coordinates have redundant degrees of freedom, as is the 
case in human(oid)s (Asuni et al., 2006). 
In this book chapter we are focusing on the more complex, dynamic coordinate 
transformations. In the example, the visual-motor mapping would be altered by other 
influences, such as the gaze direction , which is determined by the posture of eyes and 
head. Since the mapping is now also influenced by the values of , we may express it 
as . It is these dynamic transformations that are in the literature referred to 
as frame of reference transformations. 
Our paramount example (for population variables and representing scalar variables) is 
that  is the horizontal object position on the retina, and is the horizontal gaze angle 
(composed of eye- and head-angle). Then the body-centered horizontal position of the target 
is

 (1) 

This is challenging, because there is no other sensory input supplying and the 
computation is done with population codes. 
For this scalar case, Fig. 5 shows how a neural frame of reference transformation can be 
performed. The scalar variables  and define the centers of Gaussian hills of neural 
activations and , each along one dimension. The outer product of these population codes 
is then represented on two dimensions, depicted as squares in Fig. 5. These two dimensions 
contain all information of and , be it in a rather wasteful manner. The advantage is that 
for each constant , a diagonal line in that square represents all possible combinations of 

 and for which Eq. 1 holds. 

Figure 5. Schematic of a frame of reference transformation. Three different variations of the 
inputs are shown for each of three different results of the transformation, i.e. resulting in small, 
medium and large sums. The input is a pair of Gaussian population vectors, e.g. ,
representing  and , the to be transformed variables. Different combinations of  and 
are possible that lead to the same sum; these combinations lie on a diagonal on the depicted 
squares. A neuron that responds to a given sum will retrieve its input from one such diagonal 
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A straightforward method to get the result is to plaster the square with neurons which give 
input to a one-dimensional array of output neurons. Each output neuron receives its input 
from a diagonal line with an offset corresponding to the result  that it represents (Rossum 
& Renart, 2004). 
Such networks have been termed "basis function networks" (Deneve et al., 2001) referring to 
the units on the middle (square) layer, and partially shifting receptive fields of these units in 
response to a change of their input have been reported, akin to responses in several parietal 
and premotor areas. The term "gain field architecture" (Sauser & Billard, 2005a) refers to the 
multiplication of the two inputs (a component of  times a component of ) which effects 
the middle layer responses, a behavior also observed in some cortical areas (see Section 2). 
A problem in such a two-layer neural network is to find an unsupervised learning scheme. 
This is important, because, in the above example,  is not directly available, hence there is 
no supervisor. We will present in Section 6 a network that replaces the middle layer by 
enhanced synapses of the output layer neurons, and which allows unsupervised training. 
It is also worthwhile mentioning that the body geometry may considerably constrain, and 
therefore simplify, the possible transformations. For example, if the head turns far right, 
then no object on the left side of the body is visible. Hence, one input such as already
constrains the result  without any knowledge of the other input  (assuming that only 
visible objects are of interest). A simple transformation network without any middle layer 
that was trained in a supervised fashion takes advantage of this simplification (Weber et al., 
2005).

6. A Mapping with Sigma-Pi Units 

A standard connectionist unit i is activated by the sum of input activations weighted by 
its weights :

 (2) 

This net input ai is then usually passed through a transfer function. A Sigma-Pi neuron i
evaluates the weighted sum of multiplications 

 (3) 

As a specific case, the input vector  can be the same as , but in our example we have 
different input layers. In general, Sigma-Pi units may evaluate the product of more than just 
two terms. 
The advantage of the Sigma-Pi neuron for our problem can be seen in Fig. 6. Consider a 
neuron that shall be active if, and only if, leads to a medium sum, as in Fig. 5 
middle. We can construct it by assigning non-zero weights to the according combinations in 
the x- and y-input layers, as depicted by the small blobs on the diagonal of the square in Fig. 
6, and zero weights away from the diagonal. This neuron will be activated according to 

 (4) 



Neural Control of Actions Involving Different Coordinate Systems 591

so it will be activated by the selected combinations of x- and y-inputs. It will not be activated 
by different combinations, such as e.g. , because is zero. Such a selective 
response is not feasible with one connectionist neuron. 

Figure 6. A Sigma-Pi neuron with non-zero weights along the diagonal will respond only to 
selected input combinations, such as . This corresponds to 
Fig. 5, middle, where has medium value 

6.1 A Sigma-Pi SOM Learning Algorithm 

The main idea for an algorithm to learn frame of reference transformations exploits that a 
representation of an object remains constant over time in some coordinate system while it 
changes in other systems. When we move our eyes, a retinal object position will change with 
the positions of the eyes, while the head-centered, or body centered, position of the object 
remains constant. In the algorithm presented in Fig. 7 we exploit this by sampling two input 
pairs (e.g. retinal object position and position of the eyes, at two time instances), but we 
"connect" both time instances by learning with the output taken from one instance with the 
input taken from the other. We assume that neurons on the output (map) layer respond 
invariantly while the inputs are varied. This forces them to adopt, e.g. a body centered 
representation. In unsupervised learning, one has to devise a scheme how to activate those 
neurons which do not see the data (the map neurons). Some form of competition is needed 
so that not all of these "hidden" neurons behave, and learn, the same. Winner-take-all is one 
of the simplest form of enforcing this competition without the use of a teacher. The 
algorithm uses this scheme (Fig. 7, step 2(c)) based on the assumption that exactly one object 
needs to be coded. The corresponding winning unit to each data pair will have its weights 
modified so that they resemble these data more closely, as given by the difference term in 
the learning rule (Fig. 7, step 4). Other neurons will not see these data, as they cannot win 
any more, hence the competition. They will specialize on a different region in data space. 
The winning unit will also activate its neighbors by a Gaussian activation function placed 
over it (Fig. 7, step 2(d)). This causes neighbors to learn similarly, and hence organizes the 
units to form a topographic map. Our Sigma-Pi SOM shares with the classical self-
organizing map (SOM) (Kohonen, 2001) the concepts of winner-take-all, Gaussian 
activation, and a difference-based weight update. The algorithm is described in detail in 
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Weber and Wermter (2006). Source code is available at the ModelDB database: 
http://senselab.med.yale.edu/senselab/modeldb (Migliore et al., 2003). 

Figure 7. One iteration of the Sigma-Pi SOM learning algorithm 
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6.2 Results of the Transformation with Sigma-Pi Units 

We have run the algorithm with two-dimensional location vectors  and as relevant for 
example for a retinal object location and a gaze angle, since there are horizontal and vertical 
components.  then encodes a two-dimensional body-centered direction. The 
corresponding inputs in population code and are each represented by 15 x 15 units. 
Hence each of the 15 x 15 units on the output layer has 154 = 50,625 Sigma-Pi connection 
parameters. For an unsupervised learnt mapping, it cannot be determined in advance 
exactly which neurons of the output layer will react to a specific input. A successful frame of 
reference transformation, in the case of our prime example Eq. 1, is achieved, if for different 

combinations that belong to a given  always the same output unit is activated, 
hence will be constant. Fig. 8, left, displays this property for different pairs. Further, 
different output units must be activated for a different sum . Fig. 8, right, shows that 
different points on one layer, here together forming an "L"-shaped pattern, are mapped to 
different points on the output layer in a topographic fashion. Results are detailed in Weber 
and Wermter (2006). 
The output (or possibly, ) is a suitable input to a reinforcement-learnt network. This is 
despite the fact that, before learning, is unpredictable: the "L" shape of  in Fig. 8, right, 
might as well be oriented otherwise. However, after learning, the mapping is consistent. A 
reinforcement learner will learn to reach the goal region of the trained map (state space) 
based on a reward that is administered externally. 

Fig. 8: Transformations of the two-dimensional Sigma-Pi network. Samples of inputs and
given to the network are shown in the first two rows, and the corresponding network 

response a, from which is computed, in the third row. Leftmost four columns: random 
input pairs are given under the constraint that they belong to the same sum value . The 
network response a is almost identical in all four cases. Rightmost two columns: when a 
more complex "L"-shaped test activation pattern is given to one of the inputs, a similar 
activation pattern emerges on the sum area. It can be seen that the map polarity is rotated by 
180°.

6.3 An Approximate Cost Function 

A cost function for the SOM algorithm does not strictly exist, but approximate ones can be 
stated, to gain an intuition of the algorithm. In analogy to Kaski (1997) we state (cf. Fig. 7): 

(5)
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where the sum is over all units, data, and weight indices. The cost function is minimized by 
adjusting its two parameter sets in two alternating steps. The first step, winner-finding, is to 
minimize E w.r.t. the assignments (cf. Fig. 7, Step 2 (c)), assuming fixed weights: 

(6)

Minimizing the difference term and maximizing the product term can be seen as equivalent 
if the weights and data are normalized to unit length. Since the data are Gaussian 
activations of uniform height, this is approximately the case in later learning stages when 
the weights approach a mean of the data. The second step, weight-learning (Fig. 7, Step 4), is 
to minimize E w.r.t. the weights , assuming given assignments. When convergend, 

and

(7)

Hence, the weights of each unit reach the center of mass of the data assigned to it. 
Assignment uses while learning uses a pair of an "adjacent" time step, to 
create invariance. The many near-zero components of x and y keep the weights smaller than 
active data units. 

7. Discussion 

Sigma-Pi units lend themselves to the task of frame of reference transformations. 
Multiplicative attentional control can dynamically route information from a region of 
interest within the visual field to a higher area (Andersen et al, 2004). With an architecture 
involving Sigma-Pi weights activation patters can be dynamically routed, as we have shown 
in Fig. 8 b). In a model by Grimes and Rao (2005) the dynamic routing of information is 
combined with feature extraction. Since the number of hidden units to be activated depends 
on the inputs, they need an iterative procedure to obtain the hidden code. In our scenario 
only the position of a stereotyped activation hill is estimated. This allows us to use a 
simpler, SOM-like algorithm. 

7.1 Are Sigma-Pi Units Biologically Realistic? 

A real neuron is certainly more complex than a standard connectionist neuron which 
performs a weighted sum of its inputs. For example, there exists input, such as shunting 
inhibition (Borg-Graham et al., 1998; Mitchell & Silver, 2003), which has a multiplicative 
effect on the remaining input. However, such potentially multiplicative neural input often 
targets the cell soma or proximal dendrites (Kandel et al., 1991). Hence, multiplicative 
neural influence is rather about gain modulation than about individual synaptic 
modulation. A Sigma-Pi unit model proposes that for each synapse from an input neuron, 
there is a further input from a third neuron (or even a further "receptive field" from within a 
third neural layer). There is a debate about potential multiplicative mutual influences 
between synapses, happening particularly when synapses gather in clusters at the 
postsynaptic dendrites (Mel, 2006). It is a challenge to implement the transformation of our 
Sigma-Pi network with more established neuron models, or with biologically faithful 
models. 
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A basis function network (Deneve et al., 2001) relates to the Sigma-Pi network in that each 
each Sigma-Pi connection is replaced by a connectionist basis function unit - the 
intermediate layer built from these units then has connections to connectionist output units. 
A problem of this architecture is that by using a middle layer, unsupervised learning is hard 
to implement: the middle layer units would not respond invariantly when in our example, 
another view of an object is being taken. Hence, the connections to the middle layer units 
cannot be learnt by a slowness principle, because their responses change as much as the 
input activations do. An alternative neural architecture is proposed by Poirazi et al. (2003). 
They found that the complex input-output function of one hippocampal pyramidal neuron 
can be well modelled by a two-stage hierarchy of connectionist neurons. This could pave a 
way toward a basis function network in which the middle layer is interpreted as part of the 
output neurons' dendritic trees. Being parts of one neuron would allow the middle layer 
units to communicate, so that certain learning rules using slowness might be feasible. 

7.2 Learning Invariant Representations with Slowness 

Our unsupervised learnt model of Section 6 maps two fast varying inputs (retinal object 
position  and gaze direction ) into one representation (body-centered object position )
which varies slowly in comparison to the inputs. This parallels a well known problem in the 
visual system: the input changes frequently via saccades while the environment remains 
relatively constant. In order to understand the environment, the visual system needs to 
transform the "flickering" input into slowly changing neural representations - these 
encoding constant features of the environment. 
Examples include complex cells in the lower visual system that respond invariantly to small 
shifts and which can be learnt with an "activity trace" that prevents fast activity changes 
(Földiák, 1991). With a 4-layer network reading visual input and exploiting slowness of 
response, Wyss et al. (2006) let a robot move around while turning a lot, and found place 
cells emerging on the highest level. These neurons responded when the robot was at a 
specific location in the room, no matter the robot's viewing direction.
How does our network relate to invariance in the visual system? The principle is very 
similar: in vision, certain complex combinations of pixel intensities denote an object, while 
each of the pixels themselves have no meaning. In our network, certain combinations of 
inputs denote a , while or alone have no information. The set of inputs that 
lead to a given is manageable, and a one-layer Sigma-Pi network can transform all 
possible input combinations to the appropriate output. In vision, the set of inputs that 
denotes one object is rather unmanageable; an object often needs to be recognized in novel 
view, such as a person with new clothes. Therefore, the visual system is multi-level 
hierarchical and uses strategies such as de-composition of objects into different parts. 
Computations like our network does may be realized in parts of the visual system. 
Constellations of input pixel activities that are always the same can be detected by simple 
feature detectors made with connectionist neurons; there is no use for Sigma-Pi networks. It 
is different if constellations need to be detected when transformed, such as when the image 
is rotated. This requires the detector to be invariant over the transformation, while 
distinguishing from other constellations. Rotation invariant object recognition, reviewed in 
Bishop (1995), but also the routing of visual information (Van Essen et al., 1994), as we show 
in Fig. 8 b), can easily be done with second order neural networks, such as Sigma-Pi 
networks. 
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7.3 Learning Representations for Action 

We have seen above how slowness can help unsupervised learning of stable sensory 
representations. Unsupervised learning ignores the motor aspect, i.e. the fact that the 
transformed sensory representations only make sense if used for motor action. Cortical 
representations in the motor system are likely to be influenced by motor action, and not 
merely by passive observation. Learning to catch a moving object is unlikely to be guided by 
a slowness principle. Effects of action outcome that might guide learning are observed in the 
visual system. For example, neurons in V1 of rats can display reward contingent activity 
following presentation of a visual stimulus which predicts a reward (Shuler & Bear, 2006). In 
monkey V1, orientation tuning curves increased their slopes for those neurons that 
participated in a discrimination task, but not for other neurons that received comparable 
visual stimuli (Schoups et al., 2001). In the Attention-Gated Reinforcement Learning model, 
Roelfsema and Ooyen (2005) combine unsupervised learning with a global reinforcement 
signal and an "attentional" feedback signal that depends on the output units' activations. For 
1-of-n choice tasks, these biologically plausible modifications render learning as powerful as 
supervised learning. For frame of reference transformations that extend into the motor 
system, unsupervised learning algorithms may analogously be augmented by additional 
information obtained from movement. 

8. Conclusion 

The control of humanoid robots is challenging not only because vision is hard, but also 
because the complex body structure demands sophisticated sensory-motor control. Human 
and monkey data suggest that movements are coded in several coordinate frames which are 
centered at different sensors and limbs. Because these are variable against each other, 
dynamic frame of reference transformations are required, rather than fixed sensory-motor 
mappings, in order to retain a coherent representation of a position, or an object, in space. 
We have presented a solution for the unsupervised learning of such transformations for a 
dynamic case. Frame of reference transformations are at the interface between vision and 
motor control. Their understanding will advance together with an integrated view of 
sensation and action. 
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1. Introduction     

Many classical approaches developed so far for learning in a human-robot interaction 
setting have focussed on rather low level motor learning by imitation. Some doubts, 
however, have been casted on whether with this approach higher level functioning will be 
achieved (Gergeley, 2003). Higher level processes include, for example, the cognitive 
capability to assign meaning to actions in order to learn from the tutor. Such capabilities 
involve that an agent not only needs to be able to mimic the motoric movement of the action 
performed by the tutor. Rather, it understands the constraints, the means, and the goal(s) of 
an action in the course of its learning process. Further support for this hypothesis comes 
from parent-infant instructions where it has been observed that parents are very sensitive 
and adaptive tutors who modify their behaviour to the cognitive needs of their infant 
(Brand et al., 2002).  

Figure 1. Imitation of deictic gestures for referencing on the same object 

Based on these insights, we have started our research agenda on analysing and modelling 
learning in a communicative situation by analysing parent-infant instruction scenarios with 
automatic methods (Rohlfing et al., 2006). Results confirm the well known observation that 
parents modify their behaviour when interacting with their infant. We assume that these 
modifications do not only serve to keep the infant’s attention but do indeed help the infant 
to understand the actual goal of an action including relevant information such as constraints 
and means by enabling it to structure the action into smaller, meaningful chunks. We were 
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able to determine first objective measurements from video as well as audio streams that can 
serve as cues for this information in order to facilitate learning of actions. 
Our research goal is to implement such a mechanism on a robot. Our robot platform Barthoc
(Bielefeld Anthropomorphic RoboT for Human-Oriented Communication) (Hackel et al., 
2006) has a human-like appearance and can engage in human-like interactions. It 
encompasses a basic attention system that allows it to focus the attention on a human 
interaction partner, thus maintaining the system’s attention on the tutor. Subsequently, it 
can engage in a grounding-based dialog to facilitate human robot interaction.  
Based on our findings on learning in parent-infant interaction and Barthoc’s functionality as 
described in this Chapter, our next step will be to integrate algorithms for detecting infant-
directed actions that help the system to decide when to learn and when to stop learning (see 
Fig. 1). Furthermore, we will use prosodic measures and correlate them with the observed 
hand movements in order to help structuring the demonstrated action. By implementing 
our model of communication-based action acquisition on the robot-platform Barthoc we will 
be able to study the effects of tutoring in detail and to enhance our understanding of the 
interplay between representation and communication.  

2. Related Work 

The work plan of social robotics for the next future is to create a robot that can observe a 
task performed by a human (Kuniyoshi et al., 1994) and interpret the observed motor 
pattern as a meaningful behaviour in such a manner that the meanings or goals of actions 
can activate a motor program within the robot.  
Within the teaching by showing paradigm (Kuniyoshi et al., 1994), the first step according to 
this work plan has been accomplished by focussing on mapping motor actions. Research has 
been done on perception and formation of internal representation of the actions that the 
robot perceives (Kuniyoshi et al., 1994), (Wermter et al., 2005). However, from the ongoing 
research we know that one of the greatest challenges for robotics is how to design the 
competence not only of imitating but of action understanding. From a developmental 
psychology perspective Gergely (2003) has pointed out that the so far pursued notion of 
learning lacks higher-level processes that include “understanding” of the semantics in terms 
of goal, means and constraints. What is meant by this critique is the point that robots 
learning from human partners not only should know how to imitate (Breazeal et al., 2002) 
(Demiris et al., 1996) and when to imitate (Fritsch et al., 2005) but should be able to come up 
with their own way of reproducing the achieved change of state in the environment. This 
challenge, however, is tightly linked to another challenge, occurring exactly because of the 
high degree of freedom of how to achieve a goal. This forms the complexity of human 
actions, and the robot has to cope with action variations, which means that when comparing 
across subjects, most actions typically appear variable at a level of task instruction. In other 
words, we believe that the invariants of action, which are the holy grail of action learning, 
will not be discovered by analyzing the “appearance” of a demonstrated action but only by 
looking at the higher level of semantics. One modality that is pre-destined for analyzing 
semantics is speech. We therefore advocate the use of multiple modalities, including speech, 
in order to derive the semantics of actions. 
So far these points have barely been addressed in robotics: Learning of robots usually 
consists of uni-modal abstract learning scenarios involving generally the use of vision 
systems to track movements and transform observed movements to ones own morphology 
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(“imitation”). In order for a robot to be able to learn from actions based on the imitation 
paradigm, it seems to be necessary to reduce the variability to a minimum, for example by 
providing another robot as a teacher (Weber et al., 2004). 
We argue that information from communication, such as the coordination of speech and 
movements or actions, in learning situations with a human teacher can lighten the burden of 
semantics by providing an organization of presented actions. 

3. Results from Parent-infant tutoring 

In previous work (Rohlfing et al., 2006) we have shown that in parent-child interaction there 
is indeed a wealth of cues that can help to structure action and to assign meaning to 
different parts of the action. The studies were based on experimental settings where parents 
were instructed to teach the functions of ten different objects to their infants.  We analysed 
multi-modal cues from the parents’ hand movements on the one hand and the associated 
speech cues on the other hand when one particular object was presented. 
We obtained objective measurements from the parents’ hand movements – that can also be 
used by a robot in a human-robot interaction scenario – by applying automatic tracking 
algorithms based on 2D and 3D models that were able to track the trajectories of the hand 
movements based on movies from a monocular camera (Schmidt et al., 2006). A number of 
variables capturing objectively measurable aspects of the more subjectively defined 
variables as used by (Brand et al., 2002) were computed. Results confirmed that there are 
statistically significant differences between child-directed and adult-directed actions. First, 
there are more pauses in child-directed interaction, indicating a stronger structuring 
behaviour. Secondly, the roundness of the movements in child-directed action is less than in 
adult-directed interaction. We define roundness as the covered motion path (in meters) 
divided by the distance between motion on- and offset (in meters). This means that a round 
motion trajectory is longer and more common in an adult-adult interaction (Fritsch et al., 
2005); similarly to the notion of “punctuation“ in (Brand et al., 2002), an action performed 
towards a child, is less round because it consists of more pauses between single movements, 
where the movements are shorter and more straight resulting in simpler action chunks. 
Thirdly, the difference between the velocity in child-directed movements and adult-directed 
movements shows a strong trend towards significance when measured in 2D. However, 
measurements based on the 3D algorithms did not provide such a trend. This raises the 
interesting question whether parents are able to plan their movements by taking into 
account the perspective of their infant who will mainly perceive the movement in a 2D-
plane.
In addition to these vision-based features, we analysed different speech variables derived 
from the videos. In general, we found a similar pattern as in the movement behaviour (see 
also (Rohlfing et al., 2006)): Parents made more pauses in relation to their speaking time 
when addressing their infants than when instructing an adult. However, we observed a 
significantly higher variance in this verbosity feature between subjects in the adult-adult 
condition, indicating that there is a stronger influence of personal style when addressing an 
adult. In more detail, we observed that the beginnings and endings of action and speech 
segments tend to coincide more often in infant directed interaction. In addition, when 
coinciding with an action end, the speech end is much stronger prosodically marked in 
infant directed speech than in adult directed speech. This could be an indication that the 
semantics of the actions in terms of goals and subgoals are much more stressed when 
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addressing an infant. Finally, we observed more instances of verbally stressed object 
referents and more temporal synchrony of verbal stress and “gestural stress”, i.e. shaking or 
moving of the shown object. These findings match previous findings by (Zukow-Goldring, 
2006).
From these results, we derived 8 different variables that can be used for (1) deciding 
whether a teaching behaviour is being shown (2) analysing the structure of the action and 
(3) assigning meaning to specific parts of the action (see Table1). 

Variable
Detecting “when” to 

imitate 
Detecting action end 

/ (sub)goal 

Detecting naming of 
object attribute 
(colour, place) 

Motion roundness +   

Motion velocity (2D) +   

Motion pauses  +  

Speech pauses  +  

Coincidence of 
speech and 
movement end 

 +  

Prosodic emphasis 
of speech end 
coinciding with 
movement end 

 +  

Verbal stress   + 

Synchrony of verbal 
stress and “shaking” 
movement

  + 

Table 1. Variables and their functions in analysing a human tutor’s behaviour 

In order for a robot to make use of these variables, it needs to be equipped with basic 
interaction capabilities so it is able to detect when a human tutor is interacting with it and 
when it is not addressed. While this may appear to be a trivial pre-condition for learning, 
the analysis of the social situation is generally not taken into account (or implicitely 
assumed) in imitation learning robots. Yet, to avoid that the robot will start to analyse any 
movements in its vicinity, it needs to be equipped with a basic attention system that enables 
it to focus its attention on an interaction partner or on a common scene, thus establishing so 
called joint attention. In the next section, we describe how such an attention system is 
realized on Barthoc. 

4. The Robot Platform Barthoc 

Our research is based on a robot that has the capabilities to establish a communication 
situation and can engage in a meaningful interaction.  
We have a child-sized and an adult-sized humanoid robot Barthoc as depicted in Fig. 2 and 
Fig. 3. It is a torso robot that is able to move its upper body like a sitting human. The adult-
sized robot corresponds to an adult person with the size of 75 cm from its waist upwards. 
The torso is mounted on a 65 cm high chair-like socket, which includes the power supply, 
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two serial connections to a desktop computer, and a motor for rotations around its main 
axis. One interface is used for controlling head and neck actuators, while the second one is 
connected to all components below the neck. The torso of the robot consists of a metal frame 
with a transparent cover to protect the inner elements. Within the torso all necessary 
electronics for movement are integrated. In total 41 actuators consisting of DC- and servo 
motors are used to control the robot. To achieve human-like facial expressions ten degrees of 
freedom are used in its face to control jaw, mouth angles, eyes, eyebrows and eyelids. The 
eyes are vertically aligned and horizontally controllable autonomously for object fixations. 
Each eye contains one FireWire colour video camera with a resolution of 640x480 pixels.  

Figure 2. Child-sized Barthoc Junior 

Besides facial expressions and eye movements the head can be turned, tilted to its side and 
slightly shifted forwards and backwards. The set of human-like motion capabilities is 
completed by two arms, mounted at the sides of the robot. With the help of two five finger 
hands both deictic gestures and simple grips are realizable. The fingers of each hand have 
only one bending actuator but are controllable autonomously and made of synthetic 
material to achieve minimal weight. Besides the neck two shoulder elements are added that 
can be lifted to simulate shrugging of the shoulders. For speech understanding and the 
detection of multiple speaker directions two microphones are used, one fixed on each 
shoulder element. This is a temporary solution. The microphones will be fixed at the ear 
positions as soon as an improved noise reduction for the head servos is available. 

Figure 3. Adult-sized Barthoc 
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5. System Architecture

For the presented system a three layer architecture (Fritsch et al., 2005) is used consisting of 
a deliberative, an intermediate, and a reactive layer (see Fig. 4). The top deliberative layer 
contains the speech processing modules including a dialog system for complex user 
interaction. In the bottom layer reactive modules capable of adapting to sudden changes in 
the environment are placed. Since neither the deliberative layer dominates the reactive layer 
nor the reactive layer dominates the deliberative one, a module called Execution Supervisor 
(ESV) was developed (Kleinehagenbrock et al., 2004) located in the intermediate layer as 
well as a knowledge base. The ESV coordinates the different tasks of the individual modules 
by reconfiguring the parameters of each module. For example, the Actuator Interface for 
controlling the hardware is configured to receive movement commands from different  
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Figure 4. Three layer system architecture of Barthoc, representing the different modules 
connected by XCF 

modules. The ESV can be described as a finite state machine. The different HRI abilities are 
represented as states and a message sent from a module to the ESV can result in a transition 
from state A to state B. For each transition the modules in the different layers are 
reconfigured. Additionally to the new configuration, data like an object label is exchanged 
between the modules. All data exchange via the ESV is based on the XML Communication 
Framework (Wrede et al., 2004) using four predefined XML structures, only. All XML data is 
designed in a human readable style for easy understanding of the internal system 
communication and efficient debugging.  
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Using a predefined set of XML structures (see Table 2) data exchange between the ESV and 
each module is automatically established after reading a configuration file. The file also 
contains the definition of the finite state machine and the transitions that can be performed. 
This makes the system easily extendable for new HRI capabilities, by simply changing the 
configuration file for adding new components without changing one line of source code. 
Due to the automatic creation of the XML interfaces with a very homogenous structure, 
fusing the data from the different modules is achieved easily. The system already contains 
modules for multiple person tracking with attention control (Lang et al., 2003; Fritsch et al., 
2004) and an object attention system (Haasch et al., 2005) based on deictic gestures for 
learning new objects. Additionally an emotion classification based on the intonation of user 
utterances (Hegel et al., 2006) was added, as well as a Dynamic Topic Tracking (Maas et al., 
2006) to follow the content of a dialog. In the next sections we detail how the human-robot 
interaction is performed by analysing not only system state and visual cues, but spoken 
language via the dialog system (Li et al., 2006) as well, delivered by the independent 
operating modules. 

<MSG xmlns:xs="http://www.w3.org/2001/XMLSchema-instance" xs:type="event"> 
  <GENERATOR>PTA</GENERATOR> 
  <TIMESTAMP>1145869461268</TIMESTAMP> 
  <ID> 
    <ORIGIN mod="PTA">3</ORIGIN> 
  </ID> 
  <NAME>CPFound</NAME> 
  <STATE>PersonAlertness</STATE> 
  <BESTBEFORE>1145869461568</BESTBEFORE> 
  <DATA> 
    <CPDATA> 
      <ID>4</ID> 
      <NAME>UNKNOWN</NAME> 
  </CPDATA> 
  </DATA> 
</MSG>

<MSG xmlns:xs="http://www.w3.org/2001/XMLSchema-instance" xs:type="order"> 
  <GENERATOR>ESV</GENERATOR> 
  <TIMESTAMP>1145870556599</TIMESTAMP> 
  <ID> 
    <ORIGIN mod="DLG">2</ORIGIN> 
  </ID> 
  <NAME>FocusCPFace</NAME> 
  <STATE>PersonAttention</STATE> 
  <DATA> 
    <CPDATA> 
      <ID>36</ID> 
      <NAME>unknown</NAME> 
    </CPDATA> 
</DATA>
</MSG>

Table 2. Examples for data exchange from Person Tracking (PTA) to ESV to inform the 
system that a person was found (above) and data exchange from Dialog (DLG) via ESV to 
PTA with the order to focus the face of the current communication partner
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6. Finding Someone to Interact with

In the first phase of an interaction, a potential communication partner has to be found and 
continuously tracked. Additionally, the HRI system has to cope not only with one but also 
with multiple persons in its surrounding, and thus, discriminating which person is currently 
attempting to interact with the robot and who is not. The Person Tracking and Attention 
System is solving both tasks, first finding and continuously tracking multiple persons in the 
robot’s surrounding and secondly deciding to whom the robot will pay attention. 
The multiple person tracking is based on the Anchoring approach originally introduced by 
Coradeschi & Saffiotti (2001) and can be described as the connection (Anchoring) between 
the sensor data (Percept) of a real world object and the software representation (Symbol) of 
this object during a fixed time period. To create a robust tracking we extended the tracking 
from a single to a multi modal approach not tracking a human as one Percept-Symbol 
relation but as two using a face detector and a voice detector. While the face detector is 
based on Viola & Jones (2001) the voice detector uses a Cross-Power Spectrum Phase to 
estimate multiple speaker directions from the signal runtime difference of the two 
microphones mounted on the robot’s shoulders. Each modality (face and voice) is separately 
anchored and afterwards assigned to a so called Person Anchor. A Person Anchor can be 
initiated by a found face or voice or both if the distance in the real world is below an 
adjustable threshold. The Person Anchor will be kept and thus a person tracked as long as at 
least one of its Component Anchors (face and voice) is anchored. To avoid anchor losses due 
to singular misclassifications a Component Anchor will not be lost immediately after a 
missing Percept for a Symbol. Empirical evaluation showed that a temporal threshold of two 
seconds increases the robustness of the tracking while maintaining a high flexibility to a 
changing environment. 
As we did not want to restrict the environment to a small interaction area in front of the 
robot, it is necessary to consider the limited field of view of the video cameras in the eyes of 
Barthoc. The robot reacts and turns towards people starting to speak outside the current 
field of view. This possibly results in another person getting out of view due to the robot’s 
movement. To achieve this robot reaction towards real speakers but not towards TV or radio 
and to avoid loosing track of persons as they get out of view by the robot’s movement, we 
extended the described Anchoring process by a simple but very efficient voice validation 
and a short term memory (Spexard et al., 2006). For the voice validation we decided to 
follow the example humans give us. If they encounter an unknown voice out of their field of 
view humans will possibly have a short look in the corresponding direction evaluating 
whether the reason for the voice raises their interest or not. If it does, they might change 
their attention to it, if not they will try to ignore it as long as it persists. Since we have no 
kind of voice classification any sound will be of the same interest for Barthoc and cause a 
short turn of its head to the corresponding direction looking for potential communication 
partners. If the face detection does not find a person there after an adjustable number of 
trials (lasting on average 2 seconds) although the sound source should be in sight the sound 
source is marked as not trustworthy. From here on, the robot does not look at it, as long as it 
persists. Alternatively, a re-evaluation of not trusted sound sources is possible after a given 
time, but experiments revealed that this is not necessary because the speaker verification is 
working reliable. 
If a person is trusted by the Voice Validation and got out of view due to the robot’s 
movement the short term memory will keep the person's position and return to it later 
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according to the attention system. If someone gets out of sight because he is walking away 
the system will not return to the position. When a memorized communication partner re-
enters the field of view, because the robot shifts its attention to him it is necessary to add 
another temporal threshold of three seconds since the camera needs approximately one 
second to adjust focus and gain for an acceptable image quality. The person remains tracked 
if a face is detected within this time span, otherwise the corresponding person is forgotten 
and the robot will not look at his direction again. In this case it is assumed that the person 
has left while the robot did not pay attention. 
The decision to which person Barthoc currently pays attention is taken by current user 
behaviour as observed by the robot. The system is capable of classifying whether someone is 
standing still or passing by, it can recognize the current gaze of a person by the face detector 
and the Voice Anchor provides the information whether a person is speaking. Assuming 
that people look at the communication partner they are talking to the following hierarchy 
was implemented: Of the lowest interest are people passing by independently of the 
remaining information. Persons who are looking at the robot are more interesting than 
persons looking away. Taking into account that the robot might not see all people as they 
are out of its field of view a detected voice raises the interest. The most interest is paid to a 
person who is standing in front of, talking towards and facing the robot. It is assumed that 
this person wants to start an interaction and the robot will not pay attention to another 
person as long as these three conditions are fulfilled. Given more than one Person on the 
same interest level the robot’s attention will skip from one person to the next one after an 
adjustable time span, which is currently four to six seconds. The order for the changes is 
determined by the order in which the people were first recognized by Barthoc. 

Figure 5. Scenario: Interacting with Barthoc in a human-like manner 
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7. Communicating with Barthoc

When being recognized and tracked by the robot, a human interaction partner is able to use 
a natural spoken dialog system to communicate with the robot (Li et al., 2006). The dialog 
model is based on the concept of grounding (Clark, 1992) (Traum, 1994), where dialog 
contributions are interpreted in terms of adjacency pairs. According to this concept, each 
interaction starts with a presentation which is an account introduced by one participant. This 
presentation needs to be answered by the interlocutor, indicating that he has understood 
what has been said. This answer is termed acceptance, referring to the pragmatic function it 
plays in the interaction. Note that the concept of presentation and acceptance does not refer 
to the semantic content of the utterance. The term acceptance can also be applied to a 
negative answer. However, if the interlocutor did not understand the utterance, regardless 
of the reason (i.e. acoustically or semantically), his answer will be interpreted as a new 
presentation which needs to be answered by the speaker, before the original question can be 
answered. Once an acceptance is given, the semantic content of the two utterances are 
interpreted as grounded, that is, the propositional content of the utterances will be 
interpreted as true for this conversation and as known to both participants. This framework 
allows to interpret dialog interactions with respect to their pragmatic function.  
Furthermore, the implementation of this dialog model allows to integrate verbal as well as 
non-verbal contributions. This means, given for example a vision-based head nod 
recognizer, a head nod would be interpreted as an acceptance. Also, the model can generate 
non-verbal feedback within this framework which means that instead of giving a verbal 
answer to a command, the execution of the command itself would serve as the acceptance of 
the presentation of the command. 
With respect to the teaching scenario this dialog model allows us to frame the interaction 
based on the pragmatic function of verbal and non-verbal actions. Thus, it would be possible 
for the robot to react to the instructor’s actions by non-verbal signals. Also, we can interpret 
the instructor’s actions or sub-actions as separate contributions of the dialog to which the 
robot can react by giving signals of understanding or non-understanding. This way, we can 
establish an interaction at a fine grained level. This approach will allow us to test our 
hypotheses about signals that structure actions into meaningful parts such as sub-goals, 
means or constraints in an interactive situation by giving acceptance at different parts of the 
instructor’s action demonstration. 

8. Outlook

Modelling learning on a robot requires that the robot acts in a social situation. We have 
therefore integrated a complex interaction framework on our robot Barthoc that it is, thus, 
able to communicate with humans, more specifically, with tutors. This interaction 
framework enables the robot (1) to focus its attention on a human communication partner 
and (2) to interpret the communicative behaviour of its communication partner as 
communicative acts within a pragmatic framework of grounding.  
Based on this interaction framework, we can now integrate our proposed learning 
mechanism that aims at deriving a semantic understanding of the presented actions. In 
detail, we can now make use of the above mentioned variables derived from the visual 
(hand tracking) and acoustic (intonation contour and stress detection) channel in order to 
chunk demonstrated actions into meaningful parts. This segmentation of the action can be 
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tested during interactions with human instructors. It will also allow us to analyse the effect 
of different segmentation strategies, which are reflected in the feedback behaviour of the 
robot, on the behaviour of the tutor.  
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1. Introduction     

One of the most important motivations for many humanoid robot projects is that robots 
with a human-like body and human-like senses could in principle be capable of intuitive 
multimodal communication with people. The general idea is that by mimicking the way 
humans interact with each other, it will be possible to transfer the efficient and robust 
communication strategies that humans use in their interactions to the man-machine 
interface. This includes the use of multiple modalities, such as speech, facial expressions, 
gestures, body language, etc. If successful, this approach yields a user interface that 
leverages the evolution of human communication and that is intuitive to naïve users, as they 
have practiced it since early childhood. 
We work towards intuitive multimodal communication in the domain of a museum guide 
robot. This application requires interacting with multiple unknown persons. The testing of 
communication robots in science museums and on science fairs is popular, because the robots 
encounter there many new interaction partners, which have a general interest in science and 
technology. Here, we present the humanoid communication robot Fritz that we developed as 
successor to the communication robot Alpha (Bennewitz et al., 2005). Fritz uses speech, facial 
expressions, eye-gaze, and gestures to interact with people. Depending on the audio-visual 
input, our robot shifts its attention between different persons in order to involve them into an 
interaction. He performs human-like arm gestures during the conversation and also uses 
pointing gestures generated with eyes, its head, and arms to direct the attention of its 
communication partners towards the explained exhibits. To express its emotional state, the 
robot generates facial expressions and adapts the speech synthesis. 
The remainder of the chapter is organized as follows. The next section reviews some of the 
related work. The mechanical and electrical design of Fritz is covered in Sec. 3. Sec. 4 details 
the perception of the human communication partners. Sec. 5 explains the robot's attentional 
system. The generation of arm gestures and of facial expressions is presented in Sec. 6 and 7, 
respectively. Finally, in the experimental section, we discuss experiences made during 
public demonstrations of our robot. 

2. Related Work 

Many research groups world-wide work on intuitive multimodal communication between 
humanoid robots and humans. Some example projects are the Leonardo robot at MIT 
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(Breazeal et al., 2004), Repliee Q2 at Osaka University (Matsui et al., 2005), and BARTHOC 
at Bielefeld University (Spexard et al., 2006). 
Several systems exist that use different types of perception to sense and track people during 
an interaction and that use a strategy to decide which person gets the attention of the robot. 
Lang et al. apply an attention system in which only the person that is currently speaking is 
the person of interest (Lang et al., 2003). While the robot is focusing on this person, it does 
not look to another person to involve it into the conversation. Only if the speaking person 
stops talking for more than two seconds, the robot will show attention to another person. 
Okuno et al. also follow the strategy to focus the attention on the person who is speaking 
(Okuno et al., 2002). They apply two different modes.  In the first mode, the robot always 
turns to a new speaker, and in the second mode, the robot keeps its attention exclusively on 
one conversational partner.  The system developed by Matsusaka et al. is able to determine 
the one who is being addressed to in the conversation (Matsusaka et al., 2001). Compared to 
our application scenario (museum guide), in which the robot is assumed to be the main 
speaker or actively involved in a conversation, in their scenario the robot acts as an 
observer. It looks at the person who is speaking and decides when to contribute to a 
conversation between two people. 
The model developed by Thorisson focuses on turn-taking in one-to-one conversations 
(Thorisson, 2002). This model has been applied to a virtual character. Since we focus on how 
to decide which person in the surroundings of the robot gets its focus of attention, a 
combination of both techniques is possible.   
In the following, we summarize the approaches to human-like interaction behavior of 
previous museum tour-guide projects.  Bischoff and Graefe presented a robotic system with 
a humanoid torso that is able to interact with people using its arms (Bischoff & Graefe, 
2004). This robot also acted as a museum tour-guide. However, the robot does not 
distinguish between different persons and does not have an animated face.  Several (non-
humanoid) museum tour-guide robots that make use of facial expressions to show emotions 
have already been developed.  Schulte et al. used four basic moods for a museum tour-guide 
robot to show the robot's emotional state during traveling (Schulte, et al., 1999).  They 
defined a simple finite state machine to switch between the different moods, depending on 
how long people were blocking the robot's way. Their aim was to enhance the robot's 
believability during navigation in order to achieve the intended goals.  Similarly, 
Nourbakhsh et al. designed a fuzzy state machine with five moods for a robotic tour-guide 
(Nourbakhsh et al., 1999). Transitions in this state machine occur depending on external 
events, such as people standing in the robot's way. Their intention was to achieve a better 
interaction between the users and the robot. Mayor et al. used a face with two eyes, eyelids 
and eyebrows (but no mouth) to express the robot's mood using seven basic expressions 
(Mayor et al., 2002). The robot's internal state is affected by several events during a tour 
(e.g., a blocked path or no interest in the robot). 
Most of the existing approaches do not allow continuous changes of facial expression. Our 
approach, in contrast, uses a bilinear interpolation technique in a two-dimensional state 
space (Ruttkay et al., 2003) to smoothly change the robot's facial expression. 

3. Mechanical and Electrical Design of the Robot Fritz 

Our humanoid robot Fritz has originally been designed for playing soccer in the RoboCup 
Humanoid League TeenSize class (Behnke et al., 2006). The left part of Fig. 1 shows him as 
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goalie in the TeenSize Penalty Kick final at RoboCup 2006. Fritz is 120cm tall and has a total 
weight of about 6.5kg. His body has 16 degrees of freedom (DOF): Each leg is driven by five 
large digitally controlled Tonegawa PS-050 servos and each arm is driven by three digital 
Futaba S9152 servos.

Body                     Head

Figure 1. Humanoid robot Fritz. Left: Goalie at RoboCup 2006. Right: Communication head 

For the use as communication robot, we equipped Fritz with a 16DOF head, shown in the 
right part of Fig. 1. The head is mounted on a 3DOF neck. The eyes are USB cameras that can 
be moved together in pitch and independently in yaw direction. Six servo motors animate 
the mouth and four servos animate the eyebrows.  
The servo motors are controlled by a total of four ChipS12 microcontroller boards, which are 
connected via RS-232 to a main computer. We use a standard PC as main computer. It runs 
computer vision, speech recognition/synthesis, and behavior control.

4. Perception of Communication Partners 

To detect and track people in the environment of our robot, we use the two cameras and a 
stereo microphone. In order to keep track of persons even when they are temporarily 
outside the robot's field of view, the robot maintains a probabilistic belief about the people 
in its surroundings.  

4.1 Visual Detection and Tracking of People 

Our face detection system is based on the AdaBoost algorithm and uses a boosted cascade of 
Haar-like features (Viola & Jones, 2004). Whenever a new observation is made it must be 
determined to which person, that has already been detected by the robot, the newly detected 
face belongs. To solve this data association problem, we apply the Hungarian Method using 
a distance-based cost function. We use a Kalman filter to track the position of a face over 
time. Fig. 2 shows three snapshots during face tracking. As indicated by the differently 
colored boxes, all faces are tracked correctly. 

     

Figure 2. Tracking three faces 
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To account for false classifications of face/non-face regions and association failures, we 
apply a probabilistic technique. We use a recursive Bayesian update scheme (Moravec & 
Elfes, 1985) to compute the existence probability of a face. In this way, the robot can also 
estimate whether a person outside the current field of view is still there. When a person’s 
probability falls below a threshold, the robot makes a reconfirming gaze to this person. 

4.2 Speaker Localization 

In addition to the visual perception of the persons around the robot, we implemented a 
speaker localization system that uses a stereo microphone. We apply the Cross-Power 
Spectrum Phase Analysis (Giuliani et al., 1994) to calculate the spectral correlation measure 
between the left and the right microphone channel. Using the corresponding delay, the 
relative angle between the speaker and the microphones can be calculated.  
The person in the robot's belief that has the minimum distance to the sound source angle 
gets assigned the information that it has spoken. If the angular distance between the speaker 
and all persons is greater than a certain threshold, we assume the speaker to be a new 
person, who just entered the scene. 

5. Attentional System 

It is not human-like to fixate a single conversational partner all the time when there are 
other people around. Fritz shows interest in different persons in his vicinity and shifts his 
attention between them so that they feel involved into the conversation. We currently use 
three different concepts in order to change the robot’s gaze direction. 

5.1 Focus of Attention 

In order to determine the focus of attention of the robot, we compute an importance value 
for each person in the belief. It currently depends on the time when the person has last 
spoken, on the distance of the person to the robot (estimated using the size of the bounding 
box of its face), and on its position relative to the front of the robot. The resulting importance 
value is a weighted sum of these three factors. In the future, we plan to consider further 
aspects to determine the importance of persons like, for example, waving with hands. 
The robot focuses its attention always on the person who has the highest importance, which 
means that it keeps eye-contact with this person. Of course, the focus of attention can change 
during a conversation with several persons.  

5.2 Attentiveness to a Speaker 

If a person that is outside the current field of view, which has not been detected so far, starts to 
speak, the robot reacts to this by turning towards the corresponding direction. In this way, the 
robot shows attentiveness and also updates its belief about the people in its surrounding. 

5.3 Gazes outside the Focus of Attention 

Since the field of view of the robot is constrained, it is important that the robot changes its 
gaze direction to explore the environment and to update its belief about it. Our robot 
regularly changes its gaze direction and looks in the direction of other faces, not only to the 
most important one. This reconfirms that the people outside the field of view are still there 
and involves them into the conversation.  
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5.4 Example 

Fig. 3 illustrates an experiment that was designed to show how the robot shifts its attention 
from one person to another if it considers the second one to be more important. In the 
situation depicted here, person 2 was talking to the robot. Since person 2 had the highest 
importance, the robot initially focused its attention on person 2 but also looked to person 1 
at time steps 10 and 21, to signal awareness and to involve him/her into the conversation. 
When looking to person 1 at time step 21, the robot then noticed that this person had come 
very close. This yielded a higher importance value for this person and the robot shifted its 
attention accordingly. 

Figure 3. The images (a) to (d) illustrate the setup in this experiment. The lower image 
shows the evolution of the importance values of two people. See text for a detailed 
explanation

6. Arm and Head Gestures 

Our robot uses arm and head movements to generate gestures, and to appear livelier. The 
gestures are generated online. Arm gestures consist of a preparation phase, where the arm 
moves slowly to a starting position, the stroke phase that carries the linguistic meaning, and 
a retraction phase, where the hand moves back to a resting position (MacNeill, 1992). The 
stroke is synchronized to the speech synthesis module. 

6.1 Symbolic Gestures 

Greeting     Inquiring 
Figure 4. Fritz performing two symbolic gestures with its arms 
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Symbolic gestures are gestures in which the relation between form and content is based on 
social convention. They are culture-specific. 

• Greeting Gesture: The robot performs a single-handed gesture while saying hello to 
newly detected people. As shown in the left part of Fig. 4 it raises its hand, stops, and 
lowers it again. 

• Come Closer Gesture: When the robot has detected persons farther away than the 
normal conversation distance (1.5-2.5m), he animates the people to come closer. Fig. 5 
shows that the robot moves both hands towards the people in the preparation phase 
and towards its chest during the stroke. 

• Inquiring Gesture: While asking certain questions, the robot performs an 
accompanying gesture, shown in the right part of Fig. 4. It moves both elbows outwards 
to the back. 

• Disappointment Gesture: When the robot is disappointed (i.e., because it did not get an 
answer to a question), it carries out a gesture to emphasize its emotional state. During 
the stroke it moves both hands quickly down. 

• Head Gestures: To confirm or disagree, the robot nods or shakes its head, respectively.  

Figure 5. Fritz asks a person to come closer 

6.2 Batonic Gestures 

Humans continuously gesticulate to emphasize their utterances while talking to each other. 
Fritz also makes small emphasizing gestures with both arms when he is speaking longer 
sentences. 

6.3 Pointing Gestures 

To draw the attention of communication partners towards objects of interest, our robot 
performs pointing gestures. While designing the pointing gesture for our robot, we followed 
the observation made by Nickel et al. that people usually move the arm in such a way that, 
in the poststroke hold, the hand is in one line with the head and the object of interest (Nickel 
et al., 2004). This is illustrated in Fig. 6. 

Figure 6.  Side view of the arm movement during a pointing gesture 
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When the robot wants to draw the attention to an object, it simultaneously moves the head 
and the eyes in the corresponding direction and points in the direction with the respective 
arm while uttering the object name. 

6.4 Non-Gestural Arm Movements 

While standing, people typically move unconsciously with their arms and do not keep 
completely still. Our robot also performs such minuscule movements with its arms. The 
arms move slowly, with low amplitude in randomized oscillations. 

7. Expression of Emotions 

Showing emotions plays an important role in inter-human communication. During an 
interaction, the perception of the mood of the conversational partner helps to interpret 
his/her behavior and to infer intention. To communicate the robot's mood we use a face 
with animated mouth and eyebrows that displays facial expressions and also synthesize 
speech according to the current mood. The robot’s mood is computed in a two-dimensional 
space, using six basic emotional expressions (joy, surprise, fear, sadness, anger, and disgust). 
Here, we follow the notion of the Emotion Disc (Ruttkay et al., 2003). 

7.1 Facial Expressions 

Fig. 7 shows the six basic facial expressions of our robot. As parameters for an expression we 
use the height of the mouth corners, the mouth width, the mouth opening angle, and the 
angle and height of the eye-brows. 
To influence the emotional state of our robot, we use behaviors that react to certain events. 
For example, if no one is interested in the robot, it is getting more and more sad, if someone 
then talks to it, the robot's mood changes to a mixture of surprise and happiness. Each 
behavior submits its request in which direction and with which intensity it wants to change 
the robot's emotional state.  After all behaviors submitted their requests, the resulting vector 
is computed by the sum of the individual requests.  We allow any movement within the 
circle described by the Emotion Disc. 

Figure 7. The two-dimensional space in which we compute the robot's emotional state. The 
images show the six basic facial expressions 
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The parameters P’ for the facial expression corresponding to a certain point P in the two-
dimensional space are calculated by linear interpolation between the parameters E'i and 
E'i+1 , the adjacent basic expressions: 

   P' = l(p) · ( (p) · E'i + (1 - (p)) · E'i+1 ).   (1) 

Here, l(p) is the length of the vector p that leads from the origin (corresponding to the 
neutral expression) to P, and (p) denotes the normalized angular distance between p and 
the vectors corresponding to the two neighboring basic expressions. This technique allows 
continuous changes of the facial expression. 

7.2 Emotional Speech Synthesis 

In combination with facial expressions, we use emotional speech to express the robot's 
mood. Most speech synthesis systems do not support emotional speech directly; neither 
does the Loquendo TTS system that we use.  However, in this system, we can influence the 
parameters average pitch, speed, and volume and thereby express emotional speech. 
Cahn proposed a mapping of emotional states to the relative change of several parameters 
of a speech synthesis system (Cahn, 1989). She carried out experiments to show that test 
persons were able to recognize the emotion category of several synthesized sample 
sentences.  In the mapping, she used the same six basic emotions that constitute the axes of 
the Emotion Disc. We use her mapping for the parameters average pitch, speech rate and 
loudness to set the parameters average pitch, speed and volume of our speech synthesizer. 
The mapping of emotional states to the relative change of the speech parameters can be seen 
in Tab. 1. Let M be such a mapping matrix, and e be an emotion intensity vector of the six 
basic emotions. Then we can compute the three speech parameters as a vector s, as follows: 

 s = d + S M e.  (2) 

The three-element vector d contains the default values for the parameters and S is a 
diagonal matrix used to scale the result of the mapping, thereby allowing for an adaptation 
of the mapping to the characteristics of the synthesizer system.  The emotion intensity vector 
contains only two non-zero entries, l(p)· (p)  and l(p)·(1 - (p)), that correspond to the 
influence factors of the two adjacent basic expressions of the current mood (see Fig. 7 and 
Eq. 1). 

Table 1. Mapping of emotions to the relative change of the speech parameters (M in Eq. 2)    

Emotions influence many more characteristics of speech, e.g. breathiness, precision of 
articulation, and hesitation pauses. Hence, the three parameters used in our system can only 
roughly approximate emotional speech. In spite of these limitations, we experienced that 
even such simple adjustments can, in conjunction with facial expressions, contribute to the 
emotional expressiveness. 
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8. Public Demonstrations 

To evaluate our system, we tested our communication robots Alpha and Fritz in two public 
demonstrations. In this section, we report the experiences we made during these exhibitions. 
We chose a scenario in which the robot presents four of its robotic friends. We placed the 
exhibits on a table in front of the robot.  Our communication robot interacted multimodally 
with the people and had simple conversations with them. For speech recognition and speech 
synthesis, we used the Loquendo software. Our dialog system is realized as a finite state 
machine. Fig. 8 illustrates a simple version. With each state, a different grammar of phrases 
is associated that the recognition system should be able to recognize. The dialog system 
generates some small talk and allows the user to select which exhibits should be explained 
and to what level of detail.  

Figure. 8. Finite state machine controlling the flow of the dialog 

8.1 Two-Day Demonstration at the Science Fair 2005 in Freiburg 

The first demonstration was made using the robot Alpha, the predecessor of Fritz. We 
exhibited Alpha during a two-day science fair of Freiburg University in June 2005.  In 
contrast to Fritz, Alpha did not use emotional speech and performed pointing gestures with 
his arms but not any other human-like gestures. 
At the science fair, we asked the people who interacted with the robot to fill out 
questionnaires about their interaction-experiences with Alpha (see (Bennewitz et al., 2005) 
for more details).  Almost all people found the eye-gazes, gestures, and the facial expression 
human-like and felt that Alpha was aware of them. The people were mostly attracted and 
impressed by the vivid human-like eye movements. To evaluate the expressiveness of the 
pointing gestures, we carried out an experiment in which the people had to guess the target 
of the pointing gestures. The result was that 91% of the gestures were correctly interpreted. 
However, one limitation that was obvious is that speech recognition does not work 
sufficiently well in noisy environments, even when using close-talking microphones.  To 
account for this problem, in our current system, the robot asks for an affirmation when the 
speech recognition system is not sure about the recognized phrase.
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8.2 Three-Day Demonstration at the Science Days 2006 in the Europapark Rust 

Figure 9. Fritz presenting its robot friends to visitors at the Science Days 

In October 2006, we exhibited Fritz for three days at the Science Days in the Europapark 
Rust (see Fig. 9). Since the people at the previous exhibition were most attracted by the 
human-like behavior, we augmented the number of arm gestures as explained in Sec. 6. In 
general, the gestures served their purpose. However, the come closer gesture did not always 
have the desired result. In the beginning of the interaction, some people were still too shy 
and barely wanted to come closer to the robot. This effect is not uncommon even for human 
museum guides starting a tour. As soon as the visitors became more familiar with the robot, 
their shyness vanished and they choose a suitable interaction distance by themselves. 
In contrast to the exhibition of Alpha, where toddlers often were afraid of the robot and hid 
behind their parents, we did not observe such a behavior with Fritz. This is probably due to 
the different sizes and appearances of the robots. The kids found Fritz apparently very 
exciting. Most of them interacted several times with the robot. At the end, some of them 
knew exactly what the robot was able to do and had fun in communicating with Fritz. 
When there were people around Fritz but nobody started to talk to the robot, Fritz 
proactively explained to the people what he is able to do. While speaking, he performed 
gestures with his head and arms so that after the explanation the people had a good idea 
about the capabilities of the robot. This idea resulted from lessons learned of the first 
exhibition where people often did not know about what the robot is actually able to do and 
what not.
Due to the severe acoustical conditions, speech recognition did not always work well. The 
affirmation request helped only if the correct phrase was the most likely one. Hence, for the 
next exhibition, we plan to employ an auditory front-end that focuses on the fundamental 
frequency of the speaker, in order to separate it from background noise. 
A video of the demonstration can be downloaded from http://www.NimbRo.net.

9. Conclusions 

In this chapter, we presented our humanoid communication robot Fritz.  Fritz 
communicates in an intuitive, multimodal way. He employs speech, an animated face, eye-
gaze, and gestures to interact with people. Depending on the audio-visual input, our robot 
shifts its attention between different communication partners in order to involve them into 
an interaction. Fritz  performs human-like arm and head gestures, which are synchronized 
to the speech synthesis. 
He generates pointing gestures with its head, eyes, and arms to direct the attention of its 
communication partners towards objects of interest. Fritz changes its emotional state 
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according to the number of people around him and the dialog state. Its emotional state is 
communicated by facial expressions and emotional speech synthesis. We tested the 
described multimodal dialog system during two public demonstrations outside our lab. The 
experiences made indicate that the users enjoyed interacting with the robot. They treated 
him as an able communication partner, which was sometimes difficult, as its capabilities are 
limited. 
The experienced problems were mainly due to perception deficits of the robot. While speech 
synthesis works fairly well, robust speech recognition in noisy environments is difficult. 
This is problematic, because the users expect the robot to understand speech at least as well 
as it talks. Similarly, while the robot is able to generate gestures and emotional facial 
expressions, its visual perception of the persons around it is limited to head position and 
size. To reduce this asymmetry between action generation and perception, we currently 
work on head posture estimation from the camera images and on the visual recognition of 
gestures. 
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1. Introduction    

What drives thousands of researchers worldwide to devote their creativity and energy to 
make robots kick a ball into a goal? The answer lies not only in the fascination of the soccer 
game, but rather in the quest to advance the fields of artificial intelligence research and ro-
botics. AI researchers started to investigate games early-on. Already in the 1950th, Simon 
predicted that computers would be able to win against the human chess world champion 
within ten years (Simon & Newell , 1958). Playing chess was viewed as the epitome of 
intelligence. The dominant view at that time was that human intelligence could be 
simulated by manipulating symbols. While the chess world champion was defeated by a 
machine in 1997 (Newborn, 1997), human intelligence is still far from being understood.  
The basis for intelligent action is the perception of the world. Already this seemingly easy 
task frequently exceeds the capabilities of current computer systems. Perceptual processes, 
which interpret the flood of stimuli streaming into our senses and make it accessible for be-
havior control, are mostly unconscious. Hence, we are not aware of the difficulties involved. 
The performance of our perceptual system becomes clear only when trying to solve the 
same task with machines. This applies to behavior control as well. Human locomotion, for 
example, does not seem to be problematic. That walking and running on two legs is not an 
easy task becomes clear only when one tries to implement it on a real robot.  
Based on these observations, a view on intelligence has established itself over the last two 
decades that does not rely on manipulating symbols, but emphasizes the interaction of an 
agent with its environment (Brooks 1990; Pfeifer & Scheier 1999). The term embodiment 
stresses the importance of having a body as the physical basis for intelligence. Situatedness 
of an agent in a rich environment enables feedback from its actions to its sensory signals. 
The complexity of the interaction is increased significantly when the environment does not 
only contain passive objects, but other agents as well. 

1.1 RoboCup Competitions 

Motivated by the success in the chess domain, the RoboCup Federation organizes since 1997 
international robotic soccer competitions. Similar competitions are organized by FIRA. The 
long-term goal of RoboCup is to develop by the year 2050 a team of humanoid soccer robots 
that wins against the FIFA world champion (Kitano & Asada, 2000). The soccer game was 
selected for the competitions, because, as opposed to chess, multiple players of one team 
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must cooperate in a dynamic environment. The players must interpret sensory signals in 
real-time, select appropriate actions, and execute them. The soccer competitions do not test 
isolated components, but during a match two systems compete with each other. The number 
of goals scored is an objective performance measure for comparing systems that implement 
a large variety of approaches to robot construction, perception, and behavior control. The 
presence of opponent teams, which continuously improve their system, raises the bar every 
year. Such a challenge problem focuses the effort of many research groups worldwide and 
facilitates the exchange of ideas.  
The RoboCup championships grew to the most important robotic competition worldwide.  
In the last RoboCup, which took place in June 2006 in Bremen, Germany, 440 teams from 36 
countries competed, not only in RoboCupSoccer, but also in RoboCupRescue, 
RoboCupJunior, and RoboCup@home. The total number of participants was more than 
2.600.

1.2 Humanoid League 

Figure 1. Some of the RoboCup 2006 Humanoid League participants 

The RoboCupSoccer competitions are held in five leagues for simulated, wheeled, four-
legged, and biped robots. The Humanoid League was established in 2002. Here, robots with 
a human-like body plan compete with each other. Fig. 1 shows some participants of the 2006 
competition. The players must have two legs, two arms, a head, and a trunk. Size 
restrictions make sure that the center of mass of the robots is not too low, that their feet are 
not too large, and so on. The participants are grouped in two size classes: KidSize (<60cm) 
and TeenSize (>80cm). The humanoid robots must be able to walk on two legs, and they 
must be fully autonomous. They may communicate with each other via a wireless network. 
Help from outside the field is not permitted, neither by humans nor by computers. 
Because the construction and the control of humanoid robots is significantly more complex 
than that of wheeled robots, initially, there were only preliminary competitions held, but no 
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soccer games played, in the Humanoid League. The robots had to footrace around a pole 
and faced each other in penalty kicks. Since 2005, 2 vs. 2 soccer games take place in the Kid-
Size class with rules derived from the FIFA laws. Some simplifications apply, however. For 
example, the offside rule is not observed and key objects are color-coded.  
The complexity of playing soccer games is much higher than the complexity of kicking 
penalties. The ball might be at any position on the field and the robots need to search for it if 
they lost track of its position. The robots must also perceive at least the two goals and the 
other players. Higher-level behaviors require self-localization on the field. The distances to 
walk are much longer. Hence, the walking speed must be higher. As two robots play 
together, there is need for coordination. While some teams use one dedicated goalie and one 
field player, other teams use two field players. This makes dynamic role assignment 
necessary. Last, but not least, in soccer games robots of the two teams interact physically 
when going for the ball. This disturbs walking and leads to falls. The robots need to get up 
from the ground by themselves in order to continue play. As a result of these difficulties, in 
the RoboCup 2006 competition, only a fraction of the teams able to play penalty kick was 
able to play decent soccer games. 
The other RoboCupSoccer leagues have been facing the complexity of soccer games for some 
years now. There, tools for structured behavior engineering have been developed. For 
example, Jaeger and Christaller proposed the Dual Dynamics architecture (Jaeger & 
Christaller, 1998), which has been used in the MiddleSize League. The architecture 
distinguishes elementary behaviors, which implement a target dynamics, and complex 
behaviors, which control the activation of elementary behaviors. Another tool used in the 
MiddleSize League is the BAP-framework (Utz et al., 2005), which allows for specifying 
hierarchical, event-driven, behavior-based control systems. In the Four-Legged League, the 
German Team developed XABSL (Lötzsch et al., 2004). It allows for XML-based specification 
of hierarchies of behavior modules that contain state machines for decision making. State 
transitions are modeled as decision trees. Parts of the German Team system are used now in 
the Humanoid League by Darmtadt Dribblers, Humanoid Team Humboldt, and 
BreDoBrothers. Another example for a behavior architecture used in more than one league 
is the architecture proposed by Laue and Röfer (Laue & Röfer, 2005), which combines action 
selection and potential field motion planning. It was used to control SmallSize and Aibo 
soccer robots. 
To implement the behavior control software for the humanoid soccer robots of our team 
NimbRo, we used a framework that supports a hierarchy of reactive behaviors (Behnke & 
Rojas, 2001). This framework has been originally developed for the FU-Fighters SmallSize 
robots. It was later adapted to the FU-Fighters MiddleSize robots and also used by CMU in 
the Four-Legged League. We adapted it for the control of soccer playing humanoid robots 
by extending the agent-hierarchy to: joint – body part – player – team. The lowest levels of 
this hierarchy contain position control of individual joints and kinematic interfaces for body 
parts. At the next level, basic skills like omnidirectional walking, kicking, and getting-up 
behaviors are implemented. These are used at the player level by soccer behaviors like 
searching for the ball, approaching the ball, avoiding obstacles, and defending the goal. Fi-
nally, on the team level, the players communicate via a wireless network to share informa-
tion about the world state and to negotiate roles like attacker and defender. 
The remainder of this chapter is organized as follows. In the next section, we describe our 
robots. We cover mechanical design, electronics, and perception. Sec. 3 describes our 
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behavior control framework. The implementation of basic skills is covered in Sec. 4. Sec. 5 
explains the design of our soccer behaviors. Finally, we present the results of using the 
soccer behaviors at RoboCup 2006. 

2. NimbRo 2006 Robots 

2.1 Mechanical Design 

   

(a)  (b) (c) 

Figure 2. NimbRo 2006 robots: (a) KidSize robot Paul; (b) TeenSize robot Robotinho;  
(c) close-up of Robotinho's mechanics 

Fig. 2 shows Paul, one of our 2006 KidSize robots, and Robotinho, our 2006 TeenSize robot. 
As can be seen, the robots have human-like proportions. Their mechanical design focused 
simplicity, robustness, and weight reduction. The KidSize robots have a height of 60cm and 
a weight of only 2.9kg, including batteries. They are driven by 24 Dynamixel actuators: 8 per 
leg, 3 in each arm, and two in the trunk. For the leg and the trunk joints, we use the DX-117 
actuators (66g, 37kg·cm). Three orthogonal axes constitute the 3DOF hip joint. For the hip 
pitch and roll axes, we use two of these actuators in parallel. The actuators are coupled in a 
master-slave configuration. This doubles the torque and lowers operating temperatures. The 
master-slave pair of actuators has the same interface as the single actuators used for all other 
joints. Two orthogonal servos form the 2DOF ankle joint. One servo drives the knee joint. 
The trunk joints are in the pitch and yaw axes. The arms do not need to be as strong as the 
legs. They are powered by DX-113 actuators (58g, 10.2kg·cm). Two orthogonal servos 
constitute the shoulder joint and one servo drives the elbow joint.  
The TeenSize robot Robotinho is 100cm tall and has a total weight of about 5kg. Its 21 DOF 
are driven by a total of 33 DX-117 actuators. The additional joint is the roll axis in the trunk. 
All joints in the legs and the trunk, except for the yaw axes, are driven by two parallel actua-
tors. The hip and trunk yaw axes are reinforced by external 2:1 spur gears. The hip and 
trunk roll axes are reduced by 3:1, resulting in a holding torque of 222kg·cm at 16V. 
The skeleton of the robots is constructed from aluminum extrusions with rectangular tube 
cross section. In order to reduce weight, we removed all material not necessary for stability. 
The feet and the forearms are made from sheets of carbon composite material. The elasticity 
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of the feet and the carpet, the robots walk on, helps to maintain non-degenerate foot-ground 
contact, even when the supporting foot is not parallel to the ground. Robotinho's head is 
made of lightweight foam. The upper part of the KidSize robots and the entire body of the 
TeenSize robot is protected by a layer of foam and an outer shell of thin carbon composite 
material.

2.2 Electronics 

Our soccer robots are fully autonomous. They are powered by high-current Lithium-poly-
mer rechargeable batteries, which are located in their hip. Four Kokam 910mAh cells are 
used for the KidSize robots. Robotinho has four Kokam 3200mAh cells. The batteries last for 
about 25 minutes of operation. The Dynamixel actuators have a RS-485 differential half-du-
plex interface. Each robot is equipped with a CardS12 microcontroller board, which mana-
ges the detailed communication with all Dynamixels. These boards feature the Motorola 
MC9S12D64 chip, a 16-bit controller belonging to the popular HCS12 family. We clock it 
with 32MHz. It has 4kB RAM, 64kB flash, two serial interfaces, CAN bus, 8 timers, 8 PWM 
channels, and 16 A/D converters. 
The Dynamixel actuators can be configured in a flexible way. Not only target positions are 
sent to the actuators, but also parameters of the control loop, such as the compliance. In the 
opposite direction, the current positions, speeds, loads, temperatures, and voltages are read 
back. In addition to these joint sensors, each robot is equipped with an attitude sensor, loca-
ted in the trunk. It consists of a dual-axis accelerometer (ADXL203, ±1.5g) and two gyro-
scopes (ADXRS 300, ±300 °/s). The four analog sensor signals are digitized with A/D con-
verters of the HCS12 and are preprocessed by the microcontroller. The microcontroller com-
municates with the Dynamixels at 1MBaud and with a main computer via a RS-232 serial 
line at 115KBaud. Every 12ms, target positions and compliances for the actuators are sent 
from the main computer to the HCS12 board, which distributes them to the actuators. The 
microcontroller sends the preprocessed sensor readings back. This allows keeping track of 
the robot's state in the main computer.  
We use a Pocket PC as main computer, which is located in the upper part of the robots. The 
FSC Pocket Loox 720 has a weight of only 170g, including the battery. It features a 520MHz 
XScale processor PXA-272, 128MB RAM, 64MB flash memory, a touch-sensitive display with 
VGA resolution, Bluetooth, wireless LAN, a RS-232 serial interface, and an integrated 1.3 
MPixel camera. This computer runs behavior control, computer vision, and wireless com-
munication. It is equipped with a Lifeview FlyCam CF 1.3M that has been fitted to an ultra-
wide-angle lens. Robotinho's FlyCam lens also serves as nose. It looks in forward direction. 
For the KidSize robots, we took the integrated camera out of the Pocket PC and connected it 
via an extension cable. This camera uses the QuickCapture feature of the XScale chipset. 
Images of size 640×480 can be captured at 15fps using DMA. The camera is fitted to a wide-
angle converter. Located above the Pocket PC, it looks in forward direction. The FlyCam is 
looking in backward direction in the KidSize robots.  

2.3 Perception 

Our robots need information about themselves and the situation on the soccer field to act 
successfully.  

• Proprioception: The readings of accelerometers and gyros are fused to estimate the 
robot's tilt in roll and pitch direction. The gyro bias is automatically calibrated and the 
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low-frequency components of the tilt estimated from the accelerometers are combined 
with the integrated turning rates to yield an estimate of the robot's attitude that is 
insensitive to short linear accelerations. As described above, joint angles, speeds, and 
loads are also available. Temperatures and voltages are monitored to notify the user in 
case of overheating or low batteries. 

Figure 3. Left: Images of the two cameras mounted on the robot. Upper right: Egocentric co-
ordinates of key objects (ball, goals, corner poles, and obstacle) detected in the image. Lower 
right: Localization of the robot, the ball, and the obstacle on the soccer field 

• Visual Object Detection: The only source of information about the environment for our 
robots is their camera. The wide field of view of the cameras allows the robots to see 
their own feet and objects above the horizon at the same time (see left part of Fig. 3). 
Our computer vision software detects the ball, the goals, the corner poles, and other 
players based on their color in YUV space. Using a look-up table, the colors of 
individual pixels are classified into color-classes that are described by ellipses in the 
UV-plane. In a multistage process, we discard insignificant colored pixels and detect 
colored objects. We estimate their coordinates in an egocentric frame (distance to the 
robot and angle to its orientation), based on the inverted projective function of the 
camera. We correct first for the lens distortion and invert next the affine projection from 
the ground plane to the camera plane. The estimated egocentric coordinates of the key 
objects are illustrated in the upper right part of Fig. 3. Here, the objects detected by both 
cameras are fused, based on their confidence. The objects are also combined with 
previous observations, which are adjusted by a motion model, if the robot is moving. 
This yields a robust egocentric world representation. 

• Ball Tracking: The limited computing power of the Pocket PC does not allow for 
processing all images at the frame rate of the camera (15fps). Because the ball is the 
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most important object on the field, we implemented a tracking procedure for it. If the 
ball could be detected in the previous frame, a small window is placed at the predicted 
ball position. Only this window is analyzed for every frame. Every third frame is 
processed entirely to detect the other objects. The full frame is also processed if the 
vision system looses track of the ball.  

Fig. 4 illustrates a typical problem when processing images captured from a walking robot. 
The walking induces camera motion that causes motion blur in the image. Because the 
orange of the ball blends with the green carpet to a brownish color, we use such a candidate 
color to detect blurred balls. In this case, however, it is important to make sure that a 
brownish color blob is surrounded by green carpet, in order prevent false positive 
detections caused by brownish objects outside the field. 

       

 (a)  (b) 

Figure 4. The orange ball behind a white line on a green field. (a) Clean image captured from 
a standing robot. (b) Same situation with motion blur due to humanoid walking 
movements. The green blends with the orange to a brownish color 

• Self-Localization: The relative coordinates suffice for many relative behaviors like posi-
tioning behind the ball while facing the goal. To keep track of non-visible goals or to 
communicate about moving objects with other team members, we need the robot 
coordinates in an allocentric frame ((x, y) -position on the field and orientation ). We 
solve self-localization by triangulation over pairs of landmark observations, i.e. 
detected goals and corner poles. When observing more than two landmarks, the 
triangulation results are fused based on their confidence. Again, the results of self-
localization are integrated over time and a motion model is applied. The lower-right of 
Fig. 3 illustrates the resulting allocentric representation. 

3. Behavior Architecture 

We control the robots using a framework that supports a hierarchy of reactive behaviors 
(Behnke & Rojas, 2001). This framework allows for structured behavior engineering. Multi-
ple layers that run on different time scales contain behaviors of different complexity. When 
moving up the hierarchy, the speed of sensors, behaviors, and actuators decreases. At the 
same time, they become more abstract. This is illustrated in Fig. 5. 
The framework forces the behavior engineers to define abstract sensors that are aggregated 
from faster, more basic sensors. One example for such an abstract sensor is the robot's attitu-
de that is computed from the readings of accelerometers and gyros. Abstract actuators give 
higher-level behaviors the possibility to configure lower layers in order to eventually influ-
ence the state of the world. One such abstract actuator is the desired walking direction, 
which configures the gait engine, described below, implemented in the lower control levels. 
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The behaviors within one layer of the behavior framework are activated according to the 
current state of its sensors. Activation is indicated by an activation factor in the interval [0, 
1]. Each active behavior can manipulate the actuators in its layer. If multiple behaviors try to 
manipulate the same actuator, the actuator is set to the weighted sum of desired values, 
where the activation factors are used as weights. To prevent conflicting behaviors from 
being active at the same time, behaviors can inhibit other behaviors. If an inhibiting 
behavior is not completely active, the inhibited behaviors share the remaining activation, 
such that the activation factors sum to one. 

Figure 5. Sketch of the hierarchical framework for reactive control. Complex behaviors are 
evaluated less often than elementary behaviors. They make decisions based on aggregated 
fast sensors or rely on slow physical sensors. Complex behaviors use slow actuators to 
configure lower levels or to directly influence the environment 

The control hierarchy of our soccer robots is arranged in an agent hierarchy: 

• multiple joints (e.g. left knee) constitute a body part (e.g. left leg), 

• multiple body parts constitute a player (e.g. field player), and 

• multiple players constitute a team. 

In our system, two teams can be controlled simultaneously. The behavior framework 
manages all but the motor control loop within the Dynamixel actuators, which has been 
implemented by Robotis. The behaviors on the lower level in the framework implement 
basic skills which generate target positions for individual joints at a rate of 83.3Hz.  
To abstract from the individual joints, we implemented here a kinematic interface for the bo-
dy parts. The leg interface, for example, allows to independently change leg extension , leg 
angle Leg, and foot angle Foot, as illustrated in Fig. 6. A detailed description of the kinematic 
leg interface is given in (Behnke, 2006).  

Figure 6. Kinematic interface to a leg 
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4. Basic Skills 

Several basic skills use this kinematic interface. Fundamental for playing soccer are the 
abilities to walk and to kick. As body contact between the physical agents is unavoidable, 
the capability of getting up after a fall is also essential. To act as a goalkeeper, the robot must 
be able to perform special motions. The basic skills are implemented on the body part layer. 
Fig. 12 illustrates the inhibitory structure of the basic skills and the interface that they 
provide for the next higher level of our behavior control system.  

4.1 Omnidirectional Walking 

Omnidirectional locomotion is a concept that has proven to be advantageous in dynamic 
environments and in restricted spaces. The ability to move into any direction, irrespective of 
the orientation, and to control the rotational speed at the same time has advantages in many 
domains, including RoboCupSoccer. Omnidirectional drives are used by most teams in 
wheeled leagues, and omnidirectional walking is heavily used in the Four-legged League. It 
is much easier to position robots for kicking and to outmaneuver opponents when using 
omnidirectional locomotion. 
We use the leg interface to implement omnidirectional walking for our humanoid soccer 
robots. Shifting the weight from one leg to the other, shortening of the leg not needed for 
support, and leg motion in walking direction are the key ingredients of this gait. In contrast 
to the low-frequency gait of our 2005 robots (Behnke, 2006), we were able to increase the 
step frequency significantly to 3.45Hz for the KidSize robots and to 2.44Hz for Robotinho.  

       

Figure 7. Trajectories for forward walking of KidSize robots (left) and resulting robot motion 
during forward, lateral, and rotational walking (right). 

Fig. 7 shows in its left part the trajectories generated for forward walking. Note that the leg 
is not only shortening during swing, but also in the middle of the stance phase. Walking 
forward, to the side, and rotating on the spot are generated in a similar way. The three basic 
walking directions can be smoothly combined. The robots are able to walk in every direction 
and to change their heading direction at the same time. The gait target vector (vx, vy, v ) can 
be changed continuously while the robot is walking. This makes it possible to correct for 
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deviations in the actual walking direction and to account for changes in the environment by 
using visual feedback. When using this flexible gait, the maximal forward walking speed of 
the robots is approx. 25cm/s. The right part of Fig. 7 shows image sequences of the robot 
Franz walking forward, laterally, and turning. Behaviors of the upper level can control the 
gait target vector with an actuator that enforces maximal speeds and accelerations. 

 4.2 Kicking 

    

Figure 8. Trajectories for kicking (left) and resulting robot motion (right) 

In addition to walking, we implemented kicking. An actuator allows behaviors in the upper 
level to trigger kicks with both, the left and the right leg. Fig. 8 shows some of the 
trajectories generating the kicking motion. After inhibiting the walking behavior and 
coming to a stop, the robot moves its weight to the non-kicking leg (see hip roll angle). Then, 
it shortens the kicking leg, swings it back, and accelerates forward. The kicking leg reaches 
its maximal speed when it comes to the front of the robot. At this point, the hip pitch joint 
and the knee both move the foot forward and the ball is kicked. The kicking movement 
continues with deceleration of the foot and slow motion back to the bipedal stand. The 
resulting kick can be seen in the right part of Fig. 8. 

4.3 Getting up from the Floor 

Since in soccer games physical contact between the robots is unavoidable, the walking 
patterns are disturbed and the robots might fall. Hence, they must be able to detect the fall, 
to assess their posture on the ground, and to get back into an upright posture. After falling, 
the robot's center of mass (COM) projection to the ground is outside the convex hull 
spanned by the foot-contact points. Additional support points like knees, elbows, and hands 
must be used in order to move the COM back inside the foot polygon. Using their attitude 
sensors, the robots detect a fall, classify the prone or supine posture and trigger the 
corresponding getting-up sequence. We designed the getting-up sequences in the simulator 
using sinusoidal trajectories (Stückler et al., 2006). Fig. 9 illustrates the four phases of getting 
up from the prone and the supine posture. The getting-up sequences work very reliably. 
Under normal circumstances, i.e. appropriate battery voltage, the routines worked with 100 
successes in 100 tests.  
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I. Lift the trunk and bring the forearms under the shoulders. 

II. Move the COM projection as close as possible to the leading 
edges of the feet by bending in the spine, the hip pitch and the 
knee joints. 
III. Straighten the arms to let the robot tip over the leading edges  
of the feet. 
IV. Bring the body into an upright posture. 

I. Move the upper body into a sit-up posture and move the arms 
into a supporting position behind the back. 
II. Move into a bridge-like position using the arms as support. 

III. Move the COM over the feet by swinging the upper body to the 
front.
IV. Bring the body into an upright posture. 

Figure 9. Standing up from the supine posture (left) and the prone posture (right) 

4.4 Goalkeeper Motions 

The goalkeeper is capable of diving into both directions or to bend forward with spread 
arms. Fig. 10 shows Franz diving to the left. First, it moves its COM and turns its upper 
body towards the left while shortening the legs. As soon as it tips over its left foot, it starts 
straightening its body again. While doing so it is sliding on its hands and elbows. The fully 
extended robot covers the entire goal half. After the dive Franz gets up again, as described 
above.

Figure 10. Diving motion of the goalkeeper 

5. Playing Soccer 

The next higher level of our behavior control framework contains soccer behaviors which 
are executed at a rate of 41.7Hz. They build on the basic skills and have been designed for 2 
vs. 2 soccer games. 

5.1 Representation of the Game Situation 

The soccer behaviors require knowledge of the current game situation. The visual 
perception supplies relative distance, angle, and perceptual confidence for the ball, the own 
goal, the opponent goal, and the nearest obstacle. In the attacking role, the relative position 
and confidence of the opponent goal is used as the target to kick at (ball-target). The 
decision for the kicking leg is made at every time step, depending on the relative position of 
the ball and the line from ball to ball-target, which we denote as ball-to-target-line. If the 
robot has to approach the ball-to-target-line from the right, it kicks with the left leg, and vice 
versa. To avoid oscillations it is important that the decision may only be changed if the 
distance of the robot to the ball-to-target-line exceeds a threshold. 
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To kick the ball with the chosen leg, the robot has to position itself behind the ball with 
lateral and sagittal offsets, l and s that depend on the distance between the legs and the 
length of the feet. To generate smoothly approaching trajectories, the sagittal offset is 
increased by an amount a that is proportional to the angle between the robot's heading 
direction and the ball-target. The ball approach is illustrated in Fig. 11. 
When playing as defensive field player, the own goal is used as ball-target, such that the 
position behind the ball is set to a position between ball and own goal. The distance kept to 
the ball depends on the distance to the own goal. A threshold for the minimal distance to the 
goal lets the robot stay out of its goal, as long as the ball is still far away. If the ball and the 
robot are near the goal, the robot keeps behind the ball at a minimum distance. 

Figure 11. Two examples showing sequences of robot poses, target positions behind the ball 
(blue crosses), and ball positions while approaching the ball with the left leg as kicking leg 

The robot maintains additional hypotheses about the relative ball location that are used for 
searching the ball. If a kick is triggered, one hypothesis is set in front of the robot at a 
distance depending on kick strength. The confidence of the hypothesis is discounted by the 
time since the kick started. Its relative position is altered according to the motion model. 
Additionally, hypotheses are maintained for the perceptions of the ball by other players on 
the field. The confidences of these hypotheses depend on the self-localization and ball 
perception confidences of the other players and the self-localization confidence of the robot 
itself. 

5.2 Soccer Behaviors 

According to the current game situation, behaviors like searching the ball, positioning 
behind the ball, or avoiding obstacles are activated. These behaviors are implemented on the 
player level and use the actuator interface that the basic skills of the lower layer provide. For 
example, they set the gait target vector or trigger a kick. Fig. 12 illustrates the inhibitory 
structure of the soccer behaviors and the actuator interface used for configuring the basic 
skills. 
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Figure 12. Behaviors on the body part and player levels of the behavior hierarchy 

• Searching the Ball: Exploring the environment for the ball is always active, but 
inhibited by behaviors that activate when the ball has been perceived with a certain 
confidence. If a ball hypothesis with confidence over a certain threshold exists, the robot 
walks towards the most confident hypothesis. Otherwise, it turns towards the most 
confident hypothesis for a short time. If the ball still is not visible, it starts to walk 
around the center circle in a constant distance in order to inspect all parts of the field. 

• Walking towards the Ball: The robot walks straight towards the ball, if it perceives the 
ball. The own goal must be either not visible or far away to avoid scoring an own goal. 
This behavior controls the gait target velocity to keep the robot near the ball, e.g. if 
visual perception fails to detect the opponent goal. The behavior inhibits searching the 
ball.

• Positioning behind the Ball: If the ball and the ball-target are perceived, the robot 
positions itself behind the ball, facing towards the ball-target. The robot is positioning 
on the behind-ball-position by controlling the gait target velocity. If the distance to the 
target position is large, the robot rotates towards the target position, such that it can 
approach it by mainly combining forward walking with turning. If it is near the target 
position, the robot aligns itself towards the ball-target. For intermediate distances, the 
gait rotation is interpolated linearly between both alignment targets. The behavior also 
handles the case when the ball is located between the robot and the behind-ball-
position. Here, the robot walks around the ball by walking towards the target position 
but avoiding the ball-to-target-line. When playing as defensive field player, the robot 
rotates towards the ball at any distance. It does not avoid the ball-to-target-line, because 
the ball-target is the own goal. This behavior inhibits walking towards the ball, such 
that the inhibited behavior may only be active, if the ball-target has not been perceived. 
It also inhibits searching the ball. 

• Kicking the Ball towards the Target: This behavior is activated as soon as the behind-
ball position has been reached with a certain precision in angle to the ball-target and in 
distance to the target position. If the precision conditions hold, a kick is triggered. 
Obviously, ball and ball-target must be perceived and the own goal must not be in front 
of the robot. If the ball comes into a kicking position by chance, the behavior initiates a 
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kick with the corresponding leg. As the robot has to come to a complete stop before the 
kicking motion can be executed, the robot can cancel the kick, if the ball moves away in 
the meantime. This behavior inhibits searching the ball, walking towards the ball, and 
positioning behind the ball. 

• Dribbling the Ball towards the Target: If positioning behind the ball was not successful 
for a longer time, or the game started with a kick-off for the player, the robot activates 
dribbling the ball towards the ball-target for some time. Additional preconditions for 
activation are that the ball and ball-target are perceived and the angle towards the ball-
target is small. Dribbling is performed by steering towards the ball. The forward 
walking speed is inversely related to the angle to the ball. In combination with 
positioning behind the ball, the robot is kept behind the ball, facing the ball-target when 
dribbling. Dribbling inhibits searching the ball, walking towards the ball, and 
positioning behind the ball. As we want the decision for dribbling to be strict, it also 
inhibits kicking the ball towards the target. 

• Avoiding Obstacles: After a fall, the robot needs valuable time to get back on its feet. 
The main reason for our robots to fall is physical contact with other robots. Hence, 
obstacle avoidance is an important feature. The visual perception supplies the behavior 
with the nearest obstacle. If it is detected closely in front of the robot, obstacle 
avoidance is activated by a factor that interpolates linearly between a minimum and a 
maximum distance for the obstacle. The avoidance sets the gait target actuator to a 
constant and a variable part of the direction from obstacle to robot. The strength of the 
variable part depends on the distance to the obstacle, similar to the activation factor. If 
the ball is between obstacle and robot, the variable avoidance is weakened, such that 
the robot moves more aggressively behind the ball. A stuck situation is indicated by a 
resulting gait target vector that is small in length for a longer time. In this case, the 
robot may sidestep the obstacle, if the ball is not between the obstacle in the front and 
the robot and is perceived on one side of the obstacle. The action is cancelled, if either 
the preconditions for sidestepping do not hold anymore or a certain amount of time has 
elapsed since sidestepping has been activated. The deactivation of sidestepping after 
some time is important, because the decision for the sidestep direction is made only 
once on activation. 

• Controlling the Gaze Direction: Although the robot has wide-angled views to the front 
and the rear, it cannot perceive objects on the sides. Thus, a gaze control behavior is 
always active and primarily keeps the ball within an angular range of ± /4 by twisting 
the upper trunk with the trunk yaw joint. If the ball is not visible or within range and 
the robot is localized, it aligns the upper body with the line between the goals to keep 
the localization landmarks visible. This is achieved by keeping the angle to the line 
within the angular range of ± /4. The twisting of the trunk is limited to ± /4.

• Goalkeeping: The goalkeeper's objective apparently is to keep the ball out of the own 
goal. While the ball is visible and is not in kicking distance to the robot, the goalkeeping 
behavior is active. Otherwise, the robot behaves like a field player and tries to shoot the 
ball towards the opponent goal. Hence, goalkeeping inhibits positioning behind the 
ball, kicking the ball, and dribbling the ball towards the target. Walking towards the 
ball and searching for the ball is not activated when playing as a goalkeeper. The 
goalkeeper stands still until it reacts on the ball. Balls close to the robot let it react 
immediately. It uses the ball angle to determine the appropriate type of motion (diving 
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left/right or bending forward). To achieve fast reaction on an approaching ball, the 
visual perception supplies the difference of the ball position between the last two 
images. The magnitude of this vector is interpreted as approaching speed. The 
goalkeeper does not react on small speeds. The type of the goalkeeper motion is 
determined by the intersection point of the moving ball direction and the goal line. At 
kick-off, the goalkeeper is placed in the goal. After a diving motion, it gets up and 
repositions itself in the goal while facing the opponent goal. 

5.3 Team Behaviors 

The importance of team behaviors is still low in the Humanoid League, as only two players 
per team have competed so far. In Bremen 2006, most teams assigned one player to keep the 
goal clear and used the other player as field player. In our team, the players share 
perceptions via wireless communication. The ball perceptions communicated by other 
players are used for search. For the soccer play with two field players, we implemented 
simple but effective role negotiation between the players. As soon as one of our players has 
control of the ball, the other player goes to a defensive position between the ball and the 
own goal. 
A player takes control of the ball, if it is close to the ball and perceived it with high 
confidence. It loses control, if the ball gets too far away or has low confidence. The 
thresholds for taking and losing control implement hysteresis to prevent oscillations of the 
control state. 

6. RoboCup 2006 Results 

Our robots performed well at RoboCup 2006, where 21 teams from eleven countries 
competed in the Humanoid League. In the 2 vs. 2 soccer round robin, the KidSize robots 
played 2 games and scored 12:0 goals. In the quarter final, they won 6:1 against team RO-PE 
from Singapore. They met the German-Japanese team Darmstadt Dribblers and Hajime in 
the semi-final. Our robots won 6:2. The final game was between our robots and Team Osaka, 
as in 2005. Our robots played well in the first half and scored a lead of 4:0. Fig. 13(a) shows 
one of the shots. After a goal directly from kick-off, the score at halftime was 4:1. Due to 
hardware problems of our robots, Team Osaka was able to reach a draw of 4:4 after regular 
playing time. As we already had taken the available two substitutions, we needed to 
continue playing with impaired robots in the extra time. The final score was 9:5 for Team 
Osaka.
Our KidSize robots also kicked penalties very reliably. In the Penalty Kick competition they 
scored in 31 of 34 attempts. In the KidSize Penalty Kick final (Fig. 13(c)) our robots won 8:7 
against Team Osaka.  
In the technical challenge, our KidSize robot Gerd was one of the two robots able to walk 
across the rough terrain (Fig. 13(b)). Our KidSize robots also scored in the passing challenge. 
Our TeenSize robot Robotinho used a simplified version of the KidSize behaviors. It also 
reached the final of its Penalty Kick competition (Fig. 13(d)). 
In the overall Best Humanoid ranking, our KidSize robots came in second, next only to the 
titleholder, Team Osaka. Videos showing the performance of our robots at RoboCup 2006 
can be found at http://www.NimbRo.net.
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Figure 13. RoboCup 2006: (a) 2 vs. 2 Soccer final NimbRo vs. Team Osaka. (b) NimbRo robot 
Gerd walking over rough terrain. (c) KidSize Penalty Kick final NimbRo vs. Team Osaka.  
(d) TeenSize Penalty Kick final NimbRo vs. Team Osaka 

7. Conclusions 

This chapter described the design of the behavior control software for our humanoid soccer 
robots, which successfully took part as team NimbRo at the RoboCup 2006 competitions. We 
implemented the control software in a framework that supports a hierarchy of reactive 
behaviors. This structure restricts interactions between the system variables and thus 
reduces the complexity of behavior engineering.
A kinematic interface for body parts made it possible to abstract from individual joints 
when implementing basic skills like omnidirectional walking. These basic skills made it 
possible to abstract from body parts when implementing more complex soccer behaviors. At 
this player level, our humanoid robots are very similar to wheeled or four-legged soccer 
robots. Finally, at the team level, the players are coordinated through role negotiation. 
Playing soccer with humanoid robots is a complex task, and the development has only 
started. So far, there has been significant progress in the Humanoid League, which moved in 
its few years from remotely controlled robots to soccer games with fully autonomous 
humanoids. Indeed, the Humanoid League is currently the most dynamic RoboCupSoccer 
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league. We expect to see the rapid progress continue as more teams join the league. Many 
research issues, however, must be resolved before the humanoid robots reach the level of 
play shown in other RoboCupSoccer leagues. For example, the humanoid robots must 
maintain their balance, even when disturbed. Postural reflexes that are trigged by deviations 
from the normal walking patterns are one way to minimize the number of falls (Renner & 
Behnke, 2006). 
In the next years, the speed of walking must be increased significantly. We work on 
automatic gait optimization to increase both speed and stability. At higher speeds, running 
will become necessary. We recently started to explore this direction. The visual perception 
of the soccer world must become more robust against changes in lighting and other 
interferences. We continuously improve our computer vision software to make it more 
reliable.  
The 2006 competition has shown that most teams were able to kick penalties, but that soccer 
games are much richer and more interesting. In the team leader meeting after the 
competition, the majority voted for abandoning penalty kick as a separate competition. 
Instead, the KidSize teams will focus on soccer games. Unfortunately, most teams do not 
feel ready to increase the number of players to more than two per team. This limits the 
possibilities for team play.  
As the basic skills of the humanoid soccer robots improve every year, teams will be able to 
focus on the more complex soccer behaviors and on team play. This will make structured 
behavior engineering a key factor for success. 
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