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From atomistic to collective dynamics: 
Bridging gaps in gas‑phase electron 
microscopy for catalysis
Thomas Willum Hansen and Marc Willinger* 

Catalysis is a highly complex phenomenon involving fundamental processes on multiple length 
scales. The full-scale complexity of catalysis is only poorly understood, and how atomic-scale 
processes influence long-range order in the materials is not well documented experimentally. 
The result is that we still, to a large degree, develop new catalysts on the basis of iterative 
trial-and-error approaches. Elucidating the link between atomic-scale structural dynamics, 
feedback mechanisms, and collective behavior could be the key to a deeper understanding 
and  further optimization of catalysts and processes. From imaging of quasi-static low-
energy configurations through gas-phase-induced state switching to observation of complex 
nonequilibrium dynamics and oscillatory behavior,  electron microscopy  has provided novel 
insights over several length and time scales and has meanwhile matured from a service tool 
for catalyst researchers to a driving force in catalysis research. Here, we discuss new insights 
provided by novel instrumentation and the extension from in situ to operando investigations, 
enabling the study of mechanisms and kinetics of catalytic processes.

Introduction
Heterogeneously catalyzed chemical reactions are complex 
nonequilibrium processes in which interactions between cata-
lyst, reactants, and products occur on different length and time 
scales. Due to the lack of atomistic understanding, catalyst 
optimization has for decades been largely based on an Ediso-
nian approach, where different synthesis protocols and catalyst 
compositions are systematically tested, often by changing one 
parameter at a time. One of the most striking examples of this 
incremental empiricism is the discovery of the first ammonia 
synthesis catalyst by Mittasch et al. at BASF in 1909, followed 
by a “systematic exploration of the periodic table,” which 
involved some 20,000 experiments.1,2 This systematic testing 
and quasi-empirical optimization laid the foundation for mod-
ern high-throughput (HT) parallel screening of catalysts that is 
still pretty much the state of the art in catalyst development.3,4 
Considering the important role of catalysis as a key enabling 
technology for the realization of a sustainable society, this is 
a very unsatisfactory situation.

One of the main reasons for our limited understanding of 
heterogeneous catalysis is rooted in the multiscale nature of 
the underlying processes. At the nanoscale, the surface prop-
erties of the catalyst play a crucial role in determining the 

reaction mechanism and kinetics, while at the macroscale, 
transport phenomena such as mass and heat transfer can sig-
nificantly affect conversion and selectivity. Elementary elec-
tronic transitions take place on ultrashort time scales, while 
atomic motion, species diffusion, heat transport, and restruc-
turing processes, and ultimately, catalyst deactivation, cover 
the temporal range from being too fast to impractically slow 
for direct observation. Catalyst development is thus largely 
based on indirect feedback from measured activity, yield and 
stability, and pre- and post-characterization and thanks to the 
development of in situ (observing under specific conditions 
[i.e., gas environment and temperature in the case of cataly-
sis]) and operando (in situ plus detection of products [i.e., con-
firmation of reactivity in the case of catalysis]) techniques, on 
integrally measured structural and compositional information.

When it comes to structural characterization at the  
nanometer scale, catalyst researchers have often turned to 
electron microscopy. Scanning electron microscopy provides 
access to structure, composition, surface topology, and to some 
extent, particle sizes. Using transmission electron microscopy, 
researchers can gain insight into atomic arrangement, com-
position, and electronic structure. Almost half a century ago, 
Marks and Howie published studies on the shape and structure 
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of supported metal nanoparticles.5 Several decades later, with 
improved instrumentation and the development of aberration 
correctors, microscopy experts were able to reveal atomistic 
details regarding particle shape and surface termination.6–9 
Around the same time, computational chemistry entered the 
field of catalysis.10 Electronic-structure calculations, mostly in 
the form of density functional theory (DFT)-based ground-state 
simulations,11 were used to find descriptors for chemical bonds 
between a surface and a molecule and to identify trends in reac-
tivity (so-called scaling relations).12,13 Both high-resolution 
imaging of atomic arrangements in vacuum and DFT-based 
electronic-structure calculations have contributed to a bias 
toward a rather static picture of catalysts that has dominated in 
the field since the concept of the catalytic site was introduced 
by Taylor in the 1920s.14  Structural features, such as steps or 
defects, were identified as candidates for high-energy active 
sites and the determination of molecular processes occurring at 
the active site became a top priority in catalysis research.15,16 At 
that time, means of increasing defect density, for example, by 
high-energy ball milling, were considered a rational approach 
to the preparation of improved catalysts. Somewhat in contrast, 
but not incompatible with the static active site picture, were 
studies on catalyst deactivation, which provided clear evidence 
that the catalyst material can undergo severe changes and that 
the actual working state may lie somewhere in between the 
as-synthesized and the deactivated, postmortem catalyst.17,18 
Meanwhile, it is widely accepted that catalysts are metastable 
functional materials that adapt dynamically to the applied con-
ditions and that relevant surface structures and active centers 
may form only under reaction conditions.19,20

Since the development and commercialization of instru-
mentation for in situ and operando EM, we have seen tremen-
dous progress in the capability of addressing the structure 
of catalysts under reactive environments and associated to 
that, the role of microscopy in catalysis research. Its impact 
and potential have been summarized in several reviews over 
the last decades.21–26 In this article, using the example of 
supported nanoparticles and model catalysts, we highlight 
the importance of moving beyond structural description of 
static atomic arrangements and show that the considera-
tion of kinetic and thermodynamic aspects that determine 
out-of-equilibrium material states and dynamics is essential 
for our understanding of the emergence of catalytic func-
tion. Furthermore, we point out that a multiscale approach 
to operando electron microscopy facilitates the embedding 
of locally observed atomistic processes into a larger picture 
where collective dynamics related to heat and mass flow are 
revealed.

Observing changes: From static pictures 
to gas‑phase‑ and temperature‑induced 
processes
The first example presented in Figure 1 shows the case of 
industrially relevant Cu/ZnO/Al2O3 catalysts for methanol 
synthesis. The copper-zinc oxide system is recognized as 

a system in which synergistic particle–support interactions 
play an important role in defining the function of the cata-
lysts. They result in catalytic performance that far exceeds 
that of the individual components. However, studies regard-
ing the state of the system under reaction conditions and 
attempts to identify the active site often led to different, 
sometimes seemingly contradicting conclusions, which 
are, 50 years after its first commercial use, still open to dis-
cussion. The study by Hansen et al.27 on a model system 
consisting of copper nanoparticles on a zinc oxide clearly 
showed adsorbate-induced stabilization of different Wulff-
shaped low-energy configurations as previously described by 
Woodruff.28 They are characterized by different areal ratios 
between exposed facets and show a clearly noticeable change 
in wetting behavior (Figure 1a). Images taken by environ-
mental TEM (ETEM) at pressures in the range of 1.5–5 mbar 
at 220°C under H2, H2 + H2O, and H2 + CO showed that the 
wetting, and thus the interaction strength between the copper 
particles and the zinc oxide support, increased with increas-
ing reduction potential of the applied gas phase (Figure 1a). 
Indeed, reductive activation in a hydrogen/argon mixture 
(20:80) at 250°C and atmospheric pressure increases the 
metal–support interaction to the extent that the copper par-
ticles become completely encapsulated by a thin zinc oxide 
layer, as demonstrated by ex situ TEM29 (Figure 1b). The 
encapsulated state is consistent with an earlier conclusion 
based on aberration-corrected imaging, according to which 
the active site consists of Cu steps decorated with Zn atoms 
(Figure 1c).30 In a rather static picture, it was proposed that 
these sites are stabilized by well-defined bulk defects and 
surface species that need to be present together for the sys-
tem to function. Other studies have suggested that the pres-
ence of a copper–zinc alloy is responsible for the high activ-
ity, whereas some have proposed a more dynamic picture in 
which copper, copper–zinc alloy, and zinc oxide phases can 
coexist.31 Different conclusions, each correct for the respec-
tive (nonreactive) regime studied, can be attributed to the 
fact that the structure and phase composition of the catalyst 
show a strong pressure dependence, especially below 1 bar 
(see Figure 1d).32 This example shows that the pressure and 
thus, the chemical potential of the gas-phase components 
have a strong influence on the state evolution, thermody-
namic stability, and kinetics of a system. Therefore, effects 
related to the pressure gap between model studies performed 
at low-pressure and real-world conditions applied in indus-
trial processes should be considered. At elevated pressures, 
new phases may form that do not exist at lower pressures 
for thermodynamic reasons. If these phases determine the 
catalytic activity, then any extrapolation from low- to high-
pressure conditions will obviously fail.32 Nevertheless, even 
if conclusions drawn on observations of a system at low pres-
sure can not directly be transferred to high-pressure regimes, 
there is no doubt that the description of static, quasi-equi-
librium low-energy states (i.e., states that are very close to 
thermodynamic equilibrium) is important. They could, for 
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example, play an important role as beginning or end point 
of an elementary step in a catalytic cycle. However, studies 
performed under quasi-equilibrium conditions insufficiently 
describe the behavior of catalysts under nonequilibrium con-
ditions of an ongoing chemical reaction. Indeed,  the previ-
ously discussed studies do not provide information about 
the structural and chemical dynamics under working condi-
tions. Questions regarding the atomic-scale evolution and 
aspects of the metal-support interaction remain open. For 
example, how does the metal particle and the metal–sup-
port interface behave during catalysis if oxygen vacancies 
are constantly being created and annihilated? This will be 
discussed in the following examples.

Observing dynamics: From quasi‑equilibrium 
states to nonequilibrium processes
Staying with the topic of metal–support interactions, we move 
from descriptions of quasi-equilibrium states to gas-phase and 
electron-beam-induced state switching between different low-
energy configurations. One example is the study of Yuan et al., 
who reported a gasphase-induced reversible in-plane (epitax-
ial) rotation behavior of gold particles supported on a TiO2 sur-
face (see Figure 2a). A perfect epitaxial Au/TiO2(001) inter-
face (S″ configuration), Au(111)//TiO2(001) with zone axes 

Au[01–1] and TiO2[010] was found in an oxygen environment 
(6.5 mbar, 500°C). As carbon monoxide was added to the oxy-
gen stream (total pressure: 4.4 mbar, pO2:pCO 1:2, 500°C), a 
reproducible rotation of the gold nanoparticles with respect to 
the substrate was observed (S = configuration).33 The mecha-
nism behind the rotation was ascribed to a decrease of the 
oxygen coverage at the perimeter sites at the interface between 
gold and titania upon introduction of CO. In consequence, the 
epitaxial relationship that is most favorable in oxygen revers-
ibly changed to a new, slightly rotated low-energy configu-
ration. This conclusion was supported by density functional 
theory-based calculations on smaller systems showing how the 
coverage of adsorbed oxygen at the perimeter sites influence 
the epitaxial relationship between nanoparticle and support.

A similar study on dynamic catalytic interfaces was presented 
by Kuwauchi et al. for the case of gold nanoparticles on a cerium 
oxide support.34 They observed a reversible rigid body displace-
ment, characterized by stepwise back and forth movement or 
rotation around an anchor point (see Figure 2b). In their study, 
the displacement was induced when the system was exposed to 
reaction environments containing oxidizing and reducing species 
(100 Pa of 1 vol% CO/air at room temperature). Probably related 
to the low chemical potential of CO (low partial pressure and 
low temperature), the electron beam was needed to assist in the 
generation of oxygen vacancies at the interface between metal 

a c

b d

Figure 1.   (a) Cu particles on a ZnO support show gas-phase-induced adaption of Wulff-shaped minimum energy configurations under 
quasi-equilibrium conditions. Reproduced with permission from Reference 27. © 2002 AAAS. (b) Copper particles showing strong metal–
support interaction-induced encapsulation by a layered form of ZnO after reductive activation. Reprinted with permission from Reference 29. 
© 2015 Wiley-VCH. KGaA, Weinheim. (c) High-resolution images of Cu on ZnO and structure model showing surface features associated to 
active sites. Reprinted with permission from Reference 30. © 2012 AAAS. (d) Schematic representation of the evolution of the phase com-
position during reductive treatment of a Cu–ZnO–Al2O3 precursor as a function of temperature and pressure. Reprinted with permission from 
Reference 32. © 2021 Springer Nature.
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particle and reducible support. The reversibility of the observed 
displacement was related to the refilling of oxygen vacancies at 
the interface through oxygen from the gas phase. A correspond-
ing increase in the frequency of the stepwise displacement was 
observed when the chemical potential of oxygen was increased.

These two examples describe the state switching of a 
system between two different low-energy configurations. In 
both cases, the reconfiguration at the interface between metal 
particle and reducible support was induced through (assisted) 
oxygen removal by CO and its replenishment.

Interfacial destabilization and reconfiguration can be more 
severe at higher chemical potentials of the reactive species. 
Working at pressures of 1 bar, Frey et al. recently demonstrated 
that metal–support interfaces can be significantly destabilized by 
redox processes.35 Starting with strong metal–support interaction 
(SMSI)-encapsulated platinum particles on titania, the switching 
from a pure oxygen atmosphere to a redox atmosphere containing 
oxygen and hydrogen resulted in a gradual destabilization of the 
thin titania overlayer. Figure 2c shows the sequential disappear-
ance of the titania overlayer from different surface facets with 
increasing hydrogen partial pressure. The sequential overlayer 
disintegration indicates a facet-dependent stability of differently 
structured SMSI overlayers on platinum. Its ultimate disappear-
ance suggests that the SMSI state, which has been shown to pro-
vide tunable chemoselectivity36 and improved sintering resist-
ance,37 is not necessarily preserved under reaction conditions. 
Indeed, the degree of particle encapsulation can vary greatly 
depending on the conditions applied, as was already shown by 
Hansen et al. for the case of a Ba-promoted Ru catalyst.38

Redox processes that destabilize the thin encapsulat-
ing titania layer on the platinum particles can furthermore 
destabilize the remaining platinum titania interface (i.e., the 

one between the particle and the support). Thus, once the 
surface of the de-encapsulated platinum particle is exposed 
to the redox atmosphere, efficient hydrogen activation leads 
to migration (spillover) of hydrogen atoms toward the Pt/
TiO2 interface. Strain modulation at the heteroepitaxial inter-
face facilitates vacancy generation.39 Aggregation of oxygen 
vacancies in titania results in so-called Wadsley defects.40–44 
The associated interface reconstruction and formation of 
shear planes induce a morphological adaptation of the sup-
ported particle. With increasing extent of reduction, the local 
affinity of TiOx toward reoxidation increases up to the point 
where reoxidation via gas-phase oxygen can take place. This 
again induces a morphological adaptation of the Pt nanopar-
ticles. Depending on the relative orientation of the platinum 
nanoparticles and the exposed titania surface, the ongoing 
Mars–van Krevelen-like redox processes45 at the Pt–TiO2 
interface can give rise to different structural dynamics of the 
supported particles. Three cases, including one that results 
in directed particle migration, are exemplified in the article 
by Frey et al. and shown in Figure 3a. While in the previ-
ous examples, due to observation at low pressure and asso-
ciated low conversion rate, no product formation and thus 
catalytic activity could be detected, a correlation between 
the observed particle dynamics and catalytic water forma-
tion could be found in the study carried out at 1 bar by Frey 
et al. Experiments conducted at different H2/O2 ratios and 
under consideration of the effect of water vapor, furthermore 
showed that dynamics occur as long as the conditions are 
neither too reducing nor too oxidizing with respect to the 
chemical stability of the different configurations between 
which the system can switch (i.e., states with reduced and 
reoxidized Pt/TiO2 interfaces).

a b

c

Figure 2.   (a) Gas-phase-induced reversible in-plane (epitaxial) rotation behavior of Au nanoparticles on TiO2. Reprinted with permission from Ref-
erence 33. © 2021 AAAS. (b) Reversible rigid body displacement of Au nanoparticles on a CeO2 support. Reprinted with permission from Reference 
34. © 2013 American Chemical Society. (c) Sequential disappearance of TiOx overlayers from different surface facets of Pt particles with increasing 
hydrogen partial pressure. Reprinted with permission from Reference 35. © 2022 AAAS.
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a

b

Figure 3.   (a) Structural dynamics of differently oriented Pt particles on titania under reactive conditions. Depending on the rela-
tive orientation, different dynamics related to twinning and step flow on Pt 111 planes are observed. Reprinted with permission 
from Reference 35 © 2022 AAAS. (b) Pt nanoparticles on ceria in vacuum and under reactive conditions, where fast restructur-
ing leads to a blurring of lattice fringes. With increasing chemical potential of CO, turnover frequency and dynamics increase. 
Reprinted with permission from Reference 46. © 2021 Springer Nature.
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Crozier et al. arrived at a similar conclusion regarding the 
cause of the atomic-level fluxional behavior of nanometer-
sized platinum particles on ceria under CO oxidation condi-
tions (see Figure 3b).46 Based on an earlier study,47 they were 
able to relate the fluxional behavior of destabilized platinum 
particles to the restructuring of the ceria surface via Mars–van 
Krevelen reduction and reoxidation processes. They were fur-
thermore able to show that the catalytic turnover frequency 
correlates with the fluxional behavior through the associ-
ated rate of oxygen vacancy creation and annihilation.46 This 
finding is important, because it implies that the detection of 
chemical conversion is unlikely in static systems. This work 
also provides direct insight into the adaptive behavior of a 
catalyst and reveals fluxionality, reconstruction, reshaping, and 
dynamic structural transformations that can only occur under 
nonequilibrium conditions. Indeed, if the chemical potential 
of the reactive species in the gas phase is sufficient (i.e., if 
the driving force is high enough with respect to the chemical 
stability of a given catalyst configuration), then changes in 
surface termination48,49 particle shape,50 interface configu-
ration,35,46 state of encapsulation or internal structure51 can 
be induced. If the reactants of the gas phase differ in their 

effect on the chemical state of the catalyst, for example, in 
a redox atmosphere and if the chemical forces are balanced 
(i.e., none of the reactants dominates and leads to the stabili-
zation of a particular state), then continuous state switching 
can be induced. Under such conditions, the system behaves 
as a chemically driven oscillator in which reaction cycles are 
coupled to dynamical processes.50,52,53

State switching has an embedded mechanism in which 
active centers can be periodically regenerated. Under continu-
ous gas flow and temperature exchange, the thermodynami-
cally open dissipative system52 remains in a chemically driven 
nonequilibrium state. Interruption of the gas flow and tempera-
ture change drives the system out of this dynamic regime and 
toward an equilibrium state.

From local atomistic dynamics to collective behavior
So far, we have considered local observation of atomistic pro-
cesses. Some processes, such as the spillover of hydrogen pre-
viously mentioned, can affect regions beyond the local particle 
support interface. Using lithographically deposited platinum 
structures on a ceria support, Beck et al.54 have shown that 
spillover of activated hydrogen from platinum onto cerium 

a

b

Figure 4.   (a) If undisturbed, lateral coupling of oscillatory dynamics can give rise to propagating reaction fronts and formation of dissipative struc-
tures, such as observed by photoemission electron microscopy (PEEM) during CO oxidation on Pt single crystals.56 Correlative electron micros-
copy enabled through the combination of energy-resolved x-ray PEEM (XPEEM) and low-energy electron microscopy (LEEM) provides additional 
information about lateral and temporal changes in surface chemical states, for example, during H2 oxidation on Rh. Reprinted with permission 
from Reference 69. © 2022 American Chemical Society. More locally, field ion microscopy performed on sharp metal tips reveals fluctuating 
changes in surface coverage and can reveal differences in reactivity between different exposed crystallographic facets. Reprinted with permission 
from Reference 59. © 2010 American Chemical Society. (b) Propagating reaction fronts observed during NO2 hydrogenation on a polycrystalline Pt 
foil and a grain orientation map recorded by electron backscatter diffraction. The ability to detect coverage-dependent changes in work function 
via secondary electron imaging and observation of grain orientation-dependent surface reactivity was demonstrated for the case of NO2 hydrogen-
ation on Pt performed in an environmental scanning electron microscope (ESEM). Reprinted with permission from Reference 61. © 2019 Springer 
Nature.
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dioxide can lead to propagating reduction fronts. Depending 
on the applied conditions, these reduction fronts can extend 
several microns from the activation site. Propagating reaction 
fronts are one of many coupling phenomena that determine the 
macroscopic behavior of a reaction. Ertl famously observed 
propagating reaction fronts using photoemission electron 
microscopy (PEEM) during CO oxidation on platinum single 
crystals (Figure 4a)55 and studied oscillatory kinetics and spa-
tiotemporal self-organization in reactions on solid surfaces.56 
Meanwhile, there have been many reports on oscillatory 
kinetics57–59 and reactions that involve propagating reaction 
fronts and formation of dissipative structures60,61 (Figure 4b). 
The formation of spatiotemporal pattern is typical for non-
linear systems that are operated far from equilibrium62 and 
has been observed in many reaction systems and natural pro-
cesses.63 In electrochemistry, for example, almost all reactions 
show oscillatory behavior within a certain range of external 
parameters.64 The kinetic mechanisms responsible for oscil-
latory dynamics and formation of spatiotemporal structures 
are linked to feedback loops and coupling between processes 
that occur on different levels in a heterogeneous catalytic reac-
tion. Examples for nonlinear coupling are coverage-dependent 
adsorption energies, threshold behavior in restructuring and 
initiation of phase transitions, reaction-induced temperature 
changes, concentration gradients, and diffusion processes. 
They all can be involved in feedback loops that lead to oscil-
latory behavior.52,65 Terms such as “catalytic turnover fre-
quency” and the sequence of adsorption-reaction-desorption 
that defines a catalytic cycle indicate that catalytic function 
is inherently linked to oscillatory behavior. Like the above-
described fluxional atomic-scale dynamics and state switch-
ing, the larger-scale oscillatory dynamics in reaction–diffusion 
systems can be key in preventing the system from reaching a 
stable (inactive) equilibrium state and provide a larger-scale 
mechanism for cyclic regeneration of active centers. They are 
also linked to preferential adsorption, reaction, and desorption 
of species in a repetitive reaction sequence.

To understand the kinetics that determine the function of a 
catalyst, coupling between gas-phase composition, tempera-
ture, and state of the catalyst thus need to be investigated on 
length scales spanning from local atomic motion,66–68 all the 
way to large-scale collective dynamics.61,69 Without a multi-
scale approach and by just focusing on atomistic details and 
linear extrapolation, catalysis cannot be fully understood.

Figure 5 shows an example of a multiscale observation for 
a simple model system of nickel in hydrogen oxidation. Inves-
tigation of individual Ni particles by operando TEM under 
constant flow of hydrogen and oxygen revealed an oscilla-
tory behavior in which nickel particles periodically switched 
between the active metallic state and the inactive oxidized 
form (Figure 5, top row). It is known that kinetic oscillation 
can be a result of the interplay of rapid chemical reaction steps 
and relatively slow complementary processes such as adsor- 
bate-induced surface reconstruction or oxide formation.70 Dur-
ing the operando TEM observation, the behavior of individual 

particles on the MEMS chip was not synchronized and no 
oscillation in the integrally collected catalytic water formation 
was observed (not shown).

To understand the reason for the oscillatory phase change and 
behavior on a larger scale, operando SEM experiments were per-
formed. Real-time imaging under reactive conditions showed that 
the extended surface of a polycrystalline nickel foil shows similar 
oscillatory redox behavior as individual particles. Water formation, 
detected by on-line mass spectrometry, revealed a varying catalytic 
activity of the surface, characterized by a highly active metallic 
state and an oxidized surface showing low activity. These collec-
tive oscillations between the metallic and oxidized state involved 
the whole polycrystalline nickel foil (except some less oxygen affine 
(111)-oriented Ni grains) and are similar to the oscillatory behavior 
of nickel observed during methane or propane oxidation.71,72 Due 
to the exothermal water formation in the active phase, the tempera-
ture varied in accordance with the oscillation in catalytic activity. 
The temperature was thus initially considered to play a key role 
in the feedback mechanism, such as in thermokinetic oscillation. 
Indeed, when the temperature of the Ni foil was fixed in another 
experiment via a PID controller connected to the heater, collective 
thermokinetic oscillation was prevented, and the mass spectroscopy 
signal indicated a stable production of water. Thanks to operando 
microscopy, we were able to reveal that the system was still oscil-
lating, but in a different style. What seemed to be a steady state with 
constant catalytic conversion, based on integral mass spectrometry 
of the gas-phase composition in the ESEM chamber, was in fact 
the product of coexisting active and inactive domains on the sur-
face. Real-time imaging of the active surface under conditions of 
fixed temperature revealed propagating reaction fronts separating 
oxidized and reduced areas of the nickel catalyst. These propagating 
waves act as chemical clocks and influence the reaction dynamics 
on differently oriented grains by cross-coupling. Local dynamics 
are thus influenced through long-range effects of traveling waves. 
This example of the behavior of nickel in the most elementary redox 
reaction shows that nonlinear dynamics and coupling phenomena 
can give rise to complex spatiotemporal dynamics even in relatively 
simple systems. They can be studied conveniently at intermediate 
magnification but may be overlooked or completely inaccessible if 
experiments are focused on atomic-scale observation alone.

Conclusion
In situ and operando electron microscopy has contributed sub-
stantially to our understanding of catalysis. It has helped to 
overcome simplified pictures of static active sites and made 
it widely understood that observation of isolated systems in 
vacuum is insufficient and can lead to misleading conclusions 
concerning the functional state of active catalysts.

The dynamic fluxionality and oscillatory behavior observed 
in the examples discussed here suggest that the active state of a 
catalyst involves a collection of many structures that dynamically 
interconvert for as long as the catalyst remains active. Coupling 
between fast catalytic cycles (adsorption, reaction, desorption) 
and relatively slow “side” processes, induced by secondary reac-
tions such as adsorbate-induced surface restructuring, substrate 
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c

Figure 5.   (a) Oscillatory redox behavior of a Ni particle observed by operando transmission electron microscopy imaging during H2 oxida-
tion in a 20% H2 + 5% O2 + 75% He mixture at 200 mbar. Microelectromechanical chip was heated to 700°C with constant heating power 
(i.e., thermal oscillation not suppressed). (b) Operando scanning electron microscopy observation of a polycrystalline Ni-foil in 0.3 mbar 
under constant flow of H2 (85%) and O2 (15%) at 600°C. Simultaneously measured gas-phase composition by mass spectroscopy shows 
oscillatory (redox and catalytic) behavior of the whole polycrystalline foil. Active (metallic) state is appearing dark in the secondary electron 
image, while the inactive (oxidized) state shows a higher brightness. (c) When the temperature is fixed, thermokinetic collective oscillation is 
suppressed and formation of propagating waves corresponding to a reduced (dark) and oxidized (bright) Ni surface is observed.
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reduction and reoxidation, or phase transformation need to be 
considered in the description of a working catalyst, especially, 
if they are interlinked and nonseparable from a working state.

The combination of in situ and operando electron microscopy 
provides important insight into the sensitive balance between the 
processes playing hand-in-hand at different temporal and lateral 
scales. On one hand, observation of static atomic configurations 
under quasi-equilibrium conditions is essential because it delivers 
detailed information about low-energy states between, which the 
active system is eventually oscillating under reactive nonequilib-
rium conditions. On the other hand, observation under operando 
conditions is essential, because it is only by studying function 
that we can understand function. Here, the system is operating 
beyond the quasi-static regime and the speed of atomic motion 
can be rather fast. Short exposure times and the need to keep the 
electron dose rate as low as possible set limits with regard to what 
can still be imaged. Indeed, electron-beam-induced artifacts are 
often encountered in electron microscopy and should be avoided 
or understood, because they can influence the reaction mecha-
nism and kinetics.25 If atomistic dynamics get too fast to follow, 
it makes sense to consider observation at lower magnification, 
where the focus is shifting toward the study of collective and 
nonlinear dynamics and where electron dose limitations are par-
tially circumvented due to observation at reduced magnification.

The aim of this article was to point out that the study of com-
plex multiscale phenomena, such as heterogeneous catalysis, 
requires a toolset that can capture relevant working states at dif-
ferent lateral and temporal scales. The combination of in situ and 
operando SEM and TEM allows us to gain novel insight from 
the atomic level to lateral dimensions up to microns and provides 
important insights into mechanisms and kinetics of catalytic pro-
cesses. The consideration of a multiscale approach and expan-
sion of the focus from high-resolution TEM also toward SEM 
and complementary electron microscopy-based tools such as in 
situ photoemission and field ion microscopy seems viable and 
will foster the investigation of effects related to pressure and 
material gaps in systematic ways. Electron microscopy is in a 
unique position in catalysis research and has already changed 
from a simple characterization tool that is operated as service 
tool for the catalyst researcher in academic environments to a 
method that is driving the field forward and is recognized by 
industry. It helps to overcome the shortcomings of semiempiri-
cal trial-and-error based progress and provides new and relevant 
insights into the working state of active catalysts.
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