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Abstract
When addressing corporate sustainability challenges, artificial intelligence (AI) is 
a double-edged sword. AI can make significant progress on the most complicated 
environmental and social problems faced by humans. On the other hand, the effi-
ciencies and innovations generated by AI may also bring new risks, such as auto-
mated bias and conflicts with human ethics. We argue that companies and govern-
ments should make collective efforts to address sustainability challenges and risks 
brought by AI. Accountable and sustainable AI can be achieved through a proactive 
regulatory framework supported by rigorous corporate policies and reports. Given 
the rapidly evolving nature of this technology, we propose a harmonised and risk-
based regulatory approach that accommodates diverse AI solutions to achieve the 
common good. Ensuring an adequate level of technological neutrality and propor-
tionality of the regulation is the key to mitigating the wide range of potential risks 
inherent to the use of AI. Instead of promoting sustainability, unregulated AI would 
be a threat since it would not be possible to effectively monitor its effects on the 
economy, society and environment. Such a suitable regulatory framework would not 
only create a consensus concerning the risks to avoid and how to do so but also 
include enforcement mechanisms to ensure a trustworthy and ethical use of AI in the 
boardroom. Once this objective is achieved, it will be possible to refer to this tech-
nological development as a common good in itself that constitutes an essential asset 
to human development.
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1 Introduction

Artificial intelligence (AI) refers to the effect generated by the realisation of human 
minds through computers. It is becoming increasingly pervasive in our daily life. In 
the current intelligence age and cognitive era, AI and machine learning (ML), as a 
sub-field of AI that supports autonomous machines, are deployed to radically change 
the nature of and improve business practice to promote sustainable development. AI 
can automatically learn and acquire knowledge from big data and use this knowl-
edge to help humans achieve their practical and technical goals.1

AI is a double-edged sword. There are benefits to applying AI, such as advantages 
brought by big data and new value to the business through authenticity, augmenta-
tion and automation. At the same time, organisations and individuals will face the 
challenge of ‘too much data and not sure what to do with it’.2 In a corporate setting, 
AI can be applied to advance the effectiveness and efficiency of corporate social 
responsibility (CSR) programmes.3 Companies and their stakeholders will enjoy the 
advantages of AI as it will bring many benefits in terms of economic value and rec-
onnoitring resolutions to promote companies’ resilience to respond to sustainabil-
ity threats and social challenges. Nevertheless, it is equally important to investigate 
potential hazard brought by AI and concerns raised by this powerful technology so 
that the application of AI can be aligned to human values and beliefs.

Although AI applications for sustainability are at their early stage, this trend is 
already starting to impact corporate sustainability in the application of AI to achieve 
Sustainable Development Goals (SDG) such as  CO2 emissions reductions, or ML 
applications to improve horticultural products.4 The application of AI for the social 
and environmental good includes formal and informal mechanisms to raise aware-
ness of CSR practice, standardisation and implementation. The practice of AI needs 
to be responsibly and ethically reinforced by regulatory insight to enable its sus-
tainable development.5 Failure to do so could bring gaps in AI’s application against 
accountable and ethical standards.6 AI also generates adverse effects, such as 
infringing on privacy and bringing additional algorithmic bias. Companies should 
analyse the algorithm’s data and make fair and ethical predictions and offer simi-
lar options. We propose using the regulatory framework to promote more socially 
responsible AI by monitoring and mitigating the risks associated with it. Thus, AI 
could have a broader impact on many sectors, which is already demonstrated by its 
effect in promoting the SDGs.7

In a perfect world, companies and AI users want AI systems that are transpar-
ent, explainable, ethical, adequately trained with appropriate data, and free of bias. 

1 Zhao (2018).
2 Porro and Bierce (2018).
3 Naqvi (2021), p 227.
4 Riffle (2017).
5 Vinuesa et al. (2020), p 233.
6 Ibid., p 233.
7 United Nations (2015).
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In business decisions, these responsibilities are translated into questions about AI 
and business ethics, strategic management, stakeholder policies and CSR. Effective 
corporate governance is based on incorporating the principles of stakeholders’ com-
munications, participation and scrutiny into decision-making, and the application of 
AI may consolidate these principles. The integration of AI and corporate decisions 
comes in two branches, including AI for sustainability and sustainability of AI. As 
for the first branch, companies applying AI will fully integrate ethical norms and 
accountable AI. The lack of a legal system regarding the application and design of 
AI may lead to the rise of private standardisation, as voluntary adjustment enables 
the steady establishment of the future legal framework.8 As for the second branch, 
AI and big data will also help companies adopt ideal corporate governance princi-
ples, such as accountability, transparency and appropriate cooperation with stake-
holders. Moreover, Al will help establish management systems that effectively miti-
gate CSR risks so as to achieve economic and social benefits based on big data.

Existing literature reveals a lack of consensus about if and how AI will change 
the current practices or even foundations of corporations, ranging from approaches 
that envisage a new paradigm of autonomous corporations to others sustaining that 
no relevant change will happen. Some authors claim that AI will reduce the need 
for human management and the associated costs, improving at the same time the 
accuracy and efficiency of corporative actions.9 Some even predict that boards will 
become ‘virtual networks of people’ or will be completely replaced by AI-based 
solutions under the influence of digitalisation.10 However, others remain sceptical 
about the capacity of technologies to alter fundamental normative issues and reduce 
the need for human management.11 In their opinion, it is excessively optimistic to 
predict AI’s capabilities and to hold a simplistic conception of the board’s func-
tions.12 We believe that AI can change the corporate law and CSR framework, mov-
ing towards a more sustainable model of corporate governance.

The development of AI has raised questions regarding AI users’ moral and ethical 
responsibilities and the contribution or hazard brought by AI. This article aims to 
examine AI’s role in promoting more socially responsible companies, and associ-
ated legal challenges by exploring the interplay between AI, CSR and the regula-
tory framework and by focusing on the potential benefits that AI could bring to the 
boardroom in terms of ethical and socially responsible AI.13 It enriches the ongoing 
debate on embracing technology to drive CSR and effective corporate governance. 
The following interrelated research questions will be investigated: Will AI imply a 
high-tech boost to sustainable decisions in companies? What are the risks for AI-
advanced sustainable decisions? Will a risk-based regulatory framework, which 
includes approaches from hard law, soft law and voluntary guidelines that enable the 

8 Darnault et al. (2019), p 8.
9 Petrin (2019); Möslein F (2018).
10 Bankewitz et al. (2016), pp 63-64.
11 Bruner (2020).
12 Enriques and Zetzsche (2020), pp 71-75.
13 Wallach and Allen (2009).
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use of AI for social and environmental goods, be able to achieve accountable AI and 
promote the common good?

The article proceeds as follows. Section 1 provides a comprehensive review of 
the existing doctrinal explanations of CSR, corporate law and more sustainable deci-
sions. Section 2 offers a critical analysis of AI and corporate decisions. Section 3 
situates AI within the corporate environment and builds links between AI and sus-
tainable decisions. Section 4 critically evaluates the regulation of AI for the com-
mon good towards a harmonised and risk-based approach. Finally, there will be 
some concluding remarks.

2  CSR, Corporate Law and More Sustainable Decisions

2.1  CSR and Corporate Law

CSR encompasses sustainability development, corporate governance development 
and corporate objectives, stakeholder protection and socially responsible invest-
ments. It is a concept that covers many initiatives, and is based on a commitment to 
maintain high standards in everything that companies have to deal with. The term 
involves the process by which companies identify and neutralise the harmful effect 
their corporate actions and operations may have on society.14 The popularity of CSR 
has been demonstrated through the connection between ‘good behaviour towards 
stakeholders to whom no legal duty is owed and fulfilment of the shareholder pri-
macy obligation required in corporate law and the role the courts have played in 
guiding the way’.15 CSR is the obligation of directors to act in ways that benefit the 
organisation’s interests and those of society as a whole. Social, environmental and 
human rights issues are core elements for sustainable corporate operations.16 CSR 
has been recognised and promoted through company law approaches and corporate 
governance mechanisms, mainly executed through information discourse and direc-
tors’ duties, as a vehicle for incorporating social and environmental concerns into 
the business decision-making process.17

CSR is an umbrella term for various terms such as sustainability. Academic, prac-
titioner and governmental institutions have not agreed on a coherent account of the 
nature and scope. There is no firm consensus on a definition for CSR because the 
expectations and demands of various stakeholders in corporate practices are con-
stantly adjusting due to rapid changes in the business world.18 Since the 1990s, 
CSR has become a broader subject that is widely discussed and researched.19 We 
have investigated the definitions from different sources and contextualised a few 
core characteristics to support our discussions on a regulatory framework for more 

14 Johnston (2011), p 221.
15 Fannon (2007), p 16.
16 McBarnet (2007), p 10.
17 Gill (2008), p 453.
18 McWilliams et al. (2006), pp 1-2.
19 Bakker et al. (2005), p 284.
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sustainable AI. First, the goal of CSR is to balance the interests of stakeholders and 
shareholders beyond a narrow focus on profit-making. Second, as for the scope of 
the term, CSR aims to address a wide range of challenges, primarily regarding envi-
ronmental and human rights concerns so as to improve quality of life and commu-
nity harmonisation, working towards a more sustainable society at large through the 
contribution and performance of corporations. Lastly, CSR has been shaped along 
a trajectory of becoming a commitment or obligation to maintain the legitimacy of 
corporate actions and address sustainability challenges.

In order to address different sustainability challenges, corporate law should make 
a substantial contribution so that the mandatory consideration of sustainable deci-
sions will go beyond mere incentives. First, corporate decisions are made under 
mandatory legal rules embodied in external laws or regulations that protect various 
stakeholders, such as employment law, consumer protection law, environmental law 
or insolvency law. The duties to comply with these laws are inseparable from cor-
porate law and corporate governance. As a result, directors will find ‘their decision 
tree considerably trimmed and their discretion decidedly diminished by mandatory 
legal rules enacted in the name of protecting stakeholders’.20 Second, existing legis-
lative approaches in company law allow for the protection of the vulnerable. In order 
to mitigate, ameliorate and compensate for vulnerability in the domain of corpo-
rate law, assets should be provided in the form of benefits or coping mechanisms.21 
The ‘duty to promote the success of the company’ embodied in Section 172 of the 
UK Companies Act 2006, whereby directors are required to consider the long-term 
interests of the corporation and also have regard to suppliers, employees and com-
munities, is an example of a legally mandated coping mechanism. Third, it is often 
difficult to establish a direct causal link between corporate misconduct and social, 
environmental or human rights damage, and it is usually almost impossible to iden-
tify a single perpetrator. It is therefore necessary to rationalise the need to protect 
vulnerable parties with the highest dependency in a preventive as well as a compen-
satory manner. This preventive approach, starting from an internal influence on cor-
porate behaviours and boards’ decisions, also focuses board members’ attention on 
a more active involvement in ethical initiatives before irreversible damage is done.

Looking at CSR development, CSR 1.0 focuses on reducing the negative impact 
on society and philanthropic responsibility. In order to address some of the cri-
tiques of CSR being incremental and image-driven, CSR 2.0 takes a more strate-
gic and collaborative approach based on five principles, i.e., creativity, scalability, 
responsiveness, glocality and circularity.22 AI will assist companies in identifying a 
new paradigm or pattern of thinking for formulating CSR policies and implement-
ing CSR, particularly in terms of emphasis on creativity. In the sense of sustain-
able entrepreneurship, CSR 3.0 focuses on the networked value.23 It emphasises risk 
management and innovation and offers solutions to address sustainability challenges 
through public and private partnerships with corporations, stakeholders, NGOs and 

20 Winkler (2004), p 111.
21 See Fineman (2018), p 5.
22 Visser (2010), p 7.
23 Schmidpeter (2013), pp 171, 180.
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governments.24 CSR 4.0 maps onto Globalization 4.0 within an intensely trans-
formed systems approach for creating converted value supported by innovation and 
a resilient economy.25 The development facilitates new dimensions and new weights 
for evaluating CSR. It reflects the trajectory of inclusiveness and stakeholder 
involvement to promote sustainability. At the same time, technologies such as AI, 
including the application of big data, ML and robotics, will play a key role in long-
term enhancement to society and achieving the common good. This development 
is in alignment with companies’ business strategy by optimising CSR strategy and 
mitigating CSR risks. Advanced AI that simulates a human brain will facilitate tech-
nological innovations that empower real-time big data collection and data-informed 
reporting, which are new means for stakeholder communication to help with innova-
tive CSR.

2.2  CSR and Sustainable Decisions

CSR is a key element to promote sustainable development.26 It helps to build trust, 
raise awareness and encourage social change.27 The concept of sustainability is 
very broad and encompasses multiple facets.28 It has been defined as ‘the result of 
the growing awareness of the global links between mounting environmental prob-
lems, socio-economic issues to do with poverty and inequality and concerns about 
a healthy future for humanity’.29 This term comprises three dimensions—economic, 
environmental and social—that are complementary and interlinked.30

The different dimensions of sustainability were first mentioned in the Brundtland 
Report in 1987. This report referred to sustainable development as meeting ‘the 
needs of the present without compromising the ability of future generations to meet 
their own needs’.31 On this basis, the United Nations developed Agenda 2030 and a 
set of 17 SDGs, which integrate and balance these objectives.32 It is worth noting 
that this notion is not static; it needs to be constantly reconsidered to refine its con-
tent and adapt it to new social and environmental challenges.33 Otherwise, it would 
become ‘an all-encompassing concept, if not a mantra’34 that would facilitate non-
sustainable production and consumption patterns.

30 Baronet and Tremblay (2015), p 46.
31 United Nations (1987), p 36.
32 United Nations (2015).
33 Schrijver (2008), p 218.
34 Ibid., p 25.

24 IMSD International Master in Sustainable Development and Corporate Responsibility (2015).
25 Munro (2020), pp 203-229.
26 Lombardi et al. (2010), p 166.
27 Digital Marketing Institute (2019).
28 Martins et al. (2021), p 296; Pereira (2014); Rodríguez et al. (2018).
29 Hopwood et al. (2005), p 39.
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In 2010, the European Union formulated the Europe 2020 strategy for smart, sus-
tainable and inclusive growth,35 advocating for an economy based on sustainability, 
knowledge and innovation. The relevance of this strategy was confirmed in 2019 
when the European Commission presented the European Green Deal as an oppor-
tunity to improve the economic model to attain climate neutrality by 2050.36 The 
Commission approved the Sustainable Europe Investment Plan (SEIP) to achieve 
this goal, stressing that digital technologies are essential to creating smart, innova-
tive and tailored solutions to tackle climate-related concerns.37

When taking a corporate decision, directors have to strike a balance between what 
is good for society and what is beneficial for the company and its shareholders. An 
excellent example of a legislative approach promoting CSR is Section 172 of the UK 
Companies Act 2006. It gives legitimacy38 to directors to consider and include the 
interests of non-shareholder stakeholders when they fulfil their duties. The Section 
effectively indicates that directors may consider and act on the legitimate interests 
of stakeholders other than shareholders to the extent that these interests are relevant 
to the company.39 It is in line with the nature of business judgement rules40 and 
the subjective nature of directors’ fiduciary duties.41 This approach integrates social 
and environmental concerns in decision making, which leads to an internalisation of 
externalities.42

This approach confirms the power possessed by stakeholders, including the 
legitimacy of stakeholder relationships, the power to influence companies, and the 
urgency of stakeholders’ claims on the firm.43 Apart from attempts in statutes, the 
US Supreme Court decision in Burwell v Hobby Lobby44 claimed that ‘modern cor-
porate law does not require for-profit corporations to pursue profit at the expense of 
everything else, and many do not do so’.45 In the same vein, the Supreme Court of 
Canada stated that

in determining whether they are acting with a view to the best interests of the 
corporation it may be legitimate … for the board of directors to consider, inter 

35 European Commission (2010).
36 European Commission (2019a).
37 European Commission (2020c).
38 Legitimacy is defined as ‘a generalised perception or assumption that the actions of an entity are 
desirable, proper, or appropriate within some socially constructed system of norms, values, beliefs, and 
definitions’, see Suchman (1995), p 574.
39 Keay (2007), p 599.
40 See Gimbel v. Signal Cos. 316 A.2d 599, 608 (Del. Ch. 1974); In re The Walt Disney Co. Derivative 
Litigation 906 A.2d 27 (Del. June 8, 2006); Aronson v. Lewis 473 A.2d 805, 812 (Del. 1984); Sinclair 
Oil Corp. v. Levien 280 A.2d 717, 720 (Del. 1971); see also Davis (2000), p 573; Johnson (1999–2000), 
p 625.
41 See also GHLM Trading Ltd v Maroo [2012] EWHC 61 (Ch); Smith & Fawcell Ltd, Re [1942] 
Ch.304.
42 Sjåfjell (2008), p 977.
43 Mitchell et al. (1997), pp 854-858.
44 Burwell v Hobby Lobby, 134 S. Ct. 2751 (2014).
45 Ibid., p 2771.
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alia, the interests of shareholders, employees, suppliers, creditors, consumers, 
governments and the environment.46

Studies have shown that integrating sustainability aspects in the organisation is 
beneficial in terms of reputation,47 productivity48 and access to financial resources.49 
Companies’ efforts in this direction will positively impact the value of the brand 
and corporate financial performance. These companies will be able to obtain bet-
ter resources, better employees and better opportunities.50 Many corporations do not 
perceive this path as a burden but rather as a prospect to enhance their long-term 
interests and foster relationships with suppliers, employees and communities.

However, companies must develop coherent and coordinated CSR strategies to 
maximise the positive impact on the environment and society.51 When building the 
case for CSR, directors should choose the objectives to be pursued by taking into 
account—among many other factors—the peculiarities of the sector, the demands of 
consumers and other social organisations, and the potential costs and benefits of the 
different solutions. They might also look for innovative solutions to effectively align 
the interests of the company and stakeholders. It requires having vast amounts of 
updated, high-quality and reliable data. On the other hand, directors should have the 
capacity and knowledge to analyse that information and decide, among the different 
options, which course of action is in the companies’ best interests.

The problem is that most directors do not have the necessary knowledge and 
skills in terms of sustainability to make a well-informed and diligent decision.52 
This ‘knowledge gap’ prevents them from posing the right questions and, conse-
quently, obtaining the most accurate information—in retrospective and prospective 
terms—to deal with the complex trade-offs and dilemmas inherent to this type of 
decision.53 Suppose directors do not have sufficient sustainability credentials. In that 
case, it is reasonable to expect them to rely on a person or group of persons who 
have the proper knowledge and expertise. Otherwise, they will be at risk of violating 
the duty of care and open themselves to litigation.54

The challenge will be to deploy suitable mechanisms to constantly gather and 
process massive volumes of data (trends in the market, consumers’ preferences, 
past experiences in promoting sustainability, etc.), identify patterns of conduct and 
make predictions to support the board’s strategy. In the last decade, the rapid devel-
opment of digital technologies has shown that AI solutions are particularly apt for 

46 People’s Department Store Inc. (Trustee of) v. Wise, [2004] S.C.J. No. 64, 2004 SCC 68, 2004 
3 S.C.R. 461 (S.C.C.) at paras. 42 (S.C.C.); see also BCE Inc v 1976 Debentureholders 2008 SCC 69 
(CanLII), [2008] 3 S.C.R. 560.
47 Cho et al. (2012); Hou (2019); Muñoz et al. (2021), p 7; Robinson et al. (2011).
48 Busch and Friede (2018); Orlitzky et al. (2003).
49 Freudenreich et al. (2020); Muñoz et al. (2021), p 7.
50 Barnett (2007), p 795; Hou (2019), p 26.
51 Rangan et al. (2015).
52 The Sustainability Board (2021).
53 Jorgensen (2021), pp 12-13.
54 Hinks (2020).
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performing this task. Their presence in the boardroom is becoming more and more 
common. The following section will discuss the possibilities and challenges of using 
this technology to support companies in the decision-making process.

3  AI and Corporate Decisions

In the current intelligence age and cognitive era, AI has enormous potential to 
change the nature of corporate governance practices and radically improve CSR 
practice by suggesting options, solving complex problems in an informed man-
ner, or taking proper actions to achieve specific corporate goals. It encompasses a 
large variety of subfields, including ML, which can learn and acquire experience 
from data and use this knowledge to help boards of directors achieve their corporate 
goals. With AI in corporate governance, board decisions can be based on analysis of 
corporate patterns and industry trends rather than on gut feelings.

In a corporate setting, AI can be applied to enhance the effectiveness and effi-
ciency of CSR programmes. The different roles of AI in this environment open up 
a world of possibilities for companies and their stakeholders in terms of economic 
value, enhancement of companies’ long-term interests, or improvement in response 
to social, environmental and human rights challenges. At the same time, its use also 
poses several risks and challenges that need to be addressed. In particular, the suc-
cess of applying AI and ML to CSR-oriented challenges relies on compliance with 
hard laws, soft laws, guidance and standardisation.

Before analysing these two sides of the same coin, it is necessary first to approach 
the concept of AI and outline the requirements for its application. Since data is the 
fuel of AI systems and determines its outcomes, we will claim that the correct per-
formance of this technology is subjected to the existence of high-quality data archi-
tecture. This precondition contributes to smart and well-informed decisions and 
mitigates some of the hazards that might arise when using digital technologies in the 
boardroom.

3.1  Definition of AI

The idea of using computed-based artificial intelligence to replicate human behav-
iour was first proposed by Alan Turing in 1950 when he developed the so-called 
‘Turing test’ to respond the following question: Can a computer communicate well 
enough to persuade a human that it, too, is human?55 Shortly after, John McCarthy 
introduced ‘artificial intelligence’ in 1956 to explore how machines could intel-
ligently think.56 It was defined as ‘the science and engineering of making intelli-
gent machines, especially intelligent computer programs’.57 Since then, countless 

55 Turing (1950).
56 University of Washington (2006).
57 McCarthy (2007).
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definitions based on the notion of intelligence have been proposed, but there is no 
clear consensus about it.58

In general terms, the Organisation for Economic Co-operation and Development 
(OECD) defined artificial intelligence as ‘a general-purpose technology that has the 
potential to improve the welfare and well-being of people, to contribute to positive 
sustainable global economic activity, to increase innovation and productivity, and to 
help respond to key global challenge.’59 More specifically, the European Commis-
sion stated that it refers to ‘systems that display intelligent behaviour by analysing 
their environment and taking actions—with some degree of autonomy—to achieve 
specific goals’.60 It also clarified that

AI-based systems can be purely software-based, acting in the virtual world 
(e.g. voice assistants, image analysis software, search engines, speech and 
face recognition systems) or AI can be embedded in hardware devices (e.g. 
advanced robots, autonomous cars, drones or Internet of Things applications).

From a functional perspective, the OECD’s AI Experts Group (AIGO) describes 
AI as

a machine-based system that can, for a given set of human-defined objectives, 
make predictions, recommendations or decisions influencing real or virtual 
environments. It uses machine and/or human-based inputs to perceive real and/
or virtual environments; abstract such perceptions into models (in an auto-
mated manner e.g. with ML or manually); and use model inference to formu-
late options for information or action.61

The same posture has been adopted by Eliasy and Przychodzen, who refer to 
this technology as an ‘algorithm that is capable of learning and thinking’.62 Under-
standing learning as ‘the ability to update coefficients and parameters of an algo-
rithm to enable it to recognise the pattern between input and output data’,63 these 
authors refer to ML as the most recent and extended development in the AI field. By 
actively learning from data and past experiences, this technology can easily identify 
patterns and generate predictions, thus efficiently contributing to decision-making 
processes.64 According to Turner, the great advantage of such AI is that it does not 
approach matters in the same way that humans do. This ability not just to think, but 
to think differently from us, is potentially one of the most beneficial features of AI.65

The difficulty to provide a standard and universally accepted definition of AI 
is inherent to its dynamic nature. The approach to this technology is constantly 

58 Hilb (2020), p 852; Jarrahi (2018), pp 577-578; Nilsson (2010), p 13; Russell and Norvig (2020), pp 
1-3.
59 OECD (2021), p 3.
60 European Commission (2018), p 2.
61 OECD (2019b), p 15.
62 Eliasy and Przychodzen (2020), p 2.
63 Ibid.
64 Coglianese and Lehr (2017), p 1157.
65 Turner (2019), p 74.
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evolving, and so are the different settings where it can be applied to generate value. 
Indeed, new technologies are emerging over time while others that were initially 
deemed ‘intelligent’ become normalised and lose this status.66 To some extent, it 
would not be desirable to come up with a rigid definition of AI since this vagueness 
is one of the factors that have contributed to its growth and rapid advance.67 In the 
corporate governance arena, AI can be understood as the use of computers to assist, 
support, collaborate or even duplicate directors’ behaviour so that the company can 
function competently, successfully and with foresight in its business environment.68 
What is clear, though, is that AI applications need to be fed with large volumes of 
data (big data) to perform the stipulated functions or achieve specific goals.

3.2  Big Data As an Enabler of AI

AI is essential for establishing high-quality data architecture. The possibility of har-
nessing the potential of AI—especially in the case of ML—crucially depends on 
the availability of high-quality big data.69 When designing this system, the solution 
to an optimisation problem is not coded in advance but is derived from data analy-
sis. Therefore, ‘instead of deriving answers from rules and data, rules are developed 
from data and answers’.70 Once the data extracted from various sources has been 
stored, it will be analysed using algorithms to find correlations and construct an 
optimal predictive model.71

In this context, big data can be defined as ‘high-volume, high-velocity and/
or high-variety information assets that demand cost-effective, innovative forms of 
information processing that enable enhanced insight, decision making, and process 
automation’.72

Data is crucial to building a model of corporate governance that relies on AI. In 
an environment where an increasing number of companies’ decisions are based on 
data, ensuring that the information used is adequate should be a priority.73 Poor data 
quality is ‘enemy number one’ to the use of ML.74 The reason is that this technology 
uses historical data to develop predictive models and new data to make future deci-
sions. In order to train the programme properly, historical data must be correct and 
meet high-quality standards.75 Companies must entrust the collection, storage and 
preparation of data to a team or individual with deep knowledge of the topic, as well 

66 Smuha (2021), p 63.
67 Stone et al. (2016), p 12.
68 Zhao (2022).
69 Sanchez-Graells (2020), p 11.
70 Armour and Eidenmüller (2020), pp 93-94.
71 Shrestha et al. (2019), pp 66-67.
72 Gartner Glossary (undated).
73 Wolff (2019).
74 Redman (2018).
75 Ibid.
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as obtain an independent assessment of the quality of the programme to detect and 
correct any possible data inconsistency.

Ethical and legitimate application of data can provide companies with valuable 
evidence and options that enable them to make more informed decisions and obtain 
a competitive ‘data advantage’ over rivals.76 The capacity to gather a vast volume 
of varied and reliable data is critical to success in the market. Big data analytics are 
often considered to be deployed in large companies because of the cost of collecting 
and storing vast quantities of data. However, SMEs can also use this mechanism to 
understand their customers better and improve revenues.77

In terms of corporate decision-making, the primary duty of the board of direc-
tors is to make strategic decisions that shape the company’s general direction.78 
The increasing availability of big data, together with the technologies to collect and 
process the data in real-time, can revolutionise the senior management of organisa-
tions.79 The information extracted from data can be transformed into knowledge that 
will help individuals to make the correct movement at the right time.80 In a world 
where millions of data are processed per minute, corporate decisions should respond 
to evidence rather than intuition.81

Big data provides the opportunity to make better decisions, i.e., well-informed 
and based on trustworthy information, and bypass possible gaps concerning knowl-
edge of the market or other factors that are decisive for the success of the action. In 
a scenario of uncertainty, big data can be used to discard lines of action that a priori 
seemed to be feasible and/or avoid incorrect or unnecessarily risky decisions. At the 
same time, as Randy Bean said, ‘the ability to make informed decisions based on the 
latest up-to-the-moment information is rapidly becoming the mainstream norm’.82 
Therefore, directors should get in the habit of asking themselves what data says and 
questioning the origin, quality and reliability of the data they are using. By putting 
together the information and possible lines of action, the company will reach the 
optimal solution in each case.

Companies that adopt data-driven decisions are in a solid position to enhance 
their visibility and reach a high level of corporate performance.83 It is estimated that 
companies that use data-driving decision-making are, on average, 6% more profit-
able and 5% more productive than their competitors.84 By relying on data, metrics 
and statistics, directors can gather all relevant information to align strategic busi-
ness decisions with their goals and objectives. The conflict of interests that these 
decisions usually involve is limited to a minimum. To generate value from data, 
decision-makers should have experience in interpreting the outcomes and their 

76 Stuck and Grunes (2016), p 1.
77 Hogan et al. (2016), p 11.
78 Bailey and Peck (2013), pp 131-132.
79 Liu et al. (2020), p 75; Merendino et al. (2020) p 67.
80 Abassi et al. (2016), p iii.
81 McAfee and Brynjolfsson (2012), p 63.
82 Stobierski (2019).
83 Fosso Wamba et al. (2015), p 234; McAfee and Brynjolfsson (2012), p 62.
84 McAfee and Brynjolfsson (2012), p 62.
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implications for the company and other stakeholders, which might require bringing 
together multiple actors with different skills.85

3.3  Using AI in the Boardroom

The potentialities of AI to enhance decision-making in the boardroom seem to be 
infinite. When properly fed with adequate and high-quality big data, AI can help 
board members to unveil hidden insights and valuable knowledge, resulting in an 
improvement of the efficacy and quality of the decision-making processes.86 It con-
tributes to anticipating future needs and risks, predicting better solutions, making 
more efficient use of resources and increasing profits, as well as evaluating compa-
nies’ performance and ensuring continuous improvement.87 However, AI can also 
take autonomous decisions, become a member of the board, or even replace board 
directors.88 The range of functions that AI can effectively perform will depend on 
the level of maturity of these disruptive technologies.

Generally, AI can assume three roles in corporate management: assisted AI, 
advisory or augmented AI, and autonomous AI,89 depending on the specific level 
of independence. On this basis, Hilb suggested five scenarios of artificial corporate 
governance, i.e., assisted, augmented, amplified, autonomous and autopoietic intelli-
gence.90 Given the utopian scenario of self-driving corporations and the legal prob-
lems it would involve,91 especially in terms of liability for their decisions, we will 
discuss the three roles previously mentioned from the point of view of collaboration 
between humans and machines. The current development of ML requires human 
intervention to provide input information and interpret the outputs.

AI can be an assistant. At the lowest level, AI may perform simple administrative 
tasks with very little autonomy or no autonomy, so the decision rights exclusively 
belong to human beings. This role may allow directors to delegate time-consuming 
tasks such as analysing and monitoring information flows, enabling them to con-
centrate on strategic business decisions and operational management. This approach 
focuses on the availability, selection and analysis of data, which has become the most 
valuable asset for companies.92 The supply of relevant data samples in real-time will 
result in better knowledge, better predictions and ultimately better decisions.

AI can be an advisor. In this role, it will support decision-making in more com-
plex issues by—for instance—asking and answering the right questions, identify-
ing opportunities, detecting irregularities and mitigating risks. It may recommend 
particular courses of action by taking into account the outcome information. Still, 

85 Janssen et al. (2017), pp 338, 342.
86 Elgendya and Elragalab (2016), pp 1071, 1083-1084.
87 OECD (2019a).
88 Petrin (2019).
89 Kolbjørnsrud et al. (2016); Hickman and Petrin (2020), p 10.
90 Hilb (2020), p 852.
91 Armour and Eidenmüller (2020), pp 89-90.
92 Mayer-Schönberger and Ramge (2018).
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the board will make the final decision, or at least on a co-responsibility basis. AI 
can help directors navigate options, correct error-prone humans, and comment on 
proposed strategies at senior-level meetings. This model is already working on the 
board of the software company Salesforce, which relies on a robot called Einstein to 
improve corporate plans and decision-making in general.93

The term ‘augmentation’ refers to a combination of AI and human intelligence. 
Instead of replacing human intelligence, AI improves it by providing certain infor-
mation or advice that otherwise would be difficult to obtain.94 In particular, AI can 
support corporations and boards in situations of uncertainty, complexity or equivo-
cality. When there is a lack of information about alternative decisions and/or their 
consequences, AI can overcome this uncertainty with predictive analysis, for exam-
ple, by generating new ideas through probability and data-driven statistical infer-
ence approaches.95 Similarly, it can play an essential role in complex situations that 
require big data processing at speed ‘beyond the cognitive capabilities of even the 
smartest human decision-makers’.96 The use of AI would tackle problems such as 
‘choice overload’97 or ‘analysis paralysis’,98 where the excess of available informa-
tion is overwhelming due to a large number of potential outcomes and the inherent 
risks and directors cannot give a swift response.99 Finally, in situations of equivocal-
ity, where there are different interpretations of a decision domain due to the con-
flict of various interests, cooperation between AI and the board members would be 
advisable to satisfy the needs and objectives of multiple parties.100

The advantages brought by AI in analysing information quickly and suggesting 
lines of action for directors will be crucial for them to make smart decisions. In any 
case, directors have a duty to deploy the most appropriate AI system, ensure the 
accuracy and trustworthiness of the data and monitor the performance of its applica-
tion. In order to perform their oversight duty, directors should be reasonably familiar 
with data governance, basic algorithmic logic and the roles that AI could play in 
the boardroom. Armour and Eidenmüller have suggested that the inclusion of AI in 
the boardroom involves significant changes in the skills and training of managers.101 
Relevant technical and analytic expertise will soon become essential for board mem-
bers. It is becoming increasingly decisive for boards to have the expertise to engage 
in adequate oversight of data governance,102 starting with ‘self-driving subsidiaries’ 

93 Paquete (2018).
94 Hickman and Petrin (2020), p 10.
95 Jarrahi (2018), p 581; OECD (2019a), p 19.
96 Jarrahi (2018), p 581.
97 The ‘choice overload’ hypothesis notes that ‘although the provision of extensive choices may some-
times still be seen as initially desirable, it may also prove unexpectedly demotivating in the end’, see 
Iyengar and Lepper (2000), p 996; Chernev et al. (2015), p 333.
98 ‘Analysis paralysis’, according to the Oxford Lexico dictionary, ‘is the inability to respond effectively 
to a situation due to an over-analytical approach or to an excess of available information’.
99 Zhao (2022)
100 Jarrahi (2018), pp 581-582.
101 Armour and Eidenmüller (2020), p 102.
102 Ibid., pp 99-103.



15Artificial Intelligence and Sustainable Decisions  

123

which are more amenable to automated management when AI makes better deci-
sions than humans.103 Directors need to be more responsive to changes in technol-
ogy, and programmers, employees and directors will need to have the technical 
expertise and become more familiar with the technology in terms of developing and 
applying AI in the boardroom. Along the trajectory towards establishing an enforce-
able regulatory framework for AI, training costs seem legitimate, necessary and rea-
sonable, and it would seem to be good practice to build capability in this area.

AI can be a decision-maker. At the highest level, AI will own decision rights due 
to human trust and delegation. It will proactively and autonomously evaluate options 
and make business judgements without human input by analysing information from 
the actual business environment and perceiving patterns in data.104 Although algo-
rithms can learn on their own, humans still have to decide how they are deployed 
and integrated into the decision-making process. Thus, it can be claimed that ML 
algorithms are autonomous ‘only in the sense that they can run continuously and 
have the potential to translate their outputs automatically into regulatory actions’.105 
How this role will develop in the future is still uncertain. It is still plausible that in 
the medium term AI will assume more managerial tasks and make routine decisions 
on behalf of the company.106 In any case, directors should have the final word when 
validating or not the machine’s decision.

Ideally, algorithms would be capable of managing corporations and even substi-
tute human directors in the boardroom. The first step in this direction was the crea-
tion, in 2014, of VITAL (Validating Investment Tool for Advancing Life Science), 
an ML programme capable of making investment recommendations. Deep Knowl-
edge Ventures, a venture capital firm from Hong Kong, appointed VITAL as a mem-
ber of the board with observer status107 due to its ability to ‘automate due diligence 
and use historical data-sets to uncover trends that are not immediately obvious to 
humans surveying top-line data’.108 Although it is an impressive advance, the truth 
is that its role, far from being autonomous, is limited to providing advice and sup-
porting human directors’ decisions. There is still much that is not understood about 
human brains and how to replicate their internal connections. Until then, the concept 
of general human-level intelligence (also known as general AI) remains in the realm 
of science fiction.109 Moreover, it is worth noting that current company law legisla-
tion may need to be amended in order to enable the autonomy of AI in the board-
room. For example, Section 155(1) of the UK Companies Act 2006 provides that a 
company must have at least one natural director, which makes it difficult for the AI 
to be appointed as the only board member.

103 Ibid., pp 106-7.
104 Kolbjørnsrud et al. (2016).
105 Coglianese and Lehr (2017), p 1177.
106 Hickman and Petrin (2020), p 10.
107 Burridge (2017).
108 Olfagharifard (2014).
109 OECD (2019c), p 14. See also Fernandez Carballo-Calero (2021), p 176.
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3.4  Challenges of Using AI in the Boardroom: Risks, Uncertainty and Lack 
of Regulation

As with any new technology, the deployment of AI can entail both opportunities 
and risks.110 In the previous section, we have discussed how AI systems might assist 
directors and enhance the decision-making process. We will focus now on the risks 
or negative consequences that their use can entail for the company and even soci-
ety. As the speed of business transformation and data-driven decisions accelerates, 
this new reality fuels anxieties and ethical concerns. Boards and executives struggle 
to understand how these technologies will impact their companies and the collat-
eral effects on third parties. The uncertainty and complexity associated with AI and 
the lack of skills and expertise in the field have prevented many companies from 
embracing digital technologies. Bearing in mind that the use of these technologies 
is in companies’ best interest, the board might be falling short in meeting its duty of 
care if, considering a case’s specific circumstances, it would be reasonable to imple-
ment them to improve directors’ actions.

It is essential to identify the principal risks that AI could bring to attain the right 
balance and avoid disproportionate harm, i.e., harm that cannot be compensated 
given the beneficial outcomes. The board of directors should strive for that bal-
ance when deciding about adopting new technology and how it will be used in the 
boardroom. These risks will vary depending on the specific technology, its level of 
maturity and the company’s features. Despite this dynamic nature, it is possible to 
contextualise a few common hazards that may jeopardise the effective deployment 
of new technologies in this area.

First, one of the most often recognised hazards is the one brought by data bias. 
Although data-driven decisions are expected to be objective and to overcome human 
subjectivity, the reality shows that this assumption is a myth.111 On the contrary, 
data reflects the existing social and cultural biases and can even perpetuate them, 
leading to discriminatory or unethical decisions. The reason is that data-driven tech-
nologies, such as AI, are inherently past-oriented and can reproduce and reinforce 
the patterns of inequality and discrimination that exist in societies.112 If data sam-
ples are not sufficiently representative of the different populations and social groups, 
then the system will be flawed from the outset and the results will be necessarily 
biased. On the other hand, data can also mirror the preconceptions and biases of 
their designers, who might want to favour their clients’ interests or steer the deci-
sion in a particular direction. Accordingly, bias will appear when the decision-maker 
considers irrelevant consideration or fails to consider relevant consideration.113 As 
ML systems become more powerful, being capable of incorporating new algorithms 
and modifying the features of the programme autonomously, new biases could 
also be created. Practice has confirmed that AI applications can develop prejudices 

110 European Commission (2020d), p 9.
111 Devins et al. (2017), p 372.
112 Leslie (2019), p 4; Mosco (2020), p 88.
113 Turner (2019), p 337.
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against women,114 black people115 and minority communities.116 A good example of 
this dangerous trend is Microsoft’s AI bot ‘Tay’, taken offline in 2016 after develop-
ing racist behaviour by learning from Twitter users’ statements.117

The primary step to correct this deficiency is to develop standards to detect preju-
dices and eradicate them. This needs to be achieved from the data collection stage 
for AI’s operation, ensuring that it provides a reliable and representative picture of 
the relevant environment. Currently, there is no regulation governing the data used 
to train algorithms, whereas its owners can easily manipulate data. It would be 
advisable to create shared (and regulated) databases that are not owned by a concrete 
entity but can be used by all. Furthermore, it could be necessary to adopt positive 
actions to counteract existing biases so that designers take into account the interests 
of minorities and other disadvantaged groups. Proper monitoring of the AI system’s 
activity should be carried out to avoid the potential creation of new biases during the 
learning process, on the one hand, and to assess the objectivity of the outcomes, on 
the other.

Second, a significant deficiency that compromises the correct performance of 
AI systems is the lack of transparency in the decision-making process. Smart algo-
rithms can analyse variables and relationships extracted from big data, but the way 
it occurs is not always clear for users and even programme developers. The difficulty 
of explaining why a specific decision or solution has been adopted may conflict with 
the duty to act on an informed basis and motivate board decisions,118 resulting in 
legal disputes inside the company or with third parties. In addition, the opacity of 
these systems (so-called ‘black-box’ systems) makes the detection of bias and errors 
extremely difficult.

When articulating transparent AI, it is vital to consider two dimensions, i.e., the 
transparency of both the outcome and the process. The former scenario involves ‘the 
ability to know how and why a model performed the way it did in a specific context 
and therefore to understand the rationale behind its decision or behaviour’.119 This 
means that the board should be able to communicate the outcome understandably 
so that diverse stakeholders can understand its content and implications. In the lat-
ter case, the board should also justify the design and implementation of a specific 
process that has led to a particular decision, demonstrating that it is safe, non-dis-
criminatory and trustworthy. In this respect, it would be advisable to follow a prede-
fined catalogue of good practices and implement auditable measures, ensuring that 
its activities are constantly monitored.

Thus, the explicability of AI is the ability to make explicit the meaning of the 
algorithmic model’s result.120 Given that these applications are not perfect, directors 
should put special effort into understanding their decisions in order to assess how 

114 Cairns (2019).
115 Levin (2016).
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119 Leslie (2019), p 35.
120 Ibid., p 26.
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to incorporate them into the board’s judgement. In this regard, Robbins has claimed 
that

getting algorithms to provide us with explanations about how a particular deci-
sion was made allows us to keep ‘meaningful human control’ over the deci-
sion. That is, knowing why a particular decision was reached by an algorithm 
allows us to accept, disregard, challenge, or overrule that decision.121

Likewise, Floridi et al. favour developing a framework that allows individuals to 
obtain a factual, direct and clear explanation of the decision-making process, espe-
cially in the event of unwanted consequences.122 This process, however, requires 
a deep knowledge of computing science since it focuses on documentation intelli-
gence sense-making and the review and validation of the logic details.123

Third, monopolisation of data and expertise is another hazard for AI’s applica-
tion. The implementation of AI solutions usually demands significant financial 
investments that are not affordable for every company, as it involves creating an 
adequate data infrastructure and the acquisition, or even development, of specific 
technology. The imbalances in market power concerning the access and use of data 
have been identified by the European Commission as one of the main issues that 
prevent the European Union from realising its potential in the data economy. As the 
Commission highlights in its Communication ‘A European Strategy for Data’, ‘a 
case in point comes from large online platforms, where a small number of players 
may accumulate large amounts of data, gathering important insights and competi-
tive advantages from the richness and variety of the data they hold’.124 This mar-
ket power might allow large players to ‘set the rules on the platform and unilater-
ally impose conditions for access and use of data or, indeed, allow leveraging of 
such “power advantage” when developing new services and expanding towards new 
markets’.125

On the other hand, the relevant knowledge extracted from data leads to a compe-
tition to create powerful and innovative AI solutions. The problem is that the vast 
demand for AI-related jobs clashes with a shortage of highly qualified profession-
als. According to McKinsey, big tech companies—such as Alibaba, Amazon and 
Google—are securing qualified talent to develop their AI strategy by buying start-
ups and hiring many of the available experts in the market.126 However, this impor-
tant advantage also involves a high level of corporate responsibility and a duty to 
ensure that the resultant AI technologies are correctly deployed. Even though it is 
expected that AI will be more accessible to SMEs as its maturity level increases, if 
the situation remains as it is today, these companies will be in a second division due 
to the limitations on accessing data and expertise.

121 Robbins (2019), p 496.
122 Floridi et al. (2018), p 702.
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Considering the uncertainties brought by AI, there is a strong case for sustain-
able and regulated AI. The ethical and legal risks inherent to the use of AI and the 
lack of clear responses to address them create uncertainty and even some fear in 
using this technology in the heart of the company. Given that the implementation 
of AI-based solutions in the boardroom depends on an atmosphere of trust and cer-
tainty, it is necessary to lay the ground so that businesses feel comfortable enough to 
invest in and develop them. In this regard, we should see AI as a means rather than 
an end itself;127 it is a promising instrument to increase human well-being, bring-
ing progress and innovation, and achieve sustainable goals that benefit society as a 
whole.128

Generally, there is agreement amongst stakeholders on the need to build trust and 
design a regulatory framework grounded on sustainable development and respect for 
human rights.129 It would contribute to setting the ‘game rules’ and ensuring that AI 
systems are lawful, ethical and robust, i.e., comply with the existing law and regula-
tions, meet a set of ethical standards, and are capable of avoiding unintended conse-
quences.130 In other words, companies and other stakeholders could rely upon some 
basic safeguards when using or being affected by these systems.131 The problem, 
however, is that an uncoordinated approach may result in conflicting obligations and 
over-regulation.

The creation of a regulatory framework should ensure an adequate level of har-
monisation, technological neutrality and proportionality. Furthermore, it would be 
preferable to opt for ‘de minimis’ and risk-based regulation that provides flexibil-
ity and accommodates all the existing (and even future) technologies. The need for 
harmonisation is particularly relevant since many companies—notably tech compa-
nies—operate at an international level and usually have to comply with the rules of 
various legal systems. A fragmentary approach is likely to have a chilling effect on 
the different actors and discourage companies from digitalising the decision-making 
process, given the divergent paths to liability and other legal requirements.

In the following pages, we will develop our arguments in favour of a sustainable-
oriented and regulated environment for AI systems. Bringing together the impor-
tance of preventing and neutralising the adverse effects of corporate actions on soci-
ety through CSR programmes, on the one hand, and the urgency of setting standard 
rules for AI, on the other, we will reach the starting point towards a trustworthy and 
consensual AI environment.

127 High-Level Expert Group on Artificial Intelligence (2019), p 4.
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4  AI’s Contribution Towards More Sustainable Decisions

The groundbreaking nature of AI tends to be seen as optimistically kind. From an 
innovation-driven perspective, implementing AI-based solutions has the potential 
for a win-win across business and society. However, in addition to the challenge 
of achieving absolute transparency and accountability of AI decisions, design-
ers and users should consider the transformative and long-term effects that these 
technologies may have on individuals and society.132 Given the urgency of orient-
ing corporate action towards sustainable development, the three pillars of this con-
cept (environment, society and economy) must be placed at the core of AI ethics. 
A consensus is that effectively embracing AI and other advanced technologies will 
require cooperation from multiple stakeholders, especially directors and the public 
sector.133 Indeed, the European Commission has suggested that AI engineers should 
be accountable for social, environmental and human health impacts imposed by 
AI decisions.134 In this section, we will tackle how to make AI decisions work in 
a manner that is ethical and sustainable to promote the interests of companies and 
other social actors, while mitigating the associated costs.

The implications that stem from the relation between AI and sustainability have 
not been fully considered yet. However, there is no doubt that the huge potential of 
AI should be used to promote such an important goal for the well-being of society. 
Evidence has shown that AI can act as an enabler on 134 targets (79%) across all 
SDGs.135 The concept of sustainable AI ‘deals not exclusively with the implementa-
tion or use of AI but should address the entire life cycle of AI, the sustainability of 
the: design, training, development, validation, re-tuning, implementation and use of 
AI’.136

When implementing a specific AI system, the board of directors should consider 
this technology’s impact on the environment. The training and development of algo-
rithms generate a substantial portion of greenhouse gas emissions. Strubell has esti-
mated that training one model of natural language processing can result in more than 
600,000 lb of  CO2 emissions.137 Considering that this process can last for months or 
even years, it seems clear that such an environmental footprint should be justified 
by the advantages of the intended application (for example, because its performance 
can generate significant developments or promote environmental actions that coun-
teract the  CO2 emissions). It would not be reasonable to invest effort and resources 
in using AI to design environmentally friendly policies within and outside the com-
pany without, at the same time, addressing the effects that developing a particular 
system might have on the planet. Accordingly, companies should allocate resources 
and budget cost allowances for AI’s application to environmentally friendly policies 
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to ensure the sustainability of the data sources, power supplies and infrastructures 
used to train or tune algorithms.

Once the company has a sustainable AI infrastructure, it is time to explore how 
AI can promote a broader range of environmental and socio-economic goals. This is 
achievable since basic algorithms can be programmed to drive AI towards more eth-
ical and sustainable corporate actions. AI driven by data science for social good will 
enable AI to address societal challenges and use AI methods to tackle unsolved soci-
etal challenges in a measurable manner.138 ‘Data Science for Social Good’ embraces 
‘attempts to solve complex social problems through the use of increasingly avail-
able, increasingly combinable, and increasingly computable digital data’.139 Sup-
ported by big data and complemented by directors’ supervision, AI will be able to 
contribute to data-driven decisions in directors’ business judgement and strategic 
management policies to help promote sustainability.

The collaboration between AI and board members to promote more sustainable 
companies can be sought through the following channels. First, AI will encourage 
transparency, which is regarded as a core value and critical approach to enhance sus-
tainability.140 AI can also measure disclosure against standards that may be legally 
required nationally and internationally to ensure compliance with regulations or vol-
untary standards.141

Second, AI will be able to recommend sustainable policies and make sustainable 
decisions. Complementing human directors’ capacities, AI can understand compa-
nies’ ability to generate positive outcomes by organising ethical goals using a smart 
system. To this effect, the development of sustainability screens or indexes could 
reduce the burden of understanding data analytics by facilitating the generation of 
synthetic data visualisations.142 Algorithms could be trained to predict the effective-
ness of sustainable-oriented corporate policies with an impressive level of precision, 
helping in the formulation and optimisation of the CSR programme to achieve dis-
tributive justice. It can also make recommendations on integrating the CSR strategy 
and policy with the overall business strategy.

This role can also contribute to automating the process of planning the ESG 
investment strategy and some complementary tasks such as identification of stake-
holder network, assessment of variables, and measurements following the strategy 
clarification part. The algorithms from this automated process will identify the 
assets that meet the thresholds and constantly compose the portfolio return to give 
the company and director the best possible portfolio options. The company could 

138 Berendt (2019), p 48.
139 Tanweer and Fiore-Gartland (2017).
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manage both the risk of an asset from a financial performance perspective and the 
risk from the ESG perspective.143

Third, AI can also play a preventive role by providing a barrier to corporate dam-
age to society and the environment. Preventive measures could be achieved through 
smart technology that identifies discrimination, fraud, or conflicts of interest, with 
AI playing a vital role in providing more predictive and preventive measures to miti-
gate social and environmental risks. The most effective mitigation approach is to 
establish alignment between AI applications and the decision-making process of 
boards in terms of their risk management strategy. Boards of directors could use 
preventive measures designed by AI to formulate the most suitable CSR plan and 
strategic policies for the long-term interests of companies.

Fourth, AI, which uses big data to run algorithms, can provide boards with oppor-
tunities to enhance their adaptive capabilities and shape their ability to address envi-
ronmental changes rapidly.144 A wave of new AI tools, designed for functions such 
as document processing or responding to shareholders’ or stakeholders’ queries, will 
enhance the efficiency of boards’ decision-making processes.145 AI may also sup-
port or replace humans in situations where technology is more likely to make a bet-
ter and more informed decision, where decisions have to be made quickly or where 
the process is complicated and requires a large amount of data that humans are sim-
ply unable to process. If AI-enhanced decisions can be recognised in a legal context, 
one subset of corporate law that to date has attracted a considerable amount of atten-
tion in the corporate law literature, namely directors’ duties and their enforcement, 
may be a useful angle. AI could have a role to play in generating preventive and 
deterrent interactions, such as the possibility of imposing a directors’ duty to consult 
AI in order to satisfy subjective and objective tests of directors’ duties of care.

Finally, AI can be programmed to act in a way that aligns with the organisation’s 
core values. This may be implemented in the primary phase of the AI decision-
making process, namely the goal-setting phase when the controllers of companies 
decide on the goals of AI and how to balance the different interests in the company, 
as well as the features and data that are available to draw inferences from. Along 
with the data dependency and bias problems mentioned before, AI-enabled technol-
ogy can conflict with human ethics and exacerbate inequalities in society. Given that 
AI systems usually consider the needs and values of the regions in which they are 
designed, it might benefit developed countries while discriminating against develop-
ing countries and minorities.146 In addition, the use of AI can involve conflicts of 
interest that show the partial nature of algorithms.147

Only if these risks or costs are managed will it be possible for the board of direc-
tors to use AI to promote sustainability effectively. The regulatory inertia in this 
arena can be detrimental and may even constitute a threat to sustainability since 
companies can produce and commercialise technologies without adherence to 
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international principles or other ethical standards.148 As Truby has pointed out, 
‘any irresponsible development of AI software leaves the utility of the technology 
exposed to the immense risk of negative consequences’, and it may entail damage 
for humans and sustainable development.149 In this context, there is a need for regu-
lation to ensure a responsible design and deployment of AI-based solutions, on the 
one hand, and due consideration of public values and interests, on the other. Creat-
ing a policy framework that contributes to a reasonable standard of transparency and 
increases trust in AI decision-making is essential.

A first step to elaborate a regulatory framework is ensuring that policy-mak-
ers have a sufficient understanding of the risks and challenges of AI. Otherwise, 
the oversight policy ‘is likely to be ineffective at best and counterproductive at 
worst’.150 Thus, the expertise and professionalisation of regulators is as important 
as the regulatory instrument to be implemented. In this regard, it can be claimed 
that the type of regulation should efficiently achieve the mentioned objectives but 
without dissuading software developers from innovating and investing. Over-regula-
tion of AI may involve intolerable bureaucratic requirements and harm innovation. 
Besides, an excessively detailed framework would make it unsuitable for future AI 
developments.

5  Regulating AI for the Common Good: The Need for a Harmonised 
and Risk‑based Approach

AI offers a fantastic opportunity for directors and companies to promote their CSR 
portfolio and manage the CSR programme in active collaboration with internal and 
external stakeholders informed by big data. AI continues to ‘gain in complexity and 
sophistication’,151 offering tremendous benefits in terms of efficiency and innova-
tion. However, it also comes with the responsibility to monitor data collection, data 
quality, and how data impacts social justice, addresses vulnerabilities and builds 
resilience. Big data will help the board of directors induce predictive CSR policy 
that fits the stakeholder network and stakeholder priorities for companies’ business 
model, enabling both informed and supportive predictions and improving trust with 
constituents. Cultivating trust with stakeholders, particularly indirect stakeholders 
such as extraterritorial local communities, requires regulating data quality and data 
governance, including the processes for gathering, cooperating and scrutinising data 
through the regulatory framework to be applied to assist companies more effectively.

Over the last few years, numerous national and international organisations have 
developed a range of ethical guidelines related to AI. More than 84 initiatives 
describing principles and values must be followed when developing and using 
AI-based solutions, coming not only from governments or inter-governmental 

148 Truby (2020), p 955.
149 Ibid., p 947.
150 Vinuesa et al. (2020), p 6.
151 Riffle (2017).
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organisations but also from the private sector, civil society and other stakehold-
ers.152 Several expert committees have been created to this end, such as the High-
Level Expert Group on Artificial Intelligence appointed by the European Commis-
sion, the Expert Group on AI in Society of the OECD, and the Select Committee 
on Artificial Intelligence of the UK’s House of Lords.153 There is consensus among 
different actors about laying down a set of rules to discipline this new reality, even 
though divergences about how to do it and who should do it also exist.154

One of the pioneers in this field was the Future of Life Institute, which developed 
23 ‘Asilomar AI Principles’ in productivity, ethics and security in 2017.155 In line 
with the willingness to include social and environmental considerations in corporate 
decisions, some of these principles focus on sustainability issues such as respecting 
human rights, including social purposes, and the significance of shared benefits and 
prosperity to achieve ‘common good’ through AI.156 It is particularly stimulating 
to observe that the shared benefits and achieving the ‘common good’ through AI 
are suggested as principles for designing, programming, utilising and distributing 
AI. The common good is defined as ‘the sum total of social conditions which allow 
people, either as groups or as individuals, to reach their fulfilment more fully and 
more easily’.157 This concept has been used to achieve goals of promoting more ethi-
cal companies and the importance of protecting vulnerable stakeholders. Using AI 
responsibly and ethically is a crucial component of ‘global commons’ and a prereq-
uisite for the ‘common good’ in the global business environment.

As the societal use of and dependency on AI and ML increases, it is crucial to 
identify what needs exist from a regulatory perspective.158 The current scenario is 
characterised by the existence of fragmentary and inconsistent approaches. There is 
no unanimity on the principles or guidelines that should govern AI and, even when 
the different initiatives agree on one or more principles, there are considerable dif-
ferences in how to interpret and implement them.159 Instead of providing certainty 
to designers, users and even courts in case of disputes about AI-based decisions, 
the high number of approaches and proposals creates the opposite effect. Hence the 
need to reach a reasonable level of harmonisation in this area by establishing a set 
of minimum requirements that AI should meet or a system of red flags as to princi-
ples that under no circumstances should be violated. It would give legitimacy to the 

153 Jobin et al. (2019).
154 Coeckelbergh (2019).
155 Future of Life Institute (2017). The advisory board of the Institute includes Stephen Hawking and 
Elon Musk.
156 For example, Principle 11 clarifies that AI systems ‘should be designed and operated so as to be 
compatible with ideals of human rights’. Principle 14 requires AI to ‘benefit and empower as many peo-
ple as possible’. Principle 15 proposes that ‘the economic prosperity created by AI should be shared 
broadly, to benefit all of humanity’. Principle 23 states that ‘superintelligence should only be developed 
in the service of widely shared ethical ideals, and for the benefit of all humanity rather than one state or 
organization’, see Future of Life Institute (2017).
157 Pontifical Council for Justice and Peace (2004).
158 Larsson (2020), p 439.
159 Jobin et al. (2019).
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decisions made in the boardroom and facilitate an eventual review by the courts so 
that directors will know what rules to follow in the decision-making process, and the 
judges will have a yardstick to evaluate that performance. Like other countries, such 
as the US and the UK, the European Union has actively worked on a harmonised 
framework to regulate AI. As we will explain below, the result of such efforts was a 
proposal for a regulation launched on 24 April 2021.

5.1  The Need for Harmonised AI Regulation

Due to the various forms of manifestation of CSR-related performance, the regula-
tions governing CSR also come in multiple shapes. They are drafted and enforced 
by regulatory bodies at different levels. At the most fundamental level, government 
regulations are generally formal and binding in law, or some recommendations 
have guiding effects but no legal standing. Local government bodies issue pub-
lic regulations that are regional, national or supra-national,160 based on delegated 
state, government or international powers161 founded on each country’s member-
ship.162 Meanwhile, globalisation has further increased the complexity of the legal 
environment by exposing corporations to international law and the laws of foreign 
nations.163 Progressive advocates who are engaged in promoting more sustainable 
businesses, more environmentally friendly companies and companies focused on 
human rights will also drive corporations to embrace more socially responsible ethi-
cal codes and guidelines for conduct, the adoption of which is mainly voluntarily.

The situation is similar when applying AI-based solutions in the company to pro-
mote CSR goals and sustainable development. The problem, however, is that we 
cannot pretend to regulate such a complex and immature technology with a frag-
mentary regulatory context. On the contrary, an all-encompassing and coordinated 
strategy is needed to find the right balance between a stronger focus on technological 
details of the various AI applications, which aims to build bridges between abstract 
values and technical solutions, and the increasing relevance of social and personal-
ity-related aspects.164 As Martin Rees wisely put it, ‘we need to think globally, we 
need to think rationally. We need to think long term; empowered by 21st-century 
technology but guided by values that science alone can’t provide’.165

Many arguments reinforce the need for harmonisation in this field from a legal, 
technical and socio-economic perspective. Taking the legal approach as a starting 
point, we can identify three issues that demonstrate the insufficiency of the current 
model and the urgency to take action. The first problem, as mentioned above, is the 
uncertainty derived from the existence of numerous bodies of ethical principles with 
different approaches. If a company wants to voluntarily follow some guidelines to 

160 For instance, the European Union.
161 Such as OECD, UN, ILO or UNICEF.
162 Buhmann (2006), p 194.
163 Steiner and Steiner (2012), p 42; Bakker (2007), p 430.
164 Hagendorff (2019), pp 114-115.
165 Future of Life Institute (2017).
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ensure that its AI-based decisions respect social values and human rights, it must 
decide first what principles are more accurate or what organisation it should trust. 
Will the principles produced by a governmental organisation provide more legiti-
macy to the company’s operations, or will those designed by the private sector fit 
its interests better? What principles have been adopted by other market companies? 
On the one hand, this scenario creates uncertainty among directors and might even 
discourage them from digitalising some tasks in the boardroom due to the unpredict-
able legal consequences. On the other hand, it provides a low standard of protection 
to stakeholders and society since their privacy, fundamental rights and well-being 
can be in danger due to AI.

The second problem, and probably one of the main reasons why there is no har-
monised regulation yet, is the vast influence of the private sector. It has been sug-
gested that the efforts of big companies—such as Google, Facebook and SAP—in 
developing ethical guidelines and investing in research on the subject respond to the 
intention of shaping AI ethics in a manner that meets their interests or priorities.166 
Besides, the design of high-level guidelines could project an image of false ethics to 
potential customers and investors or even convince society that there is no need for 
binding regulation or new legislation to tackle the technological risks of AI.167 A 
uniform approach would ensure that the use of AI does not violate the interests and 
rights of the citizens and that compliance with a certain standard of ethical behav-
iour is real, not merely a marketing strategy.

Finally, the third problem concerns the lack of enforcement mechanisms. The 
non-binding character of the existing bodies of principles that aim to discipline AI 
design and deployment means that, in practice, deviating from the ethical guidelines 
has no consequences for companies beyond reputational losses in case of miscon-
duct or abuse.168 The good intentions written down on paper have no actual effec-
tiveness in practice. Thus, it is crucial to implement suitable enforcement measures 
that compel the different actors to observe the relevant principles. Public authorities 
have a pivotal role to play in this regard.

Since 2018, when announcing the strategy for artificial intelligence for Europe, 
the European Commission has taken a clear position in favour of regulating AI.169 
Good evidence of this is the appointment of the High-Level Expert Group on AI to 
provide advice on investments and ethical governance issues. In February 2020, the 
Commission launched a White Paper on AI entitled ‘A European approach to excel-
lence and trust’, aiming to build a coordinated European plan for a trustworthy AI 
environment.170 At the same time, the European Parliament and the European Coun-
cil have repeatedly demanded legislative action to ensure that both benefits and risks 
of AI are adequately addressed and to facilitate the enforcement of rules.171

166 Jobin et al. (2019); Benkler (2019), p 161.
167 Wagner (2018), pp 84-89.
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To develop the said trust ecosystem by creating a legal framework, the European 
Commission approved a proposal to lay down harmonised rules on AI on 24 April 
2021. As stated in the explanatory memorandum, the proposal is

based on EU values and fundamental rights and aims to give people and other 
users the confidence to embrace AI-based solutions while encouraging busi-
nesses to develop them. AI should be a tool for people and be a force for good 
in society with the ultimate aim of increasing human well-being.172

At the same time, it aims to establish a set of transparent, predictable and propor-
tionate obligations to ensure legal certainty and effective enforcement of existing 
law on fundamental rights and safety requirements applicable to AI systems.173 This 
proposal is based on the concept of trustworthy AI developed by the above-men-
tioned High-Level Expert Group on AI. The full potential of AI will only be realised 
if human beings and communities have confidence in it. It is imperative to design a 
clear and comprehensive framework.174

In the UK, governmental bodies such as the UK’s House of Lords Select Com-
mittee on AI and the All-Party Parliamentary Group on AI have been created to 
address the economic, social and ethical implications of developing and implement-
ing artificial intelligence. In the report ‘AI in the UK: ready, willing and able?’, 
the former recommends that the government work with government-sponsored AI 
organisations in other leading AI countries and convene a global summit to establish 
international norms for the design, development, regulation and deployment of arti-
ficial intelligence.175 But it also states that blanket AI-specific regulation would be 
inappropriate at that stage. Existing sector-specific regulators are best placed to con-
sider the impact on their sectors of any subsequent regulation that may be needed.176 
Given the government’s inactivity in this regard, the UK’s House of Lords Liaison 
Committee published, in December 2020, the report ‘AI in the UK: no room for 
complacency’, which claims that

the challenges posed by the development and deployment of AI cannot cur-
rently be tackled by cross-cutting regulation. The understanding by users and 
policy-makers needs to be developed through a better understanding of risk 
and how it can be assessed and mitigated.177

There is a long way to go in building harmonised regulation on AI. However, 
the initiative of the European Commission—if successfully implemented—will lead 
this journey and might stimulate the development of new proposals. In any case, 
the regulatory model should be built on the basis of a risk-based assessment and 

172 European Commission (2021), p 1.
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contemplate different levels of regulation depending on the potential harms, in order 
to comply with the principle of proportionality.

5.2  Risk‑based Regulatory Approach

Having built the case for a consistent legal framework for AI, we should now con-
sider which is the better way to do it. AI encompasses various technologies with dif-
ferent features and potential risks, and there is no one-size-fits-all solution. Besides, 
the technology evolves by leaps and bounds, and the traditional regulatory instru-
ments are not suitable for immediate response to the new reality. For that reason, 
we believe that it is time for a new approach based on the higher or lower risk of the 
specific solution, which outlines a set of general principles and minimum standards 
that should be met in each situation. This ‘de minimis’ regulation would allow creat-
ing a uniform model to be applied to the different actors in the market while, at the 
same time, not hindering technological development and innovation.

Accordingly, we propose a risk-based approach for regulating AI. This approach 
is extensively used in aspects as diverse as the environment, finance, food, and legal 
services.178 Risk-based regulation, as a particular strategy or set of techniques used 
by regulators, may involve developing decision-making frameworks to prioritise 
regulatory activities and risks assessment.179 It typically takes the identification of 
risks as the starting point, features the elements of those risks—such as their nature, 
type, level and likelihood—and creates a ranking of risks based upon these assess-
ments.180 We do not have space to explore this in depth in this article. However, 
we believe this approach will help companies develop AI in a safe and beneficial 
direction, particularly suitable for regulators with a mission to address risks from 
AI-associated accidents (safety) or misuse of AI (security).181 As claimed before, 
mitigating risks and achieving global AI for the common good will require interna-
tional cooperation and present a unique governance opportunity for regulators. The 
harmonisation of law may help regulators define their approach to AI’s risk clearly 
and consistently. The advantages of risk-based regulation will accelerate compa-
nies’ commitment to incorporating rigorous analysis of potential risks into corporate 
decisions. Ultimately, risk-based regulation ‘facilitates robust governance, contribut-
ing to efficient and effective use of regulatory resources and delivering interventions 
in proportion to risk’.182

The proposed approach relies on the observance of the principle of proportional-
ity since it balances regulatory intervention against the burden it creates for compa-
nies, especially SMEs. The specific measures to regulate AI systems will be differ-
ent depending on the risk of causing harmful and unwanted consequences. When 
the risk is non-existent or low, a flexible approach could be enough. For instance, 
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the company might want to prepare a voluntary ethical code of conduct or follow 
a set of international AI principles. In a second tier, when the risk is medium to 
high, it would be necessary to implement business standards or guidelines with clear 
disclosure and compliance mechanisms. Finally, in cases of high-risk systems, com-
prehensive regulation might be introduced. Therefore, the higher the probability of 
causing harm, the more intense the regulator’s intervention.

This model has recently been endorsed by the European Commission in its pro-
posal for a Regulation for AI. Given the adverse effects that the use of AI can entail 
for stakeholders, workers and other individuals, the proposed regulatory framework 
aims to balance the different objectives and interests of the parties involved and to 
avoid potential violations of fundamental rights. In order to protect privacy, per-
sonal data and other sensitive information, it is closely related to the Open Data 
Directive,183 the Proposal for a Regulation on European Data Governance184 and the 
proposed Data Act,185 and complements the General Data Protection Regulation186 
(GDPR) as well as legislation on consumer protection, non-discrimination and envi-
ronmental protection. Although it imposes some restrictions on the freedom to con-
duct business, this consequence is consistent with the objective to ensure that only 
safe products find their way to the market, and it is justified by overriding reasons of 
public interest. The level of restriction should be assessed on a case-by-case basis to 
ensure that it does not go beyond what is necessary to prevent and mitigate serious 
safety risks and infringements of fundamental rights. Furthermore, to ensure con-
sistency, avoid duplication and minimise additional burdens, the regulatory frame-
work will be integrated into the existing sectoral safety legislation.187

The proposal imposes regulatory burdens only when an AI system is likely to 
pose high risks to fundamental rights and safety. It distinguishes between AI sys-
tems that create an unacceptable risk, a high risk, and a low or minimal risk.188 
Those that create an unacceptable risk, for example, by violating fundamental rights, 
will be prohibited. For AI systems that can result in a high risk for the health and 
safety or fundamental rights of natural persons, the proposal includes specific rules 
that should be observed as a condition to operate on the European market—such 
as requirements of high-quality data, documentation and traceability, transparency, 
human oversight, accuracy and robustness—and an ex-ante conformity assess-
ment.189 The AI systems that generate a high risk or are likely to do so in the future 
are listed in Annex III, based on the area in which they will be applied and their 
specific purpose. For other AI solutions, the proposal only imposes very limited 
transparency obligations that will apply if the system interacts with humans, is 
used to detect emotions or to determine association with social categories based on 
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biometric data, or generates or manipulates content (so-called ‘deep fakes’).190 At 
the same time, providers of non-high-risk AI systems are encouraged to create codes 
of conduct on a voluntary basis to apply the mandatory requirements for high-risk 
schemes. As stated in the explanatory memorandum, those codes may also include 
commitments related to environmental sustainability, accessibility for persons with 
disabilities, stakeholders’ participation in the design and development of AI sys-
tems, and diversity of development teams.191

However, all these regulatory efforts would be wasted in the absence of effective 
enforcement mechanisms. A robust monitoring and evaluation scheme is essential 
to ensure the successful and uniform implementation of this Regulation. The Euro-
pean Commission suggests establishing a ‘European Artificial Intelligence Board’ 
to coordinate and assist the competent national authorities in charge of ensuring 
the application and implementation of the European Regulation. It means that each 
Member State has to designate a national supervisory authority among the already 
existing structures. As established in the proposal,

AI providers will be obliged to inform national competent authorities about 
serious incidents or malfunctioning that constitute a breach of fundamental 
rights obligations as soon as they become aware of them, as well as any recalls 
or withdrawals of AI systems from the market.

This ex-post enforcement will complement companies’ ex-ante conformity 
assessment through internal checks and auditing by third parties. In this regard, 
AI providers will have to provide meaningful information about their systems and 
the conformity assessments carried out on those systems. The combination of both 
mechanisms would facilitate early intervention and avoidance of foreseeable poten-
tial harms.

In a corporate setting, the most suitable regulatory framework built on a risk-
based approach requires governments to design and deliver AI regulation throughout 
the policy cycle, with an emphasis on the participation and contribution of stake-
holders in policy mixes. This would be helpful for AI regulation, especially consid-
ering the significance of reducing the administrative burden of the formal consulta-
tion process and clarifying and simplifying existing regulation. The involvement of 
stakeholders who understand the needs and risks associated with AI applications, 
particularly those with knowledge of AI, big data and robotics, would help to make 
the regulation accessible and understandable. The involvement of both stakeholders 
and data scientists will help to ensure that data is labeled appropriately. Therefore, 
the regulation of AI needs a team effort with multi-disciplinary input delineating the 
features of the roles associated with the deployment of AI in the boardroom. AI has 
become an intrinsic part of almost every digital experience, and smart regulation 
paves the way for that; such an approach can be tailored to satisfy the imperatives of 
specific social, environmental and human rights issues.

191 Ibid., p 16.

190 Ibid., p 14.



31Artificial Intelligence and Sustainable Decisions  

123

5.3  The Ultimate Goal: AI for the Common Good

Along with the risks and challenges associated with AI, the regulatory framework 
must consider the needs and well-being of society and the safeguarding of the envi-
ronment.192 When using expressions like ‘common good’ or ‘the commons’, we are 
referring to the ‘public good’ for ‘social equity and livelihoods’.193 They always 
designate the fact of granting individuals equal and unrestricted access to commu-
nal resources. These notions validate concepts such as ‘cooperation’, ‘collabora-
tion’, and ‘coordination’, which are seen as more or less synonymous terms.194 The 
goal of society is not an independent one and ‘the commons’ and ‘common good’ 
should belong to all social beings, designating the good of both society and its mem-
bers.195 These notions are closely related to our arguments on AI and sustainability. 
In this vein, the UK Parliament has suggested that the first overarching principle 
for an AI Code is that AI ‘should be developed for the common good and benefit of 
humanity’.196

We also employ the concept of ‘common good’ with the emphasis on promoting 
more sustainable companies and applying AI. Therefore, ‘the commons’ is employed 
as the goal or the rationale to drive corporate sustainability forward, whereas the 
‘common good’ is the ultimate goal for using AI. All stakeholders, including share-
holders, share the ‘commons pool resources’ in a company, and every one of them 
should have voices, rights or even obligations in pushing the company towards sus-
tainability. AI-assisted and enhanced decisions should benefit all constituencies that 
may legitimately enjoy ‘the commons pool resources’, and corporations should apply 
AI to make positive contributions to society so as to achieve a ‘common good’.

Following this reasoning, it can be argued that AI not only contributes to achiev-
ing social and environmental goals but can also be considered as a ‘common good’ 
itself since its use entails significant benefits for society. While the First Industrial 
Revolution used water and steam for production, the Second electric power and the 
Third information and technology, AI now leads the Fourth Industrial Revolution to 
a fusion of technologies that is likely to redefine the most valuable human skills.197 
Given that it is an essential asset for the progress of society, it should observe shared 
ethical ideals and convergent values. The will of all must have a central position in 
this process and prevail over the influence of big tech companies and the media, 
which greatly influence how this technology is used. As we have explained above, 
this goal requires a consistent and harmonised regulatory framework that pays spe-
cial attention to human values and mitigates the potential harm of AI deployment. 
The logic flow is demonstrated and explained in Figure 1 below.
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6  Conclusion

AI has a significant impact in most social and economic sectors, and this effect is 
expected to grow in the near future. In corporate governance, companies can ben-
efit from the use of AI in different ways, obtaining important gains in terms of effi-
ciency and enhancing the long-term interests of the corporation while taking into 
account the interests of shareholders and other stakeholders. It can contribute to the 
realisation of CSR goals by enabling boards of directors to analyse vast amounts of 
data in real-time and predict what is the best plan of action. Ensuring that corporate 
decisions are well-informed and based on trustworthy information will optimise the 
decision-making process and increase the success rate of sustainability policies.

When it comes to corporate sustainability challenges, it has been found that arti-
ficial intelligence is a double-edged sword. AI can make significant progress on the 
most complicated environmental and social problems faced by humans. On the other 
hand, the efficiencies and innovations generated by AI may also bring new risks, 
such as automated bias and conflicts with human ethics. In this article we argued 
that both companies and governments should develop corporate policies and regula-
tory frameworks to address sustainability challenges and risks brought by AI.

Instead of promoting sustainability, unregulated AI would be a threat to it 
because it would not be possible to effectively monitor its effects on the economy, 
society and the environment. Given the rapidly evolving nature of this technology, 
we propose a proactive, harmonised and risk-based approach to deal with the poten-
tial problems brought by AI so as to enable the application of AI effectively and 

Figure 1.  Sustainable decisions and regulation of AI as a common good
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ethically to achieve the common good. Ensuring an adequate level of technologi-
cal neutrality and proportionality of the regulation is the key to mitigating the wide 
range of potential risks inherent to the use of AI. Such a suitable regulatory frame-
work would not only create a consensus concerning the risks to avoid and how to do 
so, but also include enforcement mechanisms to ensure a trustworthy and ethical use 
of AI in the boardroom. Once this objective is achieved, it will be possible to refer to 
this technological development as a common good that constitutes an essential asset 
to human development.
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