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Abstract
The application of functional materials and devices (FM&Ds) underpins numerous products and services, facilitating improved quality of life, but also 
constitutes a huge environmental burden on the natural ecosystem, prompting the need to quantify their value‑chain impact using the bottom‑up 
life cycle assessment (LCA) framework. As the volume of FM&Ds manufactured increases, the LCA calculation speed is constrained due to the time‑
consuming nature of data collection and processing. Moreover, the bottom‑up LCA framework is limited in scope, being typically static or retrospective, 
and laced with data gap challenges, resulting in the use of proxy values, thus limiting the relevance, accuracy, and quality of results. In this prospective 
article, we explore how these challenges across all phases of the bottom‑up LCA framework can be overcome by harnessing new insights garnered 
from computationally guided parameterized models enabled by artificial intelligence (AI) methods, such as machine learning (ML), applicable to all 
products in general and specifically to FM&Ds, for which adoption remains underexplored.

Introduction
The fundamental contributions of materials to humanity’s 
progress are exemplified by historians defining the ages 
of civilization by the dominant materials that transformed 
and shaped society during those eras—the stone, iron, and 
bronze eras.[1,2] The Victorian era was defined by iron, steel, 
and cement, facilitating powerful engineering inspiration 
and designs, such as the creation of railways, suspension 
bridges, passenger liners, and steam engines.[3] Advance-
ments in materials discovery and development have since led 
to the synthetic materials age, characterized by composites, 
and plastics, alongside well-designed, artificial engineering 
materials with better performance compared to traditional 
materials. These man-made engineering materials and struc-
tures are nonetheless considered passive, given that they are 
constrained by pre-processing and design to offer a restricted 
set of responses to external stimuli.[4] Facilitated by materi-
als science breakthroughs that ushered in the silicon chip at 
the dawn of the 21st century, alongside the advancement of 
several emerging technologies, including nanotechnology, 
biotechnology, biomimetics, and information and communi-
cation technologies (ICTs), the smart materials age started 
most recently.[1,2] This era has opened up new frontiers that 
enable the energy transition to renewable, sustainable, and 
low-carbon technologies while enhancing the quality of life 
for billions of people across the globe.[5]

Smart materials constitute non-living stimuli-responsive 
material systems endowed with sensing, actuation, logic, and 
control functions to respond adaptively to the environment to 
which they are exposed, in a manner that is usually repetitive 
and beneficial.[6] They are part of the smart systems functional 
materials—the set of materials which are used for properties 
that are not structural (i.e., not used mainly for their mechani-
cal, load-bearing capacity), but characterized by their physi-
cal–chemical properties responding to electrical, optical, mag-
netic, or chemical effects.[7] Functional materials and devices 
(FM&Ds) encompass conductive polymers, multiferroics, pho-
tovoltaics, optoelectronic materials, piezoelectric/ferroelectric 
materials, functional ceramics, functional alloys, semiconduc-
tors, and ionic conductors. In all, these materials are designed 
with determined functions, such as piezoelectric, magneto-
caloric, thermoelectric, triboelectric, pyroelectric, dielectric, 
or electro-optic effects, among others.[4] Their applications 
underpin the supply chains of numerous products and services 
of modern life including ICTs, energy generation and storage, 
reliable and efficient transport systems, health care systems, 
smart space structures, intelligent buildings, and many more, 
all of which are made possible through the use of the materi-
als in radio-frequency transmission and reception, information 
processing devices, light generation and detection, and sensing 
and actuation.[4,8] FM&Ds are therefore crucial to a sustain-
able future, given the high growth and development witnessed 
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through their discoveries and applications. Figure 1 depicts a 
selection of different types of FM&Ds, alongside their exploit-
able properties and areas of application.

Despite their functional use and cross-sector transforma-
tional benefits, their developments are not necessarily optimal 
for sustainability, given the environmental burden attributed to 
their widespread usage.[9] Therefore, there is an obligation to 
evaluate the impact of their mass production and their associ-
ated supply chain systems on the environment, so as to specify 
evidence-based mitigation strategies. Advances in the devel-
opment of FM&Ds must therefore be integrated with lifecy-
cle sustainability constructs such that resulting products and 
services are designed in a manner that establishes an optimal 
balance between the environmental burden they impose and 
improved quality of life.[5] Such evaluations, when conducted 
in a manner that anticipates foreseeable deleterious conse-
quences while identifying opportunities for improvement and 
mitigation strategies, can aid the communication of key find-
ings to materials developers.[9] One strategic tool that must 
therefore be embedded into the functional materials design 
and development decisions is bottom-up life cycle assessment 
(LCA), a computational technique for assessing the environ-
mental impacts of products across their entire lifecycle, aiding 
new material/product design, particularly in terms of environ-
mental performance.[10]

Although bottom-up LCA is a powerful tool, it has meth-
odological limitations, especially regarding data quality and 
collection (e.g., the choice between average and marginal data 
or allocation problems), system boundary truncation, time 

boundaries, and process modeling.[11] Its calculation speeds are 
constrained due to the time-consuming and costly nature of data 
collection and processing.[11] Moreover, the bottom-up LCA 
framework is limited in scope, typically static or retrospec-
tive, and laced with data gap challenges, resulting in the use 
of proxy values and limiting the relevance and quality of the 
LCA outputs.[12] A detailed survey of unresolved issues across 
all phases of bottom-up LCA is provided by Reap et al.[13,14]

In this context, this prospective article explores how the 
methodological limitations of the bottom-up LCA framework 
across its phases can be overcome by leveraging the prolifera-
tion of material databases and new insights garnered from com-
putationally guided parameterized models enabled by artificial 
intelligence (AI) methods, such as machine learning (ML). The 
deployment of AI/ML strategies for environmental risk pro-
filing is growing in different areas, such as the construction 
industry and the built environment, bioenergy systems, agricul-
ture, and food production, building energy performance, envi-
ronmental monitoring, ecotoxicological assessment, municipal 
solid waste management, and e-waste management. Currently, 
however, their applications remain underexplored for FM&Ds. 
Accordingly, an overview of how ML methods can be used to 
evaluate the environmental profile of FM&Ds is also presented.

The remainder of the paper is structured as follows. In 
Sect. “Life Cycle Assessment Overview,” an overview of the 
bottom-up LCA framework detailing its features, applications, 
limitations, and the need to couple it with AI/ML capabilities 
is presented. Sect. “An overview of the applicability of AI/
ML methods to LCA” provides an overview of different AI/

Figure 1.  FM&Ds and areas of application. The figure combines materials by class and by chemistry/bonding (e.g., thermoelectrics for 
the first and polymers for the second). But we note that not all polymers are functional materials, and some will possess properties of the 
other classes. Fig. 1 icons are from the www. nounp roject. com and are credited to (https:// creat iveco mmons. org/ licen ses/ by/3. 0/): “Photo-
voltaic” icon by Ian Rahmadi Kurniawan; “Thermoelectric” icon by Abdul Latif; “Radiofrequency” icon by Xinh Studio; “Piezoelectric” icon 
by ImageCatalog; “Triboelectric” icon by Iconz; “2D materials” icon by Loritas Medina; “Smart Homes” icon by Omar Cruz; “Smart Cities” 
icon by Justin Blake; “Smart Logistics” icon by Icon Market; “Smart Healthcare” icon by Shocho; “Industry 4.0” icon by Mutualism; and 
“Smart Agriculture” icon by Thossawat. The icons are from www. flati con. com and are credited to “Molecular Crystals,” “Nanoparticles,” 
and “Defense” icons by Freepik; “ITC” icon by Eucalyp; “Wearables” icon by Uniconlabs; “Energy” icon by Good Ware.

http://www.nounproject.com
https://creativecommons.org/licenses/by/3.0/
http://www.flaticon.com
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ML strategies and their applicability to resolving a wide range 
of bottom-up LCA-related challenges across a diversity of 
domains, particularly FM&Ds, covering all phases of LCA, 
leading to the conclusion in Sect. “Conclusion”.

Life cycle assessment overview
Bottom-up LCA is a well-established computational technique 
used for evaluating the associated environmental impacts 
throughout the entire lifecycle of an activity, product, or pro-
cess.[15] The life cycle includes various stages, such as raw 
material extraction, manufacturing, distribution, use, and dif-
ferent end-of-life scenarios, such as disposal, recycling, or 
reuse. This holistic perspective renders LCA uniquely suitable 
as a science-based methodology for assessing the environmen-
tal impacts of products, processes, or services. It considers 
all relevant inputs from the environment, such as raw materi-
als, energy, water, and land use, as well as emissions into air, 
water, and soil, such as greenhouse gases and pollutants.[15] 
The primary objective of bottom-up LCA is to systematically 
identify and quantify the environmental impacts associated 
with a product, process, or activity, facilitating impact miti-
gation and promoting sustainability.[9] There are two types 
of bottom-up LCA approaches namely attributional LCA 
and consequential LCA. In attributional LCA, the goal is to 
assess the total environmental burden that can be attributed 
to a particular product. In consequential LCA, the aim is to 
assess the overall environmental impact of a product, typi-
cally in the context of a particular adoption scenario.[16] The 
LCA framework typically consists of four main phases: (i) 
goal and scope definition, (ii) inventory analysis, (iii) impact 
assessment, and (iv) interpretation,[15] with a wide range of 
applications as shown in Fig. 2.

The first phase, goal and scope definition, involves spec-
ifying the purpose of the LCA study, establishing the func-
tional unit (i.e., a reference unit to which inventory data are 
normalized) and defining the boundaries and assumptions for 
the analysis.[14] The selection of an appropriate functional unit 
constitutes an integral component of this phase. This stage sets 
the foundation for the entire LCA study, clarifying the goals, 
objectives, and intended applications of the assessment. The 
second phase, inventory analysis, is a technical process that 
entails the identification and quantification of all the inputs 
to and outputs from the processes within the defined sys-
tem boundary. The inputs are energy, water, and raw materials, 
and the outputs are emissions released to air, water, and land, 
as well as solid waste; products and co-products.[15] Essentially, 
inventory analysis is the energy-mass balance of the system 
and is crucial in establishing a comprehensive and accurate 
understanding of the environmental burdens associated with the 
product/process being assessed.[16] Due to the data collection 
processes involved, this phase is the most intensive and time-
consuming.[17] The information required for constructing the 
lifecycle inventory can be obtained from direct measurements, 
commercial databases, manufacturers, and literature.

The third phase, life cycle impact assessment (LCIA), aims 
to understand and evaluate environmental impacts based on the 
inventory data. In this phase, the inventory inputs and outputs 
are evaluated and classified into different impact categories, 
such as global warming potential, ozone layer depletion, human 
health effects, acidification, and eutrophication.[15] Currently, 
there is no universal list of impact categories that exist but vari-
ous categories may be used, depending on the specific goals 
and scope of the LCA study.[17] Essentially, impact assessment 
facilitates a profound understanding of the implications of the 
LCA results, and it often involves considering trade-offs and 

Figure 2.  LCA framework and applications.
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uncertainties associated with the assessment.[13] The LCIA is 
a crucial and complex step in LCA, and it generally consists 
of four steps, namely classification, characterization, normali-
zation, and valuation.[13] The last phase is the interpretation 
of the results obtained and entails drawing conclusions and 
recommendations for mitigation strategies to improve the envi-
ronmental sustainability of the product or process.[15]

Application of LCA to FM&Ds
The LCA of FM&Ds follows similar steps as conventional 
ones, highlighted in Sect. “Life Cycle Assessment Overview.” 
For emerging FM&Ds, for example, the LCA is informed by 
numerous steps including (i) gaining an understanding of the 
FM&Ds under consideration based on raw material require-
ments, and laboratory synthesis/manufacturing routes; (ii) sys-
tem characterization (i.e., systems boundary setting, functional 
unit identification, modular components specification, material 
composition, operational efficiencies); (iii) LCI construction 
based on physical processes, material and energy flows, and 
upstream supply chain data; (iv) overall impact assessment and 
environmental profile evaluations across multiple environmen-
tal indicators; and (v) performance evaluation, analysis, and 
interpretation. As a representative example, Figure 3 shows a 
LCA system boundary diagram for thermoelectric FM&Ds.[18]

LCA has previously been applied to scrutinize the envi-
ronmental profiles of different FM&Ds, including piezoelec-
tric materials,[17] perovskite solar cells,[19] high volumetric 

efficiency capacitors,[20] solid-state batteries,[21] lithium-ion 
batteries,[22] solid oxide fuel cells,[23] triboelectric nanogenera-
tors,[24] thermoelectric materials,[18] and many more. A review 
of the LCA of selected FM&Ds is provided by Smith et al.[9] 
Figure 4 shows a typical LCA output of a laboratory-based 
n-type lanthanum-doped  SrTiO3 functional thermoelectric 
material across six environmental indicators.[18] This includes 
freshwater aquatic ecotoxicity (FAE), freshwater sedimentary 
ecotoxicity (FSE), marine aquatic ecotoxicity (MAE), marine 
sedimentary ecotoxicity (MSE), ionization radiation (IR), and 
malodorous air (MA). As shown, electrical energy consumption 
(EEC) during fabrication constitutes the most dominant hotspot 
across all environmental indicators considered.

Challenges and limitations of LCA
This section describes the challenges and limitations of the 
LCA framework both in general terms and more specifically 
to FM&Ds.

General challenges of bottom‑up LCA 
framework
Although bottom-up LCA is a useful tool for assessing the envi-
ronmental impacts of products/services, it suffers from several 
well-established limitations.[17] For instance, a principal task in 
the LCA of products is lifecycle inventory (LCI) modeling, as 
codified in the ISO LCA operational guideline.[15] Grounded 
in the need for resources, material, energy, and emission data 

Figure 3.  A typical system boundary diagram for thermoelectric FM&Ds.[18]
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compilation at various lifecycle stages, LCI is time-consuming, 
and the processes involved in data collection can be expensive, 
thus constraining LCA calculation speed.[11] Other constraints 
range from subjectivity or non-representativeness of available 
data (e.g., where an element of choice of the analyst is required 
to analyze average and marginal data or where allocations are 
subjective), hard-to-quantify spatiotemporal variability of avail-
able data, low data quality, and poor knowledge of uncertainty 
surrounding the myriad of LCA parameters in the input space, 
system boundary truncation, time boundaries, and process mod-
eling issues, to, in some cases, complete lack of data.[11]

The bottom-up LCA framework suffers from limitations 
in scope by virtue of their static or retrospectively deployed 
applications. They can also be restricted by data gap challenges, 
resulting in the use of proxy values and limiting the relevance 
and quality of the LCA outputs.[12] In most LCA studies, envi-
ronmental emissions are considered independent of the place 
and time of occurrence. This poses a challenge at the LCIA 
phase when translating burdens into environmental impacts due 
to the requirement of connecting the right burdens with the 
right impacts at the appropriate time and place.[13] Other chal-
lenges at the LCIA phase include the difficulty in selecting the 
appropriate impact category and methodology due to lack of 
standardization; spatial variations; local environmental unique-
ness; dynamics of the environment; and time horizons.[13] The 
interpretation of impact assessment results requires careful 
and integrated consideration of uncertainties, trade-offs, and 

limitations of the chosen methods, all of which can be com-
plex depending on the assessment objective. Reap et al.[13,14] 
provided a detailed survey of unresolved issues across all LCA 
phases. Overall, all of the challenges associated with bottom-
up LCA can lead to misguided emission reduction initiatives, 
wasted resource allocation, exposure to greenwashing accusa-
tions from environmental sustainability blind spots, and failure 
to pass audits and meet regulation standards.[13,14]

Specific LCA challenges of emerging 
technologies and FM&Ds
Although the inherent methodological challenges and limi-
tations of the bottom-up LCA framework are highlighted in 
Sect. “General challenges of bottom-up LCA framework,” there 
are specific challenges pertaining to LCA of emerging FM&Ds, 
discussed in this section. Generally, the comparative LCA of 
emerging and mature technologies is predicated upon the tech-
nology maturity and stage of development.[7] This prompted 
Gavankar et al.[25] to conclude that the interpretation of LCA 
results should be exclusively specified based on universally rec-
ognized classification schemes, like the technology readiness 
level (TRL)[26] and manufacturing readiness level (MRL),[27] 
both of which describe the technology or manufacturing devel-
opment from the lowest (i.e., the conceptual fundamentals: 
TRL/MRL 1) to the highest levels (i.e., the proven applicable 
technology: TRL 9 or the full rate manufacturing: MRL 10).

(ii) Electrical energy consumption distribution

(i) Environmental profile (iii) Material utilisation distribution
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Documented studies of LCA about many of the advanced 
technology sectors have predominantly geared toward ret-
rospective impact assessments of matured technologies, 
generally referred to as conventional or ex post LCA.[28] In 
other words, ex post LCA assesses mature technologies at a 
current development stage using real-world data,[7] with the 
primary rationale of leveraging the outcome to prove com-
pliance with environmental regulations or to acquire green 
certifications.[29] Currently, the majority of studies evaluat-
ing the environmental profile of emerging FM&Ds (identi-
fied in “Application of LCA to FM&Ds” section) have also 
employed the conventional LCA framework. However, this 
poses significant challenges due to the differences in data 
requirements, availability, and access compared to matured 
technologies. For instance, conventional LCA of emerging 
materials or technologies focus mainly on upstream emis-
sions of laboratory fabrication  processes[7] and are based on 
inventory data estimated from such processes using engineer-
ing heuristics, stoichiometric relationships, and relevant data 
from within the literature.[17]

Other key challenges comprise the (i) difficulty in harness-
ing and testing the uniqueness of different materials to obtain 
physical optimum, (ii) data gaps resulting in the use of proxy 
values, and (iii) the use of laboratory-scale processes as a repre-
sentation for industrial-scale processes.[7,30] Furthermore, EEC 
during fabrication constitutes the most dominant hotspot (see 
Fig. 4) for emerging FM&Ds due to inefficient manufacturing 
with energy-intensive laboratory equipment compared with 
mature technologies fabricated commercially. This is particu-
larly the case for capacitors,[20] lead-based piezoelectric ceram-
ics,[17] fuel cells,[23] perovskite solar cells,[19] and other emerg-
ing materials including biochemicals,[31] nanomaterials,[32] 
and emerging technologies in general.[33] At the laboratory 
level, new approaches for lowering EEC have been demon-
strated using fabrication routes, such as microwave-assisted 
sintering, hot extrusion and melt spinning, spark plasma sinter-
ing, rapid laser melting, and solidification, alongside the use 
of sintering aids and low-temperature processing technology, 
such as cold sintering.[34] Nonetheless, in an industrial setting, 
these materials will be processed on a large scale and EEC will 
be minimized by leveraging the capacity of energy-efficient 
machinery and batch manufacturing processes with a greater 
throughput.[18] As such, LCA, as designed for matured tech-
nologies, requires a thorough interpretation for application to 
emerging technologies.

Consequently, for the development of advanced FM&Ds, the 
strategic use of LCA is likely to be the ex-ante application (also 
known as prospective LCA).[28] As noted by van der Giesen, 
et al.[35], the ex ante LCA centers around conducting rigorous 
environmental LCA of “a new technology before it is com-
mercially implemented to guide R&D decisions to make this 
new technology environmentally competitive as compared to 
the incumbent technology mix.” Arvidsson et al.[36] also noted: 
“an LCA is prospective when the (emerging) technology being 
evaluated is in an early phase of development, but is modeled 

at a future, more-developed phase.” In other words, prospective 
LCA can be used to project how emerging technology such as 
FM&Ds that are currently available at a lower TRL may look 
and function at a higher TRL by using different upscaling meth-
ods.[37] Studies on upscaling methods (e.g., expert interviews, 
scenario modeling and analysis, process simulation, molecular 
structure models, manual calculations, or proxy) for project-
ing future process performances and the modeling of life cycle 
inventory data have been reported.[7,37]

Despite the potential of prospective LCA, challenges 
abound due to the highly complex and nonlinear interac-
tions among key variables in manufacturing processes,[30] 
thus inhibiting the prediction of the future environmental 
impacts of emerging FM&Ds. Considering this gap between 
the theoretical and practical implementation of upscaling sce-
narios in prospective LCA, in the next section, we explore 
how coupling AI/ML with LCA can be leveraged to tackle 
some of the general methodological limitations of bottom-
up LCA, alongside the specific challenges of the LCA of 
emerging FM&Ds.

An overview of the applicability of AI/ML 
methods to LCA
Recently, Zargar, et al.[38] and Venkatraj and  Dixit[39] identi-
fied two categories of methods that are currently in use to 
alleviate the impact of some of the bottlenecks, most notably 
data gaps challenges, highlighted in “Challenges and limi-
tations of LCA,” section namely (i) mechanistic or deter-
ministic or dynamics-based or mathematical approach and 
(ii) data-driven or empirical techniques. Under the classical 
mechanistic approach, knowledge of the physio-mechani-
cal/physio-chemical relationships within a product/process 
is leveraged for inventory data modeling. Essentially, the 
approach is predicated upon the ability to develop mathemati-
cal expressions for all the dynamical and physical processes 
and discretize them for numerical evaluations. However, not 
all products and physical processes lend themselves easily 
to explicit mathematical relationships. Consequently, an 
evolving methodology for LCI modeling is the data-driven 
approach, which allows data to be represented statistically, 
thus enabling the recognition of reasonable patterns to inform 
accurate predictions. Driven by the ascendant wave of digi-
talization in various sectors of the economy, the data-driven 
approach is endowed with various suites of toolkits to tackle 
wider scenarios beyond the capability of the mechanistic 
approaches. The data-driven approach encompasses methods 
that rely on the latest advances in algorithmic soft computing 
paradigms, and it has become the preferred approach due to 
the complexity of systems for which LCA is conducted. Mul-
tiple studies have adopted data-driven approaches to over-
come data gap challenges in LCA, as will be described in 
Sect. “Potential role of AI/ML in each phase of LCA” below.

Broadly clustered under the umbrella term of AI, these soft 
computing techniques have enabled the rapid development 
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of perceptual, cognitive, and decision-making intelligence 
systems.[40] Various sub-categories of the AI framework (see 
Table A1 in Appendix for a brief description of AI terms and 
techniques), some of which are highlighted in Fig. 5, have 
garnered critical interest as evidenced by the growing number 
of studies in this area.[41,42] The versatility of AI techniques, 
based on their ability to learn from diverse and voluminous 
 datasets[43] renders them well suited for addressing a wide 
range of challenges related to bottom-up LCA. Indeed, the 
integration of AI techniques in LCA can support data collec-
tion, modeling, analysis, monitoring, and presentation in the 
various stages of the product life cycle.

From a survey of the literature, the branch of AI that has 
seen the most rapid uptake with the convergence of LCA and 

AI is the ML technique.[44] The utilization of ML methods for 
improving the prediction of LCA outputs is a direct outcome 
of digitization, where data are available in formats that can be 
readily processed by computers. Unlocking the full potential 
of the vast scope and scale of such data necessitates moving 
beyond the constraints of traditional statistical methods.[41,42] 
Accordingly, advanced AI techniques offer a promising avenue 
for harnessing the true capabilities of ML by leveraging large 
volume and high multidimensionality data across all stages of 
LCA.

Figure 6 depicts some of the core methods under the ML 
schemes. Generally, the robustness of these ML methods has 
seen them deployed for a wide range of LCA-related tasks. 
These include inventory optimization, data augmentation for 

Figure 5.  A highlight of contemporary AI techniques.

Machine Learning

(e.g., artificial neural network, 

support vector machines, 

decision trees, etc.)

Symbolic Knowledge 

Representation 

(e.g., fuzzy logic, expert system)

Evolutionary Computing

(e.g., genetic algorithm, 

swarm intelligence, etc.)

Intelligent Agents

(e.g., autonomous/

semi-autonomous systems, 

unmanned vehicles, etc.)

Artificial 

Intelligence

Figure 6.  Principal types of machine learning algorithms.



 

8        MRS COMMUNICATIONS · VOLUME XX · ISSUE xx · www.mrs.org/mrc

LCI, resource utilization, construction of resource forecasting 
models, prediction of energy/emission hotspots, ecosystem 
informatics,[45,46] and many more.

Figure 7 provides a schematic representation of the coupling 
of AI/ML and LCA for improved prediction of environmental 
impact. In the next section, an overview of how these powerful 
data-driven techniques can be used to overcome some of the 
LCA challenges across the four phases, alongside examples of 
previous studies that have applied them is presented.

Potential role of AI/ML in each phase 
of LCA
Figure 8 provides a schematic representation of the potential 
role of AI/ML in each phase of the LCA processes, covering 
inventory analysis, characterization, normalization, impact 
assessment, and interpretation. A description of each block of 
the LCA impact assessment pipeline and the corresponding AI 
application is provided in each of the subsections that follow. 
In practice, the implementation of AI/ML strategies in LCA is 
informed by the building blocks shown in Fig. 9, consisting of 
four main blocks: (a) data collection; (b) data pre-processing 
(consisting of data pre-processing, data cleaning and feature 
engineering sub-blocks); (c) model training (consisting of 
dataset preparation, model training and model evaluation, & 
performance analysis sub-blocks); and (d) interpretation.

Potential role of AI in inventory analysis, 
characterization, and normalization
Unsupervised ML algorithms such as neural net clustering 
and K-Nearest Neighbors (KNN) can be used for intelligent 
data collection and extraction from diverse sources, such as 
databases, sensor networks, and online repositories, thus 

streamlining the data collection process, minimizing manual 
effort, and enhancing data accuracy and comprehensive-
ness.[47,48] Also, ML algorithms including artificial neural net-
works (ANN), support vector machines (SVM), and deep neu-
ral networks (DNN) can be employed to categorize or cluster 
data based on predefined criteria, metrics, or learned patterns, 
facilitating the organization and structuring of inventory data 
into a form that is more amenable to analysis and interpreta-
tion.[49] These algorithms can also be used to validate LCI data 
by identifying, isolating, and rectifying errors, inconsisten-
cies, and outliers, thus improving the reliability and accuracy 
of the inventory data, leading to more robust LCA results.[50] 
ANN, for instance, can handle large and complex datasets, cap-
ture nonlinearity in the data, and provide robust predictions. 
Also, SVMs are particularly effective when dealing with small 
datasets or datasets with complex patterns.[47,48]

ML algorithms such as Naive Bayes Classifier and Decision 
 Trees[51] can be used for data classification and categorization 
purposes (e.g., categorizing inventory data into predefined cat-
egories, such as different types of materials, energy sources, or 
processes). The decision trees ML method works by recursively 
splitting the data into subsets based on the values of the input 
features and then assigning a category or class label to each 
subset based on the majority class. This approach can therefore 
be used to create rules or criteria for categorizing inventory 
data based on specific attributes or characteristics.[51]

By leveraging models such as DNN and generative adver-
sarial network (GAN),[38,52] LCA data imputation and extrapo-
lation can be achieved, facilitating the completeness and repre-
sentativeness of inventory data.[53] ML algorithms can integrate 
and harmonize data from different sources, formats, and units 
to ensure consistency and comparability in inventory data.[54] 
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Figure 7.  Coupling of ML and LCA for improved prediction of environmental impact.
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Moreover, ML methods can be used to integrate LCA results 
with other relevant information or data, such as economic, 
social, or other sustainability-related factors. They can also be 
employed to automatically convert inventory data to a common 
unit, standardized data formats and align data to a reference 
database.[55] ML algorithms can be trained to normalize data 
by accounting for different units and timeframes, ensuring con-
sistency and accuracy in inventory analysis.[56] They can also 
be used to automatically classify inventory data, reducing the 

need for manual data entry and processing, thus increasing the 
efficiency of the inventory analysis stage of LCA.

Natural Language Processing (NLP) techniques can be 
used to automatically extract relevant data from text-based 
sources, such as scientific literature, reports, or websites.[38] 
NLP web scraping algorithms can be utilized to perform tasks 
such as text mining, entity recognition, and sentiment anal-
ysis to extract data related to the inventory of a product or 
process, including raw material inputs, energy consumption, 
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Figure 8.  Illustration of the processes in the LCA analysis pipeline and the associated role of AI/ML.

Figure 9.  A holistic AI/ML-enabled LCA framework for improved prediction of environmental impact.
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emissions estimates, and waste generation.[38] Similarly, deep 
learning (DL) approaches like convolutional neural networks 
(CNN) can be used to automatically develop a bill of quan-
tity of materials from images, diagrams, or maps to serve as 
input data for LCA.[52,57] Clustering is an ML technique that 
groups similar data points based on similar features or attrib-
utes. ML methods such as k-means, hierarchical clustering, or 
Density-Based Spatial Clustering of Applications with Noise 
(DBSCAN)[41,42] can be used to group data with similar char-
acteristics. This helps to identify patterns or trends in the data, 
which can be useful for quality improvement by identifying 
areas that may require further investigation or improvement.

As shown in Fig. 9, LCA requires the collection and pro-
cessing of large amounts of data which are not always avail-
able in formats that are immediately useable. As such, data 
pre-processing tools are required for the transformation of raw 
data into suitable computational formats. These pre-processing 
tools can range from simple data manipulation techniques to 
advanced computational methods, such as Principal Component 
Analysis (PCA), SVM, and ANN.[47,48] PCA is a dimensionality 
reduction technique that identifies the most important patterns 
or features in datasets and projects the data onto a reduced 
dimensional space, thereby transforming it into a lower-dimen-
sional representation while retaining important information. 
PCA can therefore be used to identify patterns and trends in 
complex datasets, thus facilitating data fusion from different 
sources. Similarly, SVM can be used to develop models that 
can classify and integrate data from different sources based 
on criteria, such as environmental impact categories or sys-
tem boundary conditions.[49] Likewise, ANN can learn complex 
patterns and relationships from large datasets, enabling data 
integration from different sources by training the network to 
recognize patterns and make predictions based on the input 
data.[56,58]

Indeed, not all data collected for LCA are completely 
accurate, hence the need to perform data cleaning (Fig. 9) 
using methods such as KNN which is a simple but effective 
method for data imputation and extrapolation in LCA. For 
instance, KNN imputes missing values or extrapolates data 
points by finding the K-nearest neighbors based on similar-
ity metrics and using their values to estimate the missing or 
extrapolated data. Data cleaning also entails data matching 
and reconciliation (i.e., aligning and harmonizing data from 
different sources), which can be achieved by leveraging ML 
methods, such as clustering, classification, or similarity-based 
methods. Specifically, these methods can identify similar data 
points, reconcile conflicting data, and match data from differ-
ent sources to create a consistent and harmonized dataset for 
further analysis. Also, similarity-based methods (e.g., cosine 
similarity or Jaccard similarity) can be used for data match-
ing and reconciliation by calculating the similarity or dissimi-
larity between data points based on their attributes or other 
relevant parameters. Time-series analysis methods (such as 
autoregressive integrated moving averages (ARIMA)) can be 

used for data extrapolation in LCA when considering temporal 
factors. Specifically, time-series analysis methods can model 
the temporal patterns and trends in a given dataset and forecast 
future values based on historical data, which can be useful for 
extrapolating data in LCA studies involving time-dependent 
variables, such as energy consumption or emissions. Gener-
ally, similarity-based and time-series methods can be used in 
conjunction with ML methods to identify and reconcile data 
points.

Potential role of AI in environmental impact 
evaluations and interpretation
ML algorithms can be employed to develop advanced models 
for impact assessment, considering the complex relationships 
between environmental factors, emissions, and impact catego-
ries, including global warming potential (GWP), acidification 
potential, eutrophication potential, human toxicity, and many 
others. They can also be used to analyze emissions or energy 
consumption data to identify patterns, trends, and relationships 
that can inform the evaluation of environmental impacts as 
recently demonstrated by Ross, et al.[59] ML algorithms can be 
utilized to conduct sensitivity analysis and uncertainty assess-
ment in LCA calculations, thus helping to assess the robust-
ness of results to changes in input parameters or assumptions. 
Besides, ML algorithms can also be employed to estimate 
uncertainty intervals for ill-defined parameters, improving the 
accuracy and reliability of LCA  calculations[59] They can also 
be used to optimize the allocation of environmental impacts 
among different products or processes in a life cycle or identify 
optimal process configurations that minimize environmental 
impacts.

At a high level, ML methods that can be used for impact 
assessment modeling include (i) regression techniques, such 
as linear regression, multiple regression, or nonlinear regres-
sion, used to model the relationship between input variables 
and environmental impacts; (ii) ANN-based models consist of 
interconnected nodes organized in layers, and the parameters 
of these models can be trained to capture complex patterns 
and relationships between the input and output data variables; 
(iii) decision trees for decision-making processes or rules for-
mulation to determine the environmental impacts associated 
with different life cycle stages; (iv) random forests for building 
an ensemble of decision trees that collectively predict impact 
values; (v) SVM models for training historical data to predict 
impact values based on input variables; (vi) ensemble methods 
such as bagging or boosting to combine multiple ML models 
such as regression, decision trees, or SVMs to improve predic-
tion accuracy and robust model performance.[60] Overall, the 
choice of ML method(s) for impact assessment modeling in 
LCA depends on the characteristics of the data, the level of 
accuracy/reliability required, and the availability of labeled or 
historical data.

Furthermore, model evaluation should be carried out to 
ensure the accuracy and reliability of the impact assessment 
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models.[60] Datasets are often divided into training and evalu-
ation datasets (e.g., 70% of the dataset can be used for train-
ing and the remaining 30% for evaluation); training datasets 
are used for model training while the evaluation datasets (i.e., 
those not used during the training process) are used to evalu-
ate the model after training. The evaluation assesses the gen-
eralizability of the model on independent datasets. A model 
has good performance when its accuracy on an evaluation 
dataset degrades negligibly, meaning that the model has learnt 
the underlying relationship that produces the data rather than 
overfitting.

Uncertainties related to data, models, and assumptions are 
inherent in LCA. Conducting uncertainty and sensitivity anal-
yses to assess the robustness and reliability of the model pre-
diction results is therefore pertinent. Monte Carlo simulation 
and Bayesian statistics are examples of techniques that are 
commonly used to randomly sample input parameters from 
their respective probability distributions and run the LCA 
models multiple times to obtain a distribution of the results.

Some ways in which ML can be applied at the interpreta-
tion phase include pattern recognition and anomaly detection; 
decision support systems that aid the interpretation of LCA 
results, facilitating effective decision-making; data visualiza-
tion; and communication.[41] ML-based methods for support-
ing data visualization and interpretation include (i) decision 
tree models, which generate decision rules or thresholds that 
can be visualized in the form of decision trees, heatmaps, or 
radar charts to understand the factors driving environmental 
impacts and (ii) explainable AI (XAI) techniques, which pro-
vides interpretable explanations for the predictions or results 
obtained from ML models. Other XAI techniques, such as fea-
ture importance analysis, Local Interpretable Model-agnostic 
Explanations (LIME),[61] or SHAP (SHapley Additive exPla-
nations),[62] can be used to understand and interpret the outputs 
of ML models. This can help improve the transparency of the 
LCA by providing insights into the underlying mechanisms 
of the models.

Past studies on the growing applications 
of AI/ML methods in LCA
Interestingly, the diversity of domains where the quanti-
fication of environmental impacts of products/services/
processes is imperative has translated into the diversity 
of AI/ML-enabled LCA across different sub-fields.[63] For 
instance, Ghoroghi, et al.[64] Barros and Ruschel,[65] Hong 
et al.[66] and Koyamparambath et al.[41] chronicled the grow-
ing collection of technical articles that have embraced ML-
assisted LCA within the construction industry and the built 
environment. Successful applications of ML-enabled envi-
ronmental impact assessments have also been documented 
in areas of  agriculture[67–70] and other applications. Table I 
provides a short description of ML algorithms described so 
far and examples of previous LCA that have adopted them.

Application of AI/ML to LCA of emerging 
FM&Ds
Beyond the aspects identified above, an important area where 
the use of ML-assisted LCA holds potential is the develop-
ment of new chemicals or materials in general and FM&Ds in 
particular. Despite a noticeable pace of progress in this area, 
challenges remain. Key obstacles include the uniqueness of 
different materials in terms of their chemical properties and 
complexities (e.g., SPIRO-OMeTAD molecule for perovskite 
solar cell  applications[19]), as well as the non-trivial hurdle 
in the scaling of synthesis methods from the laboratory-scale 
to industrial production.[7,30] While the coupling of ML for 
the LCA of various novel materials confers notable univer-
sal advantages, this approach has not been implemented 
evenly across the different categories of materials. Nonethe-
less, some areas where promising results have already been 
shown include the (i) prediction of missing  data[50,56,77]; (ii) 
prediction of ecotoxicity characterization factors and impacts 
for green/functional  materials[87,88]; (iii) prediction of lifecy-
cle impact of chemical materials across different categories 
based on their molecular structure  information[51,89]; and (iv) 
reduction of uncertainty of existing chemical fate model by 
improving the accuracy of fate factor, which is a function of 
a chemical’s persistence in an environment.[90]

Weyand et al.[7] developed a robust scheme for generating 
upscaling scenarios of emerging FM&Ds. As such, ML mod-
els such as DNN and  GAN[38,52] can be used for extrapolation 
and scaling up of laboratory synthesis methods for FM&Ds to 
industrial production, based on production site-specific data, 
thus facilitating the accurate prediction of energy consump-
tion beyond the laboratory. Song et al.[51] developed ANNs to 
estimate the characterized results of chemical materials using 
their molecular structural information as inputs, across six 
environmental impact categories including global warming 
potential, cumulative energy demand, acidification potential, 
human health, ecosystem quality, and eco-indicator 99. The 
application domain of the model was also estimated for each 
impact category where higher reliability was exhibited, indi-
cating that ANN models can be deployed as an initial screen-
ing tool for chemical material lifecycle impacts estimations, 
even when more reliable information does not exist.

In chemical materials impact assessment, the effect fac-
tor which is the overall ecotoxicity impact of a material 
on the ecosystem is derived from the toxicity to numerous 
species via Species Sensitivity Distribution (SSDs)—a key 
parameter for understanding the potential ecotoxicity impacts 
of chemicals. By leveraging ANN model to process > 2000 
experimental toxicity data collected for eight aquatic species 
across twenty sources,  Song[90] estimated the chemical toxici-
ties (i.e., Lethal Concentration (LC50)) to numerous aquatic 
species, using these to build SSD and to estimate the effect 
factor of organic chemicals. Using the bootstrapping method, 
the ANN model output was used to fit SSDs and subsequently 



 

12        MRS COMMUNICATIONS · VOLUME XX · ISSUE xx · www.mrs.org/mrc

Ta
bl

e 
I. 

 A
 sh

or
t d

es
cr

ip
tio

n 
of

 p
op

ul
ar

 M
L 

al
go

rit
hm

s f
or

 L
C

A
 a

nd
 e

xa
m

pl
e 

st
ud

ie
s.

M
L 

Te
ch

ni
qu

es
Ta

sk
s

B
rie

f D
es

cr
ip

tio
n

R
el

at
ed

 st
ud

ie
s

Lo
gi

st
ic

 re
gr

es
si

on
C

la
ss

ifi
ca

tio
n

A
 p

ro
ba

bi
lit

y-
ba

se
d 

cl
as

si
fic

at
io

n 
al

go
rit

hm
 p

re
m

is
ed

 o
n 

th
e 

lo
gi

st
ic

/S
ig

m
oi

d 
fu

nc
tio

n.
71

G
au

ss
ia

n 
Pr

oc
es

s R
eg

re
ss

io
n

R
eg

re
ss

io
n

A
n 

ad
va

nc
ed

 a
nd

 v
er

sa
til

e 
to

ol
 fo

r n
on

lin
ea

r a
nd

 n
on

-p
ar

a-
m

et
ric

 re
gr

es
si

on
 fo

r i
nt

er
po

la
tin

g 
be

tw
ee

n 
da

ta
 p

oi
nt

s t
ha

t 
ar

e 
di

st
rib

ut
ed

 w
ith

in
 a

 m
ul

ti-
di

m
en

si
on

al
 in

pu
t s

pa
ce

.

72
,7

3

A
rti

fic
ia

l n
eu

ra
l n

et
w

or
ks

 (A
N

N
)

C
la

ss
ifi

ca
tio

n 
an

d 
re

gr
es

si
on

A
 b

io
lo

gi
ca

lly
 in

sp
ire

d,
 la

ye
r-b

as
ed

 a
lg

or
ith

m
 w

he
re

 th
e 

in
pu

t a
nd

 o
ut

pu
t d

at
a 

ar
e 

co
nn

ec
te

d 
by

 e
dg

es
 a

nd
 tr

ai
ni

ng
 

ca
n 

be
 a

ch
ie

ve
d 

by
 b

ac
kp

ro
pa

ga
tio

n.

51
,5

6,
58

,7
4

Ex
tre

m
e 

le
ar

ni
ng

 m
ac

hi
ne

s
C

la
ss

ifi
ca

tio
n 

an
d 

re
gr

es
si

on
A

 fe
ed

fo
rw

ar
d 

ne
ur

al
 n

et
w

or
k 

w
ith

 a
 si

ng
le

 h
id

de
n 

la
ye

r.
75

D
ee

p 
le

ar
ni

ng
C

la
ss

ifi
ca

tio
n,

 re
gr

es
si

on
, o

bj
ec

t d
et

ec
tio

n,
 n

at
ur

al
 la

ng
ua

ge
 

pr
oc

es
si

ng
A

 su
bs

et
 o

f n
eu

ra
l n

et
w

or
ks

 w
ith

 m
or

e 
hi

dd
en

 la
ye

rs
.

76
,7

7

G
en

er
at

iv
e 

ad
ve

rs
ar

ia
l n

et
w

or
k 

(G
A

N
)

C
la

ss
ifi

ca
tio

n,
 d

at
a 

au
gm

en
ta

tio
n,

 im
ag

e 
sy

nt
he

si
s, 

et
c.

A
n 

un
su

pe
rv

is
ed

 fo
rm

 o
f d

ee
p 

ne
ur

al
 n

et
w

or
k.

38
,5

2
A

da
pt

iv
e 

ne
ur

o-
fu

zz
y 

in
fe

re
nc

e 
sy

st
em

 (A
N

FI
S)

C
la

ss
ifi

ca
tio

n,
 re

gr
es

si
on

, a
ut

om
at

ic
 c

on
tro

l, 
tim

e 
se

rie
s 

m
od

el
in

g,
 e

tc
.

A
 fu

zz
y 

in
fe

re
nc

e 
sy

st
em

 w
ith

 a
n 

ar
ch

ite
ct

ur
e 

co
ns

tru
ct

ed
 o

n 
th

e 
ba

ck
bo

ne
 o

f a
n 

ad
ap

tiv
e A

N
N

.
58

,7
8

D
ec

is
io

n 
tre

es
 (D

T)
C

la
ss

ifi
ca

tio
n 

an
d 

re
gr

es
si

on
A

 n
on

-p
ar

am
et

ric
 a

lg
or

ith
m

 c
ha

ra
ct

er
iz

ed
 b

y 
th

e 
re

cu
rs

iv
e 

sp
lit

tin
g 

of
 d

at
a 

in
to

 tr
ee

-li
ke

 n
od

es
 a

nd
 b

ra
nc

he
s.

50
,7

9

G
ra

di
en

t-b
oo

st
ed

 d
ec

is
io

n 
tre

es
C

la
ss

ifi
ca

tio
n,

 re
gr

es
si

on
, a

no
m

al
y 

de
te

ct
io

n,
 e

tc
.

A
n 

en
se

m
bl

e 
D

T 
w

he
re

 tr
ee

s (
ca

lle
d 

le
ar

ne
rs

) a
re

 b
ui

lt 
on

e 
at

 a
 ti

m
e 

us
in

g 
gr

ad
ie

nt
 d

es
ce

nt
 a

nd
 d

ec
is

io
n 

fr
om

 th
e 

le
ar

ne
rs

 a
re

 a
dd

iti
ve

ly
 c

om
bi

ne
d 

in
 a

 fo
rw

ar
d 

st
ag

e-
w

is
e 

m
an

ne
r.

80
,8

1

R
an

do
m

 fo
re

st
s

C
la

ss
ifi

ca
tio

n 
an

d 
re

gr
es

si
on

A
n 

en
se

m
bl

e 
D

T 
w

ith
 m

ul
tip

le
 tr

ee
s t

ha
t a

re
 si

m
ul

ta
ne

ou
sl

y 
bu

ilt
 o

n 
ra

nd
om

 b
oo

ts
tra

p 
sa

m
pl

es
 a

nd
 d

ec
is

io
ns

 fr
om

 th
e 

va
rio

us
 tr

ee
s a

gg
re

ga
te

d 
at

 th
e 

en
d.

82
,8

3

B
ay

es
ia

n 
be

lie
f n

et
w

or
ks

Pr
ed

ic
tio

n,
 h

yp
ot

he
si

s t
es

tin
g,

 d
ec

is
io

n-
m

ak
in

g 
un

de
r u

nc
er

-
ta

in
ty

, e
tc

.
A

 p
ro

ba
bi

lis
tic

 g
ra

ph
ic

al
 c

om
pu

tin
g 

m
od

el
 b

as
ed

 o
n 

a 
di

re
ct

ed
 a

cy
cl

ic
 g

ra
ph

.
84

Su
pp

or
t v

ec
to

r m
ac

hi
ne

s
C

la
ss

ifi
ca

tio
n,

 o
ut

lie
r d

et
ec

tio
n,

 re
gr

es
si

on
, n

at
ur

al
 la

ng
ua

ge
 

pr
oc

es
si

ng
, t

ex
t c

at
eg

or
iz

at
io

n,
 e

tc
.

Pr
em

is
ed

 o
n 

th
e 

us
e 

of
 k

er
ne

l f
un

ct
io

n 
an

d 
hy

pe
rp

la
ne

s 
(d

ec
is

io
n 

bo
un

da
rie

s)
 fo

r d
ea

lin
g 

w
ith

 h
ig

hl
y 

no
nl

in
ea

r, 
hi

gh
-d

im
en

si
on

al
 fe

at
ur

e 
sp

ac
e.

85

K
-n

ea
re

st
 n

ei
gh

bo
rs

 (K
N

N
)

C
la

ss
ifi

ca
tio

n,
 se

m
an

tic
 se

gm
en

ta
tio

n
A

 si
m

pl
e 

cl
as

si
fic

at
io

n 
sc

he
m

e 
fo

r m
ul

ti-
m

od
al

 c
la

ss
es

.
49

,8
6

N
aï

ve
 B

ay
es

 c
la

ss
ifi

er
s

C
la

ss
ifi

ca
tio

n
A

 fa
m

ily
 o

f p
ro

ba
bi

lis
tic

 c
la

ss
ifi

er
s b

as
ed

 o
n 

B
ay

es
’ t

he
or

em
.

59
,8

6



MRS 50th Anniversary Prospective

MRS COMMUNICATIONS · VOLUME XX · ISSUE xx · www.mrs.org/mrc                13

used to generate SSDs for more than 8000 chemicals in the 
ToX21 database.

Traditionally, due to the high resources and time costs 
of laboratory tests, the evaluation of chemical toxicity 
has generally been backed by computational toxicology 
techniques, such as Quantitative Structure–Toxicity Rela-
tionships (QSTRs).[91] However, the reliance on linear 
relationships between chemical structures and biological 
activities often hinders the effectiveness of QSTR and its 
variants (such as Ecological Structure Activity Relation-
ships (ECOSAR)). In addition, the generalization of such 
methods tends to be limited due to a lack of input data. To 
overcome these limitations, ML methods such as ANN, 
SVM, and RF have recently been found to show higher 
accuracy in toxicity estimation than the aforementioned 
traditional methods.[51,89] The attraction of these ML 
methods is partly due to their inherent ability to capture 
important nonlinear relationships that are prevalent in the 
determination of the aquatic/terrestrial ecotoxicity of envi-
ronmental pollutants.[92,93]

Despite this, as recently highlighted by Miller et al.[94] 
the deployment of AI/ML for environmental risk profiling of 
FM&Ds remains underexplored but some of the ML methods 
described can be adopted to accomplish this task. Consequent 
to the notable sparsity of data, the integration of AI/ML with 
LCA is recognized to hold a plethora of opportunities for ex 
ante LCA in the early-stage development and technology 
readiness evaluations of new FM&Ds.[29] For these scenarios, 
the joint use of AI/ML with LCA enables the prediction of 
energy consumption of a prospective new technology related 
to FM&Ds, estimation of chemical safety assessment, normali-
zation of LCA outcomes, screening of functional materials for 
substitution in devices, prioritization of materials with low-
carbon footprint, estimation of missing empirical data, and 
prediction of ecotoxicity of legacy and prospective materials, 
among others.[44,74,95–97]

While the extension of ML methods coupled with LCA to 
these tasks will play a transformative role, challenges remain 
before this can occur, largely due to (i) the unavoidable require-
ment of large amounts of data for the training of robust ML 
 models[98]; (ii) lack of interpretability due to the “black box” 
attributes of ML methods, such as ANN, thus rendering the 
outcome of model development not immediately interpretable 
to  humans[90]; (iii) lack of proper model validation, as almost 
every ML model excels at interpolation but is constrained at 
extrapolation, as such model performance output may not 
reflect the actual performance of the  model[90]; and (iv) dif-
ficulty in measuring the model uncertainty induced by con-
strained external validation due to limited experimental data, 
for example.[98]

Conclusion
FM&Ds are continually being embedded into numerous appli-
cations as they can operate in diverse conditions while meeting 
the wide-ranging needs of consumers. As a result, modern soci-
ety has witnessed high growth and development through the 
discovery and applications of these materials. Concerns about 
the “health” of our planet, therefore, necessitate an evaluation 
of the environmental profile of these materials at the design 
or pilot stage before expensive investments and resources 
are committed. Such evaluations, which are carried out using 
bottom-up LCA, when conducted in a manner that anticipates 
foreseeable deleterious consequences while identifying oppor-
tunities for improvement and mitigation strategies, can aid the 
communication of key findings to various stakeholders. How-
ever, there are several notable methodological limitations of 
bottom-up LCA as it is currently being utilized in the literature 
for environmental impact predictions of products.

Some of the methodological limitations of the bottom-up 
LCA framework across its phases, with a focus on FM&Ds, 
can be overcome by harnessing the power of AI/ML techniques. 
By coupling AI/ML strategies with bottom-up LCA, lifecycle 
environmental impacts can be predicted with a high degree of 
accuracy. Despite the capabilities of AI/ML techniques, their 
potential in the context of LCA can only be fully realized when 
applied to large and multi-dimensional datasets. Interestingly, 
with the advent of digitization, the Internet-of-Things (IoT) 
and advancement in ML methods, large multi-dimensional 
datasets that can be used for real-time LCA data capture and 
analysis will increase, bringing unprecedented opportunities. 
To tap the full potential of these enormous opportunities for 
LCA through improvements in robustness, standardization, and 
accuracy of environment impact predictions, multi-disciplinary 
efforts involving innovation in data collection and collabora-
tions among several stakeholders including sustainability pro-
fessionals, AI and computer scientists, and experts from differ-
ent disciplines will be required.
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Table II.  A brief description of AI terms and techniques.

Term Description

Artificial intelligence (AI) AI refers to the ability of machines or computer programs to perform specific tasks that typically require 
human intelligence, such as visual perception and speech recognition, and are developed to learn from 
experience or data.

Machine learning (ML) A subset of AI that involves training models to ‘learn’ patterns and make predictions or decisions based 
on some input variables. Learning involves using computational algorithms to improve the perfor-
mance of the models on a specific task over time by adjusting model parameters to optimize a specific 
objective function.

Supervised learning A set of ML algorithms for developing models that are trained on a labeled dataset consisting of input 
data and corresponding output data. The algorithm learns the relationship between the input data and 
the output data by analyzing and finding patterns and structures in the training data and then uses this 
knowledge to predict the output for new, unseen input data.

Unsupervised learning A set of ML algorithms for developing models using unlabelled dataset. The algorithms try to identify 
patterns or relationships in the data by clustering or grouping similar data points together which can be 
used in applications such as anomaly detection or feature extraction.

Reinforcement learning A set of ML algorithms in which models or agents learn to make decisions based on trial-and-error 
interaction with their environments. During the learning process, an agent receives feedback in the 
form of rewards or penalties based on its actions in the environment and uses this feedback to adjust its 
behavior over time.

Artificial neural networks (ANN) ANN is a powerful ML technique that is composed of interconnected nodes called artificial neurons or 
nodes that are organized into layers; these nodes communicate with each other through weighted con-
nections. The weights are optimized during the learning process to minimize the difference between the 
predicted output and the actual output for a given input data. ANN are trained using large datasets.

Deep learning (DL) A set of ANN algorithms involving a large number of layers. The term ‘deep’ emphasizes the fact that 
there are many layers, often referred to as hidden layers, between the input and the output layers.

Convolutional neural network (CNN) A set of DL algorithms that is commonly used in applications involving images or videos. It consists of 
multiple layers that perform convolution operations, allowing the network to learn spatial features and 
patterns in data.

Natural language processing (NLP) A set of AI algorithms involving the development of models to understand, interpret, and generate human 
language. Recently, ML algorithms are being used to develop NLP models (as against using statistical 
methods and algorithms) and applications include data or information extraction from texts.

Principal component analysis (PCA) PCA is a dimensionality reduction technique in ML that is used to identify patterns and reduce the 
number of features in a dataset while retaining as much information as possible. The technique works 
by identifying the principal components of a dataset, which are linear combinations of the original 
features that account for the most variability in the data making PCA suitable for removing noise and 
redundancy in the data.

Regression problems In ML, regression problems involve predicting a continuous numerical value, such as predicting the price 
of a house or the amount of rainfall in a particular region. The goal is to find a function that maps the 
input variables the output variable based on a given set of training data.

Classification problems In ML, classification problems involve assigning a label or category to a given input data point based 
on its features or attributes. They are supervised learning problem that involves learning to predict a 
discrete or categorical target variable (class label) based on one or more predictor variables (features). 
Some ML problems can have both discrete and continuous aspects. For example, predicting the price 
of a house could involve both classifying it as a certain type of house (classification task) and then 
predicting its price based on its features (regression task).

Regression algorithm In ML, regression is a type of supervised learning algorithm used for predicting a continuous outcome 
variable based on one or more input variables. The goal of regression analysis is to estimate the 
relationship between the input variables and the outcome variable and use this relationship to make 
predictions on new data. The output of a regression model is a continuous numerical value, such as a 
price, a quantity, or a probability.

Support vector machines (SVM) SVM is a supervised ML method that can be used for classification or regression tasks. The algorithm 
tries to find a hyperplane in a high-dimensional space that can best separate the data into different 
classes.

Decision trees (DT) DT is a supervised ML method that builds a classification or regression model in the form of a tree 
structure by recursively splitting the dataset into subsets based on the values of the input features and 
assigning a class or value to each subset based on the majority class or mean value of the target vari-
able.
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